Performance of Autoregressive Order Selection Criteria: A Simulation Study
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ABSTRACT

Proper selection of autoregressive order plays a crucial role in econometrics modeling cycles and testing procedures. This paper compares the performance of various autoregressive order selection criteria in selecting the true order. This simulation study shows that Schwarz information criterion (SIC), final prediction error (FPE), Hannan-Quinn criterion (HQC) and Bayesian information criterion (BIC) have considerable high performance in selecting the true autoregressive order, even if the sample size is small, whereas Akaike’s information criterion (AIC) over-estimated the true order with a probability of more than two-thirds. Further, this simulation study also shows that the probability of these criteria (except AIC) in correctly estimating the true order approaches one as sample size grows. Generally, these findings show that the most commonly used AIC might yield misleading policy conclusions due to its unsatisfactory performance. We note here that out of a class of commonly used criteria, BIC performs the best for a small sample size of 25 observations.
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INTRODUCTION

Most econometric models are formulated based on the Autoregressive (AR) process. In particular, AR process forms the main building block of the celebrated Integrated Autoregressive Moving Average (ARIMA) model, Vector Autoregressive (VAR) model, Vector Error Correction (VEC) model, Autoregressive Distributive Lag (ARDL) model, Generalized Autoregressive Conditional Heteroscedasticity (GARCH) models, Threshold Autoregressive (TAR) model and the Smooth Transition Autoregressive (STAR) model, to name a few. A major problem with these econometric models is that the true order ($p$) of the AR ($p$) process is always unknown and the optimal order has to be determined by certain order selection criteria. Moreover, several econometric test procedures in empirical research such as the unit root tests, causality tests and cointegration tests are sensitive to the choice of autoregressive order. Thus, proper selection of autoregressive order is an important task in econometric modeling cycles and testing procedures.

The final prediction error (FPE) criterion, Schwarz information criterion (SIC), Hannan-Quinn criterion (HQC) and Akaike’s information criterion (AIC), among
others, are commonly employed by empirical models researchers to determine the optimal autoregressive order. One interesting question that concerns many researchers is which criterion has the capability to provide the most reliable optimal order. However, there is no universally accepted solution to this question. In this study, firstly we attempt to compare via a simulation study, the performance of these criteria and second, to examine the effects of various sample sizes on the performance of these criteria in the selection of order.

We find that all selection criteria under study (except AIC) performed quite well in estimating the true order even if the sample size is small. We note that this probability is less than 0.25 for AIC even when the sample size grows to the very large value of 100,000.

AUTOREGRESSIVE ORDER SELECTION CRITERIA

There has been considerable literature published on AR order selection criteria. A brief discussion of these criteria is available in Beveridge and Oickle (1994), whereas Brockwell and Davis (1996) presented greater theoretical and practical detail and additional references for many of these criteria.

Suppose the data set \{X_1, ..., X_T\} are in fact observations of an AR process of order \(p\), denoted by AR(\(p\)) and defined as

\[
X_t = \sum_{i=1}^{p} \phi_i X_{t-i} + \epsilon_t
\]  

(1)

where \(\phi_i, i = 1, ..., p\) are autoregressive parameters to be estimated and \(\epsilon_t, t = 1, ..., T\) is an independent and identically distributed (iid) disturbance or error term of a zero mean and a finite variance \(\sigma^2\), which can be easily calculated by \(\hat{\sigma}^2 = (T-p-1) \sum_{t=1}^{T} \epsilon_t^2\), where symbol \(^\wedge\) stands for estimated value.

The final prediction error (FPE) criterion, which was originally proposed by Akaike (1969) for AR(\(p\)) order determination, is given by FPE = \(\hat{\sigma}^2(T-p)/(T+p)\). Having found that FPE is asymptotically inconsistent, Akaike (1973) came up with the so-called Akaike information criterion (AIC), defined as AIC = ln(\(\hat{\sigma}^2\))+2\(p\)/\(T\). Disregarding the fact that AIC is only asymptotically unbiased (Jones, 1975) and has the tendency to pick models which are over-parameterized (Shibata, 1976), AIC is a very commonly used criterion for order selection (Basci and Zaman, 1998). Another statistics due to Akaike (1979) is the Bayesian information criterion, which is defined as BIC = \((T-p)\ln[(T-p)(T+p)]+p\ln(T)\) + \(p\ln(\sum_{t=1}^{T} \epsilon_t^2 - \hat{\sigma}^2)\). There is evidence to suggest that the BIC is better than the AIC as order selection criterion (Hannan, 1980).

Schwarz (1978) derived an information criterion, known as Schwarz information criterion (SIC) defined as SIC = ln(\(\hat{\sigma}^2\))+\(T\ln(T)\) - \((p\ln(T)\) +\(\ln(T)\)). SIC is also called Schwarz-Rissanen criterion as Rissanen (1978) also arrived at the same criterion independently, using different methodology. However, SIC has the advantage of being consistent over AIC (Basci and Zaman, 1998).
Hannan and Quinn (1979) and Hannan (1980) constructed the Hannan-Quinn criterion (HQC) from the law of the iterated logarithm. It provides a penalty function, which decreases as fast as possible for a strongly consistent estimator, as sample size increases. Hannan-Quinn criterion is given by \( HQC = \ln \hat{\sigma}^2 + 2T^{1/2} \ln(\ln T) \). Hannan and Rissanen (1982) replaced the term \( \ln(\ln T) \) by \( \ln T \) to speed up the convergence of HQC. This revised version of HQC, however, was found to overestimate the model orders (Kavalieris, 1991).

SIMULATION RESULTS

To achieve our objective, we simulated the AR process with normally distributed random errors of zero mean and a finite variance \( \sigma^2 \). We arbitrarily set the true lag length \( p = 4 \) and generate \( \phi_i, i=1, 2, 3, 4 \) from a uniform distribution in the region \((-0.25, 0.25)\). The choice of this region allows us to avoid undesired nonstationary processes. Meanwhile \( \epsilon \) may take any value and is generated from an arbitrarily chosen uniform distribution in the region \((-100, 100)\). We simulate data sets for various sample sizes: 25, 50, 100, 250, 500, 1000, 10000, 100000. For each sample size, we simulated 1000 independent series for the purpose of order estimation. The estimated order \( \hat{p} \) can be any integer from 1 to 20. The probability of estimating the true order, denoted by \( P(\hat{p} = p) \) is then determined. In addition, this study also investigated the probabilities of under- and over-estimating the true order [denoted by \( P(\hat{p} > p) \) and \( P(\hat{p} < p) \) respectively], in which the estimated order based on the selection criteria is less than and more than the true order, respectively. The probabilities (in percentages) of various criteria incorrectly, under- and over- estimating the true order are presented in Figs. 1 to 3.

The most important finding is that all selection criteria under study (except AIC) perform quite well in estimating the true order even if the sample size is small\(^1\). It is noteworthy that the performance of all criteria in correctly estimating the true order increases as the sample size increases. In particular, \( P(\hat{p} = p) \) almost converges to 1 with a sample size of 100,000 observations for all criteria except in the case of AIC, where \( P(\hat{p} = p) \) is less than 0.25 even for this extraordinary large sample size (Fig. 1). Taken together, these findings warrant us that the most commonly used AIC might yield misleading policy conclusions due to its unsatisfactory performance. We note here that out of a class of commonly used criteria, BIC performs the best, followed by HQC, FPE and SIC, whereas AIC shows the worst performance.

\(^1\)Note that AR-type models (i.e. dynamic models with lagged dependent variables) are quite problematic in small samples (of less than 50 observations for instance) since both Ordinary Least Squares and Maximum Likelihood have only large small and the usual inference machinery like \( t \)-statistics are also only asymptotically justified in this case. However, in circumstance (for example, many economic time series hardly have more than 50 annual observations) that leaves us no choice, knowing the small sample performance of these criteria in identifying the order \( p \) become useful.
Another important finding of this study is that whenever FPE, BIC, HQC and SIC fail to estimate the true order, it is due to under-estimation rather than over-estimation. The reverse is true for AIC. For illustration, $P(\hat{p} < p)$ for these criteria are in the order, 22.7, 29.0, 32.7, 41.9 and 4.5 (Fig. 2), whereas $P(\hat{p} > p)$, in the same order is 11.9, 5.3, 2.0, 0.4 and 76.7 (Fig. 3) for a sample size of 25 observations. It is noted that in general (excluding the case of AIC), the probabilities of both under- and over-estimation reduces as sample size increases, thereby providing room for improvement in the performance of these criteria.
CONCLUSIONS

Econometric modeling cycles and testing procedures mostly involves the predetermination of the autoregressive order \((p)\). In reality, the true order \((p)\) of the autoregressive (AR) process is unknown and the best a researcher can do is to estimate it using certain commonly accepted order selection criteria. The resulting estimate is known as the optimal order. Among others, the final prediction error (FPE) criterion, Schwarz information criterion (SIC), Hannan-Quinn criterion (HQC), Akaike’s information criterion (AIC) are commonly employed in empirical study. Nonetheless, there is no consensus on which of these criteria has the capability to provide the most reliable optimal order. As these criteria have important implications on the reliability of the estimated autoregressive order and thereby the subsequent findings based on this estimation, it is important to understand their performances. In this regard, this study attempts to compare via a simulation study, the performance of these criteria. Further, the effects of various sample sizes on the performance of these criteria in the selection of order were also analyzed.

This simulation study showed that SIC, FPE, HQC and BIC display considerably good performance in picking the true autoregressive order, even if the sample size is small, whereas AIC over-estimated the true order with a probability of more than two-third. Further, this simulation study also showed that the probability of these criteria (with the exception of AIC) correctly estimating the true order approaches one as sample size grows. In general, these findings show that the most commonly used AIC might yield misleading policy conclusions due to its unsatisfactory low performance. We note here that out of a class of commonly used criteria, BIC performs the best for a small sample size of 25 observations.

Fig. 3: Probability of over-estimating the true order
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