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Foreword

Welcome to the First Issue 2018 of the Journal of Science and Technology (JST)!

JST is an open-access journal for studies in science and technology published by Universiti Putra Malaysia Press. It is independently owned and managed by the university and is run on a non-profit basis for the benefit of the world-wide science community.

This issue contains 30 articles, of which four are review articles and 13 are regular research articles. This issue also features eight selected papers from the 2nd International Conference on Statistics in Science, Business and Engineering (ICSSBE 2015) and five papers from the Annual Applied Science and Engineering Conference 2016 (AASEC2016). The authors of these articles hail from several countries namely, Malaysia, Nigeria, Australia, India, China, Iran, Indonesia, Pakistan and Thailand.

The first review article in this issue reports briefly on bioremediation of petroleum hydrocarbon in Antarctica by microbial species (Syahir Habib, Siti Aqlima Ahmad, Wan Lutfi Wan Johari, Mohd Yunus Abd Shukor and Nur Adeela Yasid), while the second is on improving cost and time control in construction using a Building Information Model (BIM) (M. M. Tahir, Haron, N. A., Alias, A. H., Harun, A. N., I. B. Muhammad and D. L. Baba). The next review article looks at Android botnets as a serious threat to Android devices (Shahid Anwar, Mohamad Fadli Zokipli, Zakira Inayat, Julius Odili, Mushtaq Ali and Jasni Mohamad Zain), while the final review article provides an update on Type 1 diabetes treatments, namely, insulin treatment, cell therapy and transplantation (Homayoun Hani, Mohd-Azmi Mohd-Lila, Rasedee Abdullah, Zeenathul Nazariah Allaudin, Kazhal Sarsaifi and Faez Firdaus Jesse Abdullah).

The regular articles cover a wide range of topics. The first article is on the simulation of a force in micro-scale sensing employing an optical double-ring resonator system (Youplao, P., Tasakorn, M. and Phattaraworamet, T.). The following articles look at: Distributions, composition patterns, sources and potential toxicity of polycyclic aromatic hydrocarbon (PAH) pollution in surface sediments from the Kim Kim River and Segget River, Peninsular Malaysia (Mehrzad Keshavarzifard, Mohamad Pauzi Zakaria, Shahin Keshavarzifard and Reza Sharifi); Antulcer properties of kelulut honey against ethanol-induced gastric ulcer (Latifah Saiful Yazan, Nurul Amira Zainal, Razana Mohd Ali, Muhamad Firdaus Shyfiq Muhamad Zali, Ong Yong Sze, Tor Yin Sim, Banulata Gopalsamy, Voon Fui Ling, Sarah Sapuan, Nurulaidah Esa, Aminah Suhaila Haron, Fatin Hannani Zakarial Ansar, Ana Masara Ahmad Mokhtar and Sharifah Sakinah Syed Alwi); Revocable and non-invertible multibiometric template protection based on matrix transformation (Jegede, A., Udzir, N. I., Abdullah, A. and Mahmud, R.); The effects of alkali treatment on the mechanical and chemical properties of banana fibre and adhesion to epoxy resin (Zin, M. H., Abdan, K., Norizan, M. N. and Mazlan, N.); the use of environmentally friendly bio-oil in the
production of phenol formaldehyde (PF) resin (Naja Nadiera Omar, Iskandar Shahrim Mustafa, Nurhayati Abdullah and Rokiah Hashim);

High intrinsic biosorption efficiency of cattle manure on Cr(VI) as a potential low-cost fibre-rich biosorbent (Yap, K. L., Lee, C. M., Gan, Y. L., Tang, T. K., Lee, Y. Y, Tee, T. P. and Lai, O. M.);

Building a low cost, good quality and safe infinity mirror room for the Suroboyo night carnival amusement park (Rinda Hedwig, Andrew Nafarin, Ichwanhono Kosasih, Jimmy Linggarjati and Wiedjaja Atmadja);

The value of 18F-fluorodeoxyglucose PET (18F-FDG PET) and MRI spectroscopy in underpinning suspicious breast cancer (Shazreen, S., Shaker, R., Shahrunn Niza, A. S. and Fathinul Fikri, A. S.);

Vertically integrated moisture flux convergence over Southeast Asia and its relation to rainfall over Thailand (Kosum Chansaengkrachang, Anirut Luadsong and Nitima Aschariyaphotha);

New smoothed location models integrated with PCA and two types of MCA for handling a large number of mixed continuous and binary variables (Hamid, H., Ng, P. A. H. and Alipiah, F. M.);

The effect of distilled and sea water absorption on mechanical behaviour of short coir fibre epoxy composite/sawdust filler (Moorthy M Nair, Nagaraja Shetty, Divakara Shetty S. and Shambhavi Kamath M); and

Green wall for retention of stormwater (J. T. Lau and D. Y. S. Mah).

I conclude this issue with 13 articles arising from selected international conferences featuring the following: An investigation into the randomness and duration of PM10 pollution using functional data analysis (Shaadan, N., Deni, S. M. and Jemain, A. A.);

Application of active contours driven by local Gaussian distribution fitting energy to computed tomography images (Nurwahidah, M., Wan, E. Z. W. A. R. and Shaharuddin, C. S.);

A general formula for calculating accumulated amount based on the average lowest balance concept (Wahab, Z. A., Embong, R., Azmi, A. and Isa, N. B. M.);

Feature selection methods, with a focus on the filter and wrapper approaches for maximising classification accuracy (Yap Bee Wah, Nurain Ibrahim, Hamzah Abdul Hamid, Shuzlina Abdul-Rahman and Simon Fong);

The neurocomputing approach for firearm identification (Nor Azura Md Ghani, Choog-Yeun Liong and Abdul Aziz Jemain);

Consolidated backpropagation neural network for Malaysian construction cost indices data with the problem of outliers (Saadi Ahmad Kamaruddin, Nor Azura Md Ghani and Norazan Mohamed Ramli);

Application of the first order of the Markov Chain Model in describing the PM10 occurrences in Shah Alam and Jerantut, Malaysia (Mohamad, N. S., Deni, S. M. and Ul-Saufie, A. Z.);

Application of the system dynamic approach for a family takaful product analysis (Mohamad, A. I., Tumin, M. H., Noor, N. L. M., Saman, F. M. and Amin, M. N. M.);

Monodispersed and size-controllable potassium silicate nanoparticles from rice straw waste produced using a flame-assisted spray pyrolysis (Asep Bayu Dani Nandiyanto, Rena Zaen, Rosi Oktiani, Ade Gafar Abdullah and Ari Arifin Danuwijaya);

Morphodynamics of coastal lagoons, featuring an analysis of multitemporal landsat images of the Segara Anakan lagoon area (Nandi);

Multi-Hop wireless sensor network performance and energy simulation (Lilik Hasanah, Heru Ywono, Ahmad Aminudin, Endi Suhendi, Yuyu Rachmat Tayubi and Khairurrijal); Parallel exponential smoothing using the bootstrap method in R for
forecasting orbital elements of asteroids (Lala Septem Riza, Judhistira Aria Utama, Syandi Mufti Putra, Ferry Mukharradi Simatupang and Eddy Prasetyo Nugroho); and omnidirectional MIMO antenna with collinear array for LTE applications (Enjang Ahmad Juanda, Tommi Hariyadi, Abdul Aziz Reguna and Arjuni Budi Pantjawati).

I anticipate that you will find the evidence presented in this issue to be intriguing, thought-provoking and useful in setting new milestones. Please recommend the journal to your colleagues and students to make this endeavour meaningful.

I would also like to express my gratitude to all the contributors, namely, the authors, reviewers and editors for their professional contribution towards making this issue feasible. Last but not least, the editorial assistance of the Journal Division staff is fully appreciated.

JST is currently accepting manuscripts for upcoming issues based on original qualitative or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Nayan Deep S. KANWAL, FRSA, ABIM, AMIS, Ph.D.
nayan@upm.my
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ABSTRACT

The increase of anthropogenic activities and growth of technology in Antarctica is fuelled by the high demand for petroleum hydrocarbons needed for daily activities. Oil and fuel spills that occur during explorations have caused hydrocarbon pollution in this region, prompting concern for the environment by polar communities and the larger world community. Crude oil and petroleum hydrocarbon products contain a wide variety of lethal components with high toxicity and low biodegradability. Hydrocarbon persistence in the Antarctic environment only worsens the issues stemming from environmental pollution as they can be long-term. Numerous efforts to lower the contamination level caused by these pollutants have been conducted mainly in bioremediation, an economical and degrading-wise method. Bioremediation mainly functions on conversion of complex toxic compounds to simpler organic compounds due to the consumption of hydrocarbons by microorganisms as their energy source. This review presents a summary of the collective understanding on bioremediation of petroleum hydrocarbons by microorganisms indigenous to the Antarctic region from past decades to current knowledge.

Keywords: Antarctic region, bioremediation, fuel spills, indigenous microorganisms, petroleum hydrocarbons

INTRODUCTION

Accidental spills of oils and fuels in Antarctica is particularly sensitive as the environment is near pristine, causing pollution and its effects to be more apparent. Cold temperatures also
cause the natural processes that help remove contamination in other parts of the world to happen far more slowly, making it possible for contaminants to build up (AMAP 1998; Det Norske Veritas, 2003). For instance, hydrocarbon compounds can take decades to completely mineralise in this region, while only months are needed for compounds to be removed in temperate regions. Common spills are typically of kerosene and the Special Antarctic Blend diesel. Fuel spills have been acknowledged as being the most common source of pollution; thus have a great potential to cause the greatest environmental harm in and around the continent. Such spills have been reported to occur mainly near the Antarctic research stations and military bases, mainly due to the poor management or regulation of such pollution (Aislabie, Balks, Foght, & Waterhouse, 2004). Fortunately, due to the Antarctic Treaty prohibition on oil exploration and exploitation (Rothwell & Davis, 1997), petroleum hydrocarbon contamination manages to remain at controlled levels to a certain extent compared with other cold regions.

Attempts to clean up Antarctic polluted sites have been done using both physical and chemical methods. However, the estimated budget for the application of physical machinery would be large due to the harsh environment of the Antarctic, while chemical application should be critically considered as the introduction of chemicals may add to the risks of environmental pollution. Bioremediation, which basically manipulates the utilisation of hydrocarbon by microbial species as their energy source, is highly recommended (Das & Chandran, 2011; Jesus, Peixoto, & Rosado, 2015). Successful attempts of Antarctic bioremediation have been widely reported and reviewed several times to date (Azubuike, Chikere, & Okpokwasili, 2016; McWatters et al., 2016). However, the effectiveness of degradation of hydrocarbons by native microorganisms has been reported in laboratory studies but not on a pilot scale.

In this paper, we review the composition of petroleum hydrocarbons and their toxicity; the physical management of oil spill site; hydrocarbon degradation by microbial species; factors that affect the rate of biodegradation; and new bioremediation prospects in Antarctica. The purpose of this review is to fill the gap in the literature in order to direct relevant scientific research on areas to be explored in the future.

PETROLEUM HYDROCARBONS – COMPOSITION, FATE AND TOXICITY

Petroleum is a complex blend consisting of both aliphatic and aromatic hydrocarbons. Small amounts of non-hydrocarbons such as resin and asphalt can also be found in petroleum mixture. Crude oils can be divided into paraffinic, asphaltic and mixed crude oils (WHO, 1982). Paraffins (aliphatic hydrocarbons), wax and high-quality oils belong to the paraffinic crude oils group. Kerosene and naphtha are the lightest among paraffinic fractions. High viscous lubricating oils and cycloaliphatics can be grouped into asphaltic crude oils. These petroleum solvents are the product of crude oil distillation and are generally characterised by boiling point ranges. Lubricants, greases and waxes are high boiling-point portions of crude oils, whereas the heaviest solid fractions of crude are the residuals or bitumen (ATSDR, 1999).

Petroleum hydrocarbons are extensively used in the Antarctic as a source for heating, transportation and generating electricity (Aislabie, Saul, & Foght, 2006). Because of the broad usage of hydrocarbons, contamination of these pollutants is likely to occur (Mohn & Stewart, 2000; Ruberto, Vazquez, Lo Baldo, & Mac Cormack, 2005). As crude oils are made up of many
such components, they have the potential to become environmental contaminants, depending on the nature of release and fate of hydrocarbons in the environment. The structure and components of hydrocarbons do change and transform physically, chemically and biologically directly after crude oil is released into the environment, an action that significantly affects their potential impacts. The succession of transformations may be due to evaporation, dissolution, emulsification, dispersion, adsorption, sedimentation, biodegradation and photo-oxidation, with carbon dioxide and water as the ultimate products (Montagnolli, Lopes, & Bidoia, 2015).

The degradation of hydrocarbons in the Antarctic environment can be divided into two different processes, which are the soil systems and the aqueous systems. According to Aislabie et al. (2004), hydrocarbon spills on Antarctic soils generally undergo naturally occurring processes that decrease the mass of the pollutants. Although mechanisms such as dispersion, volatilisation and microbial degradation typically occur at most spill sites, degrees of the hydrocarbon mass reduction depend on the type and concentration of the spilled fuels and also the soil characteristics itself. Hydrocarbons with high vapour pressure such as jet fuel and MoGas tend to volatilise quickly after spills in Antarctic soil but due to their low viscosity, they are mobile and are able to migrate down through the unfrozen soil active layer (Webster, Webster, Nelson, & Waterhouse, 2003). Meanwhile, there is a limit to the downward movement due to the ice-saturated layer, causing an emergence of oil pools of the less volatile and more viscous engine and lubricating oils (Chuvilin, Naletova, Miklyaeva, Kozlova, & Instanes, 2001a). The freeze-thaw cycle may also influence the hydrocarbon movement in Antarctic soils. It is based on the implication of the melting of the active frozen layer and snow, which make the mobilisation of hydrocarbon compounds in downward movements easier (Chuvilin et al., 2001a). Contamination of the offshore marine environment due to surface runoff has also been reported (Kennicutt, McDonald, Denoux, & McDonald, 1992).

The fate of crude oil in marine ecosystems does not deviate much from oil degradation in soil ecosystems as both ultimately undergo total biodegradation by microbial species (Das & Chandran, 2011). In marine ecosystems, oil is likely to spread on the surface water when spilled and almost directly subjected to many modifications called the weathering process. The weathering process of oil is mainly due to the evaporation of low molecular weight hydrocarbons, dissolution of water soluble components, emulsification of oil droplets, photo-oxidation and lastly, biodegradation (Harayama, Kishira, Kasai, & Shutsubo, 1999; National Research Council, 2003). The succession of the reduction of oil pollutants in marine systems can be stated in the following order: evaporation of low boiling point $n$-alkanes and aromatic compounds > photochemical modification under sunlight (during summer season) > dissolution and dispersion of oil droplets by wave action > emulsification of the oil 'chocolate mousse' > formation of tar balls from petroleum heavy residues > sinking and degradation of tar balls by microbial species at the sediments of the sea (Harayama et al., 1999).

Wang and Bartha (1990) stated that the contamination can cause risks for humans and other living organisms if spilled fuel reaches groundwater reservoirs and water bodies. Compounds derived from petroleum tend to be toxic to a small population of animals and plants in the Antarctic region. Moreover, due to their persistence in the cold environment, they have a long-term carcinogenic potential that could affect this populace (Montagnolli et al., 2015). Long-term toxicity effects associated with petroleum substances represent a major concern. Different types
of hydrocarbon differ in their toxicity upon the local habitat. Generally, the longer the carbon chain and the higher the number of benzene rings possessed by hydrocarbons, the higher the toxicity (Montagnolli et al., 2015). The order of toxicity also tends to correspond to hydrocarbon susceptibility to microbial degradation. The order of hydrocarbon toxicity/susceptibility to microbial degradation can be arranged in decreasing order as follows: polycyclic aromatics hydrocarbons (PAHs) > benzene > heavy oil > light oil > aromatic hydrocarbons > alkanes (Atlas & Bragg, 2009; Paixão et al., 2007).

Polycyclic aromatic hydrocarbons (PAHs), the higher molecular weight aromatic hydrocarbons, are the most toxic components in a hydrocarbon mixture. The acute effects of PAHs on human health will vary due to the degree of exposure, PAHs quantity during exposure, the level of toxicity of PAHs and the route of exposure (ACGIH, 2005). PAHs have also been reported to cause skin irritation and inflammation, nausea and vomiting in low concentrations (Kim et al., 2013). Long-term effects are more severe, such as the production of cancer cells in the vital organs, gene mutation and cardiopulmonary mortality (Abdel-Shafy & Mansour, 2016; Armstrong, Hutchinson, Unwin, & Fletcher, 2004; Kuo, Hsu, & Lee, 2003). Although the probability of health effects due to PAHs is small and remains understudied in the Antarctic environment, deterioration of health can be damaging as the chronic effect of hydrocarbons is more prone in cold temperature. The toxic effects of petroleum hydrocarbons (including in temperate region) on humans and other living organisms are listed in Table 1 and 2.

Table 1
Toxic effects of different types of hydrocarbon on animals and plants

<table>
<thead>
<tr>
<th>Hydrocarbon</th>
<th>Toxic effect</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automated diesel</td>
<td>Changes in CD-1 mice biological activity</td>
<td>Singh et al. (2004)</td>
</tr>
<tr>
<td>Gasoline vapours</td>
<td>Impaired the levels of monoamine neurotransmitters in CD-1 mice’s brain</td>
<td>Kinawy (2009)</td>
</tr>
<tr>
<td>Crude oil</td>
<td>Induces reproductive cytotoxicity confined to the differentiating spermatogonia compartment in rats</td>
<td>Obidike, Maduabuchi, &amp; Olumuyiwa (2007)</td>
</tr>
<tr>
<td>PAHs</td>
<td>Impaired glucose metabolism and changes in tricarboxylic acid (TCA) cycle intermediates in earthworm <em>Lumbricus rubellus</em></td>
<td>Jones, Spurgeon, Svendsen, &amp; Griffin (2008)</td>
</tr>
<tr>
<td>Petroleum effluent</td>
<td>Low reproduction of earthworm <em>Eudrilus eugebiae</em></td>
<td>Oboh, Adeyinka, Awonuga, &amp; Akinola (2007)</td>
</tr>
<tr>
<td>TPH</td>
<td>Reduced seed germination and root growth of <em>Festuca arundinacea</em> (tall fescue) and <em>Euclaena mexicana</em> (Corn grass)</td>
<td>Tang, Wang, Wang, Sun, &amp; Zhou (2011)</td>
</tr>
<tr>
<td>Special Antarctic Blend (SAB) diesel</td>
<td>Reduction of photosynthetic efficiency of green and Antarctic moss</td>
<td>Nydahl, King, Wasley, Jolley, &amp; Robinson (2015)</td>
</tr>
<tr>
<td>Diesel fuel</td>
<td>Inhibition of shoot and root growth of <em>Colobanthus muscoides</em> (sub-Antarctic moss)</td>
<td>Macoustra, King, Wasley, Robinson, &amp; Jolley (2015)</td>
</tr>
</tbody>
</table>
The physical characteristics of oil itself can lead to health and environmental disturbance. Deposits of oils tend to accumulate in sewage pipe walls and can cause operational and physical damage, leading to bad odours and the promotion of chemical and microbiological corrosion. These oil clumps also stick onto pipes and ultimately cause filter blockage, which can create pathogenicity issues (Xu & Zhu, 2004). Thick black oils also tend to stick to the feathers of penguins and other birds in the event of an oil spill. This ruins the waterproof coating on the birds’ feathers, which could lead to their death due to freezing. Oil that they may swallow is poisonous to them (Kalman & Johnson, 2007).

**MANAGEMENT OF OIL SPILL SITES**

The Antarctic Treaty Consultative Meeting held in 1998 agreed on the decision to adopt guidelines in the management of oil spills that included measures such as fuel oil handling in scientific stations, spill prevention, control of fuel oils, oil spill contingency planning and reporting of oil spills (ATCM, 1998). Although fuel spills still happen, one might expect their occurrence and frequency to reduce with improvements in both infrastructure and practical applications (Aislabie et al., 2004).

Since then, various attempts to remove pollutants from the Antarctic environment via physical, chemical and biological methods have been established. Treatment of hydrocarbon-polluted Antarctic soils are frequently reviewed (Camenzuli & Freidman, 2015; Jesus et al., 2015) as petroleum hydrocarbon contamination in Antarctica is typically focussed around both operating and abandoned research stations (Curtosi, Pelletier, Vodopivez, & Mac Cormack, 2007; Snape, Morris, & Cole, 2001).

The initial response to a fuel spill is to remove mechanically as much contaminated soil as possible, which includes the underlying snow or ice. These contaminated pieces are
then shipped back to the home country to be disposed of. Although this method is still the prevalent way to remove hydrocarbon pollutants, the fate of the spilled fuel and the impact of removal on the ecosystems cannot be estimated directly (Aislabie et al., 2004). Moreover, this kind of methodology may add up to the original damage towards the environment such as altered streamflow, soil shrinkage, land slumping (due to melting of permafrost) and add to contaminants in other places (Campbell, Claridge, & Balks, 1994; Perelo, 2010). Due to this, more refined approaches are required for both preservation of local environmental conditions and for ethical reasons.

As demands for the eco-friendly technique are rising, alternative remediation methods such as bioremediation are highly proposed and currently established for the Antarctic. Aislabie et al. (2004) stated that bioremediation is gradually regarded as a suitable remediation technology for polluted sites in Antarctica. Successful bioremediation attempts in the clean-up of the Exxon-Valdez oil spill in 1989 (Atlas & Bragg, 2009) also sparked remarkable interest in using bioremediation in cold environments. The accomplishment of oil spill bioremediation varies according to the ability to ascertain and maintain settings that boost oil biodegradation rates in the contaminated environment (Das & Chandran, 2011). In general, fuel spill bioremediation can be separated into two forms: biostimulation and bioaugmentation.

In biostimulation, indigenous soil microbial populations are stimulated through the addition of relevant nutrients and the characteristics of the environmental settings such as pH, oxygen content and also temperature. Successful biostimulation has been reported in Antarctica (Delille, Pelletier, Delille, & Coulon, 2003; Dias et al., 2012). Meanwhile, bioaugmentation encompasses the addition of a pre-adapted microbial strain/consortium or introduction of genetically-engineered microorganisms to particular contaminants present on the site (Tyagi, Da Fonseca, & De Carvalho, 2011). This method has been proposed in Antarctic soils with positive outcomes (Ruberto, Vazquez, & Mac Cormack, 2003; Ruberto et al., 2009).

MICROBIAL DEGRADATION OF PETROLEUM HYDROCARBONS

Bioremediation has been characterised as a pleasant method for petroleum hydrocarbon removal using the application of microbes as it is easy to maintain, applicable over wide areas, economical and leads to complete mineralisation of the pollutants. However, as the Antarctic Treaty prohibits the importation of foreign organisms to the Antarctic environment, only local microbes are required for the bioremediation purposes (Aislabie, Foght, & Saul, 2000).

According to the definition given by Morita (1975), cold-adapted microbes can be differentiated as cold-loving (psychrophilic) microbes and cold-tolerant (psychrotolerant) microbes on the basis of their cardinal temperature. Psychrophilic microbes can be described as a microbial group that achieved the ideal growth temperature of 15°C and below, with growth inhibition above 20°C. In contrast, psychrotolerant microbes can grow over a broad range of temperatures, exhibiting the fastest growth rates above 20°C (Lo Giudice, Bruni, De Domenico, & Michaud, 2010).
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Bacteria are the most prevalent species in petroleum hydrocarbon degradation as they play a major role in degrading hydrocarbon pollutants. *Rhodococcus*, *Pseudomonas* and *Sphingomonas* are among the bacterial group that are commonly isolated from the Antarctic environment polluted by hydrocarbons (Ruberto et al., 2005; Aislabie et al., 2006). They are the most diverse group of microorganisms that is strongly reliable in hydrocarbon degradation in Antarctica and has been reported to degrade both alkanes (Bej, Saul, & Aislabie, 2000; Shukor et al., 2009) and/or aromatic hydrocarbons (Aislabie et al., 2000) aerobically as shown in Table 3. *Rhodococcus* spp. are one of the promising group in hydrocarbon degradation due to their outstanding qualities. Owing to the multiple alkane hydroxylase systems in them, the extent of alkane compound mineralisation is broad (Aggarwal, Dawar, Phanindranath, Mutnuri, & Dayal, 2016; Nie et al., 2014; Whyte et al., 2002). Production of biosurfactants by *Rhodococcus* spp. isolated from the Antarctic have also been reported by Gesheva, Stackebrandt and Vasileva-Tonkova (2010) and Malavenda et al. (2015). The combination of these particular properties together with their tolerance for cold environments definitely establishes them as an effective tool for Antarctic soil remediation. Another bacterial group that has shown a capability for utilising hydrocarbons as carbon and energy sources are *Pseudomonas* spp. and *Sphingomonas* spp. Comparable to *Rhodococcus* spp., this group of bacteria also has several distinctive properties such as biosurfactant production for the former (Pacwa-Plociniczak, Plaza, Poliwoda, & Piotrowska-Seget, 2014; Santa Anna et al., 2002) and the ability to degrade both simple aromatic hydrocarbons and PAHs that have low susceptibility towards microbial degradation (Aislabie et al., 2000; Ma, Wang, & Shao, 2006). Based on the collected reports on the hydrocarbon-degrading ability of microbial isolates, hydrocarbon degraders show a high prevalence of psychrotolerant rather than psychrophilic microbes. Lo Giudice et al. (2010) asserted that this finding may suggest the temperature values and fluctuations that characterise the cold habitat of the microbes’ origin. Hence, further efforts should be aimed at isolating pure psychrophilic hydrocarbon degraders, especially those from permanent cold environments.

The mechanistic approach of bacteria in degrading petroleum hydrocarbon is commonly predicted under aerobic degradation, as it is the most rapid and offers complete degradation (Das & Chandran, 2011). Enzymes play a major role in biodegradation of recalcitrant compounds. The process of bioremediation basically depends on microbial enzymes that attack the contaminants, thus converting them into harmless compounds such as carbon dioxide and water molecules. The degradation of petroleum hydrocarbons can be mediated by specific enzyme systems. Even though hydrocarbon degradation in the Antarctic by the anaerobic process has been reported (Powell, Ferguson, Snape, & Siciliano, 2006), aerobic degradation is the prevalent mineralisation pathway chosen mostly by bacteria. Monooxygenases, which are the alkane-activating enzymes, incorporate O₂ as a reactant for the activation of alkane molecules. Another group of enzymes, hydroxylases, initiates oxidation of alkane chains (Rojo, 2009). One of the most commonly mentioned hydroxylase systems is the Cytochrome P450 enzyme system, which is able to hydroxylate large numbers of compounds (Sekine et al., 2006). These enzymes act as the key component in initiating hydrocarbon degradation.
The subsequent pathway of alkane degradation after the involvement of hydroxylases is dependent on the mechanism of the bacteria itself. The most generic one is the yielding of $n$-alcanols by alkane hydroxylases, which are then continued with the oxidation of membrane-bound alcohol dehydrogenase to form $n$-alkanals (Harayama et al., 1999). After transformed subsequently to fatty acids, the products are likely to enter the fatty acid metabolism and eventually produce the ultimate products, carbon dioxide and water.

Meanwhile, Harayama et al. (1999) stated that cycloalkane degradation involves the co-oxidation mechanism as formation of cyclic alcohol and ketones has been observed. A monooxygenase then introduces an oxygen atom into the cyclic ketone causing the cyclic ring to be cleaved (Morgan & Watkinson, 1994). The catabolic pathways for aromatic compounds can be achieved through several pathways. Although different microbial species utilise different pathways for mineralisation of these compounds, hydroxylases and monooxygenases still play the major role in the whole picture (Johnson & Olsen, 1997). In general, the biodegradation of PAHs is initiated by dihydroxylation of one of the polynuclear aromatic rings, followed by cleavage of the dihydroxylated ring. Both hydroxylation is catalysed by a multi-component dioxygenase comprising a reductase, a ferredoxin and an iron sulfur protein, while ring cleavage is normally catalysed by an iron-containing meta-cleavage enzyme. The carbon outline produced by the cleavage reaction is then disassembled, before cleavage of the second aromatic ring (Harayama, Kok, & Neidle, 1992; Saito, Iwabuchi, & Harayama, 1999).

The uptake mechanism of alkanes varies depending on the bacterial species, the molecular weight of the alkanes and the physico-chemical characteristics of the polluted surroundings (Wentzel, Ellingsen, Kotlar, Zotechev, & Throne-Holst, 2007). Low-molecular weight alkanes can be uptaken directly, but for medium- and long-chain $n$-alkanes, microbes may gain contact to the compounds by adhering to hydrocarbon precipitates or by surfactant production (Rojo, 2009). Biosurfactants are surface-active biological compounds produced by a wide variety of microorganisms. One of the advantages of biosurfactants in bioremediation is that they have the ability to improve solubilisation and removal of contaminants (Muthusamy, Gopalakrishnan, Ravi, & Sivachidambaram, 2008). In general, biosurfactants act as emulsifying agents by decreasing the surface tension and forming micelles, which encapsulate the contaminants before they are taken up and degraded by cells.

The existence of filamentous fungi has been reported in Antarctic cold environments, while discovery of hydrocarbon-degrading yeast from the Antarctic has never been reported to the present day. Several hydrocarbon-degrading fungi isolated from Antarctica are listed in Table 4. However, Margesin and Schinner (1997) have reported on a yeast strain, identified as *Yarrowia lipolytica*, that effectively degraded hexadecane and dodecane isolated from the Alpine cold-habitat. Although fungi show capability for utilising hydrocarbons, information on their mechanistic approach and full potential is limited compared to that on bacteria.
The Antarctic environment is known for its harsh environment – extremely cold weather, strong winds and brutal storms (Mishra, Yadav, Sharma, Ganju, & Singh, 2014). These conditions become limiting factors in hydrocarbon degradation in this region. Among the factors that affect the hydrocarbon biodegradation rate are temperature and nutrient availability.

Temperature is one of the most important aspects in determining the success of biodegradation. Ma et al. (2006) agreed that low temperatures in Antarctica are the main limiting factor of hydrocarbon biodegradation, as physical nature and composition of spilled oil are more prone to modifications in such temperature. According to Margesin and Schinner (1999), due to cold temperatures, oil tends to increase in viscosity, thus causing hydrocarbon volatilisation to be reduced and slowing down the mineralisation process. As the rate of reaction

<table>
<thead>
<tr>
<th>Strain</th>
<th>Substrate degraded</th>
<th>Isolation place</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhodococcus DM1-21</td>
<td>C12-C30, crude oil, gas oil</td>
<td>Marambio station</td>
<td>Ruberto et al., 2005</td>
</tr>
<tr>
<td>Rhodococcus B11/B15</td>
<td>Diesel oil</td>
<td>Terra Nova Bay, Ross Sea</td>
<td>De Domenico et al., 2004</td>
</tr>
<tr>
<td>Rhodococcus JG-3</td>
<td>N/A (grown on TSA/TSB)</td>
<td>Dry Valleys</td>
<td>Goordial et al., 2015</td>
</tr>
<tr>
<td>Rhodococcus sp.</td>
<td>Crude oil, diesel oil</td>
<td>South Shetland Islands</td>
<td>Malavenda et al., 2015</td>
</tr>
<tr>
<td>Pseudomonas J3</td>
<td>Diesel oil</td>
<td>Jubany station</td>
<td>Shukor et al., 2009</td>
</tr>
<tr>
<td>Pseudomonas Ant 9</td>
<td>xylene, benzene, naphthalene</td>
<td>Scott Base</td>
<td>Aislabie et al., 1998</td>
</tr>
<tr>
<td>Pseudomonas LCY16</td>
<td>Naphthalene, phenanthrene</td>
<td>Great Wall station</td>
<td>Ma et al., 2006</td>
</tr>
<tr>
<td>Sphingomonas Ant 17</td>
<td>Naphthalene, phenanthrene</td>
<td>Scott Base</td>
<td>Baraniecki et al., 2002</td>
</tr>
</tbody>
</table>

*N/A - not available

Table 4
List of several hydrocarbon-degrading fungi from Antarctica

<table>
<thead>
<tr>
<th>Strain</th>
<th>Substrate degraded</th>
<th>Isolation place</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arthroderma sp. 1</td>
<td>Monoaromatic hydrocarbon</td>
<td>Macquarie Island</td>
<td>Ferrari et al., 2011</td>
</tr>
<tr>
<td>Pseudoeurotium bakeri</td>
<td>Diesel oil</td>
<td>Macquarie Island</td>
<td>Ferrari et al., 2011</td>
</tr>
<tr>
<td>Mortierella sp. HC8D</td>
<td>Dodecane</td>
<td>Rothera research station</td>
<td>Hughes et al., 2007</td>
</tr>
<tr>
<td>Phialaphora sp.</td>
<td>N/A (#)</td>
<td>Scott Base, Marble Point</td>
<td>Aislabie et al., 2001</td>
</tr>
<tr>
<td>Chrysosporium sp.</td>
<td>N/A (#)</td>
<td>Scott Base, Marble Point</td>
<td>Aislabie et al., 2001</td>
</tr>
<tr>
<td>Alternaria sp.</td>
<td>N/A (#)</td>
<td>Scott Base, Marble Point</td>
<td>Aislabie et al., 2001</td>
</tr>
</tbody>
</table>

*N/A - not available, # - isolated from hydrocarbons-contaminated sites

**FACTORS AFFECTING HYDROCARBON DEGRADATION IN ANTARCTICA**

The Antarctic environment is known for its harsh environment – extremely cold weather, strong winds and brutal storms (Mishra, Yadav, Sharma, Ganju, & Singh, 2014). These conditions become limiting factors in hydrocarbon degradation in this region. Among the factors that affect the hydrocarbon biodegradation rate are temperature and nutrient availability. Temperature is one of the most important aspects in determining the success of biodegradation. Ma et al. (2006) agreed that low temperatures in Antarctica are the main limiting factor of hydrocarbon biodegradation, as physical nature and composition of spilled oil are more prone to modifications in such temperature. According to Margesin and Schinner (1999), due to cold temperatures, oil tends to increase in viscosity, thus causing hydrocarbon volatilisation to be reduced and slowing down the mineralisation process. As the rate of reaction
is thought to follow the Arrhenius relationship, biodegradation will be assumed to decrease as the temperature decreases, which is a disadvantage of the Antarctic cold environment. However, contaminants can be reduced in the Antarctic cold environment as bioremediation treatments are usually done and proposed in the summertime, when temperatures are higher, where soils are slightly thawed and water is more accessible (Atlas, 1986). Hydrocarbon degradation at low temperatures has been investigated in the laboratory in the range of 4-30°C (Aislabie et al., 2006; Muangchinda et al., 2015), but there have been no reports on degradation in subzero temperature.

Necessary nutrients are also one of the important factors in dealing with biodegradation of petroleum hydrocarbon. Fuel spills on Antarctic soil (or water bodies) can raise the levels of soil organic carbon, which may either serve as substrates for microbial growth or be growth-retardant due to toxic effects (Bossert & Bartha, 1984). However, the increased proportions of carbon in the environment reduce the availability of other nutrients like nitrogen and phosphorus to the microorganisms, thus disturbing nutrient balance in the Antarctic environment. Due to low nutrient levels in polluted Antarctic sites, several attempts have been made to increase nutrient concentration such as addition of oleophilic fertilisers to sub-Antarctic soils (Coulon, Pelletier, St. Louis, Gourhant, & Delille, 2004); optimisation of the biostimulation strategy (Alvarez, Lo Balbo, Mac Cormack, & Ruberto, 2015); and supplementation of nutrients/water (Stallwood, Shears, Williams, & Hughes, 2005).

Furthermore, availability of oil waste and oxygen in the environment to microorganisms does influence the rate of biodegradation. For the former, Barathi and Vasudevan (2001) stated that hydrocarbon compounds tend to bind to soil particles, causing the degradation and removal of hydrocarbons to be harder. These problems, however, can be countered in certain ways – usage of biosurfactant-producing microorganisms, biopiling and soil heating. Atlas (1991), meanwhile, stated that the availability of oxygen in soils, sediments, and aquifers are often limiting and reliant on the type of soil and whether the soil is clogged, thus disturbing the aerobic degradation of hydrocarbon compounds.

NEW BIOREMEDIATION PROSPECTS IN ANTARCTICA

The outcomes of applying microbial species for treatment of petroleum hydrocarbon pollution in Antarctica have been tremendous due to the success of great ideas and their effective application in recent decades. Although microbial degradation of petroleum hydrocarbons in Antarctica is well understood nowadays, extra work and effort are needed to optimise and improve the existing approach. Emerging works should be considered and studied to attain the promise they carry. Several developing technologies in microbial bioremediation that show great potential are phytoremediation and the use of genetically-modified bacteria.

According to Greipsson (2011), phytoremediation is the use of plants and associated soil microbes to reduce the concentration or toxic effects of contaminants in the environment. Some advantages of phytoremediation are cost-effective, eco-friendly and generates recyclable energy in ecosystems. Phytoremediation technologies can be categorised as phytostabilisation, phytodegradation, phytovolatilisation and phytoextraction, with comparable results among the systems (Greipsson, 2011). Recent decades have favoured phytoremediation although
there are fewer reports on its use in Antarctica (Ali, Khan, & Sajad, 2013; Mitton, Gonzalez, Monserrat, & Miglioranza, 2016).

Successful hydrocarbon remediation through plants has been reported by Jones, Sun, Tang and Robert (2004) and Sun, Lo, Robert, Ray and Tang (2004). Yet, the majority of research with respect to phytoremediation of petroleum hydrocarbons has concentrated on the method of rhizodegradation, due to the cold climate of Antarctica. Rhizodegradation, in general, is defined as the transformation of pollutants in the soil proximal to the roots (rhizosphere) by organisms associated with vegetative species such as bacteria. Though plants and microorganisms can mineralise petroleum hydrocarbons independently of one another, Atlas and Bartha (1998) implied that it is the interaction between plants and microorganisms that is the principal means responsible for petrochemical degradation in phytoremediation efforts. Daryabeigi Zand and Hoveidi (2016) supported the theory of the synergetic energy between plants and microorganisms for the increased degradation effect of recalcitrant compounds based on the positive outcomes in recent studies by Liu, Meng, Tong and Chi (2014a) and Xiao, Liu, Jin and Dai (2015).

In most higher and vascular plants like grasses, several aspects do need to be evaluated for a potential phytoremediator such as their root architecture, exudate patterns of the root, cell wall components and the genetic composition of the plant involved (Balasubramaniyam, 2015). However, certain limitations in vascular plants might occur as plant roots play the most vital part in phytoremediation, specifically rhizodegradation. The presence of hydrocarbons in soil, for instance, may pose a challenge to the growth of plant roots for their toxicity and water stress (Balasubramaniyam, Chapman, & Harvey, 2015), automated hindrance and nutrient deficiency (Brandt, Merkl, Schultze-Kraft, Infante, & Broll, 2006; Merkl, Schultze-Kraft, & Infante, 2005). Meanwhile, studies on phytoremediation using lower plants such as algae, lichens and moss also have increased in recent decades due to their key role in carbon dioxide fixation and immense growth and biomass (Chekroun, Sanchez, & Baghour, 2014; Jacques & McMartin, 2009). While their importance as a potential degrader can be considered as a branch of phytoremediation, most studies on certain lower plants are classified as degradation by microorganisms. In general, the application of phytoremediation in Antarctica might be less practical due to the harsh climate, lack of native plants and soil conditions (Camenzuli, Freidman, Statham, Mumford, & Gore, 2013). Overall, no data have been reported to date on the application of phytoremediation in Antarctic hydrocarbon-polluted sites, except for the mass study by Bramley-Alves, Wasley, King, Powell and Robinson (2014) on the degradation of petroleum hydrocarbons in sub-Antarctic soils by native tussock grass (*Poa foliosa*). Therefore, it is highly encouraged that researchers consider a new branch of subjects regarding this topic.

The idea of employment of genetically-modified (GM) microorganisms (especially bacteria) in hydrocarbon bioremediation has sparked enormous attention among researchers to improve the degradation of hazardous wastes. Past decades have shown several studies on hydrocarbon degradation by GM bacteria such as *Alcaligenes eutrophus* H850 (Van Dyke, Lee, & Trevors, 1996), *Pseudomonas fluorescens* HK44 (Sayler & Ripp, 2000), *Sinorhizobium meliloti* (Dutta, Hollowell, Hashem, & Kuykendall, 2003), *Pseudomonas putida* PaW 340/pDH5 (Massa et al., 2009) and *Rhodococcus* sp. strain RHA1 (Rodrigues et al., 2001). However,
the Antarctic Treaty of 1998 prohibits the introduction of foreign organisms into the Antarctic environment. Hence, GM bacterial species indigenous to the Antarctic are hugely in demand, as no information has been reported on this subject.

CONCLUSION

Recovering and improving Antarctic polluted environments is a real-world concern, as the Antarctic continent can be deemed to be one of the last pristine environments on Earth. In treating pollution ranging from oil spills to soil contamination, bioremediation stands out as an effective approach in the attempt to restore environments to their original conditions. Exploiting the ability of microorganisms to degrade petroleum hydrocarbons, together with the introduction of nutrients, oxygen and other biological means has brought bioremediation to a new level. However, managing this biological means is a meticulous challenge in a harsh environmental condition such as Antarctica.

Improved understanding of the present knowledge such as petroleum hydrocarbon composition and toxicity; management of oil spills; microbial degradation and factors affecting degradation are needed for successful bioremediation. Furthermore, new ideas such as the promising use of phytoremediation (rhizodegradation) and genetically-modified (GM) indigenous bacteria must be looked into for future consideration.
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ABSTRACT

The control of cost and time in construction projects is one of the most important issues in construction since the emergence of the construction industry. A successful project should meet not only quality output standards, but also time and budget objectives. The management and control of cost and time in construction is fundamental in every project. An effective cost and time management and control technique for construction projects is important in managing risk of cost overrun and delay in completion of projects. Construction projects are becoming more complex as they now involve many stakeholders from different disciplines. The emergence of Building Information Model (BIM), an alternative technology is believed to solve issues related to project cost and time control as it efficiently increases collaboration between stakeholders. The aim of this paper is to review and summarise the causes of delay and cost overrun in construction industries, which are the main causes of disputes and abandonment of projects in the industry. It was found that delays and cost overrun eat deep into the industry and leave the construction industry with a bad image for decades even with rapid advancement in technology. The review of the applications of BIM showed that most of the applications are geared towards minimising construction cost and time spent on projects. This means that the use of BIM in the management of construction projects has great impact on project cost and time.

Keywords: BIM, cost control, delay and cost overrun, time control
INTRODUCTION

Control of cost and time in a construction project is one of the most important issues in construction since the emergence of the industry (Minchin et al., 2013). In this light, a successful project should not only meet quality output standards, but also time and budget objectives. Time and cost performance is a fundamental criterion for the success of any project. However, delay of project completion is very common in the construction industry due to ineffective cost and time control (Forbes & Ahmed, 2010). The essence of cost and time control is to ensure that projects are finished on time, and this is attainable through constant measurement of progress, evaluation of plans and taking appropriate action on the project (Kerzner, 2013). Buttressing this also is the Project Management Body of Knowledge (PMBOK), which suggests that in order to achieve the baseline objectives of any project, there has to be effective monitoring of project cost and time control (PMI, 2013).

Inherently, cost and time are two major concerns in managing construction projects (Rasdorf & Abudayyeh, 1991). However, construction projects are becoming more complex as they now involve many stakeholders from different disciplines. Most of the features of projects that give rise to delay and cost overruns do vary alongside with the project type, location, size and scope. Most of the time, construction projects that are large in nature and scope are characterised by their complexity and capital demands (Torp et al., 2016).

In addition, the construction industry has many branches, and as such, it encompasses a lot of information about any one construction project. This is information that is very important to a project, and can be the basic foundation for decision-making, procurement and collaboration. The success of a project requires cost management among other factors to be considered before the commencement of the project (Masrom et al., 2015). Cost management starts with quantification, which takes a lot of time and is tedious in nature. Traditionally, the process is manually completed most of the time with high likelihood of human error, which tends to be higher when preparing estimates for complex projects. The use of computer-related applications allow for the making of more reliable decisions (Martínez-Rojas et al., 2016).

Globally, the construction industry is replete with high-profile projects that are faced with significant delays and cost overrun (Smith, 2014). For example, in Saudi Arabia, it was found out that only 30% of construction projects were completed within the scheduled completion dates and that the average time overrun was between 10% and 30% (Assaf & Al-Hejji, 2006). Malaysia, a fast-developing country in Southeast Asia, is no exception from this global phenomenon. In 2005, about 17.3% of government contract projects in Malaysia were considered sick due to three months of delay and therefore, abandoned.

However, the construction industry in Malaysia plays a vital role in the nation’s economic growth. It brings job opportunity and increment to the people’s quality of life by providing essential socioeconomic infrastructure, such as offices, roads, houses and schools. Additionally, Malaysia is progressively marching towards industrialisation and the role of the construction industry is to enhance and at the same time, realise the needs and aspiration of its population (Alaghbari et al., 2007). Unfortunately, construction project delays and cost overrun are the norm in the Malaysian construction industry, leading to additional project costs (Enshassi et al., 2009).
The Malaysian construction industry is regarded as an industry facing poor performance leading to failure in achieving effective and efficient cost and time management (Ismail et al., 2013). In addition, the Chartered Institute of Building (CIOB) stated that in 2008 the quality of time management of construction projects was generally poor (Purnus & Bodea, 2013). Research conducted by CIOB in 2008 indicated that growth in training, education and skill levels within the construction industry in the use of time management techniques has not kept pace with the technology available (Zhang & Gao, 2013). As such, the emergence of alternative techniques is believed to minimise the issues relating to project cost and time control. Furthermore, it is also believed that the emergence of the Building Information Model (BIM) can lead to greater efficiency by means of increased collaboration (Zhang & Gao, 2013).

The National BIM Standard (NBIMS) Project Committee of the Building SMART alliance (2010) referred to BIM as

A digital representation of physical and functional characteristics of a facility, as such, it serves as a shared knowledge resource for information about a facility, forming a reliable basis for decisions during its life-cycle from inception onward. The BIM is a shared digital representation founded on open standards for interoperability. (Succar, 2009)

This suggests the Building Information Model (BIM) as an alternative approach to construction design; it does not only make digital representation of designs easier, it also provides all the necessary information for any project before construction (Xiao & Noble, 2014). Thus, the information represented by BIM models is very useful and can be analysed to optimise the design, planning and construction processes (Azhar, 2011). Moreover, according to Bryde et al. (2013), BIM is an appropriate tool for project managers and should be considered by project managers as a way to help manage construction projects. However, BIM as an alternative technology in Malaysia needs to be studied to provide proof that it can satisfy the industry’s need in improving cost and time control. It is also important to further investigate how cost and time control can be improved upon using BIM technology.

**Project Time Control**

Project time control is the process of monitoring the status of project activities, which include updating the project progress and managing changes to the schedule baseline to achieve the plan (PMI, 2013). This process is beneficial as it provides the means to recognise deviation from the actual plan in order to take corrective and preventive measures to reduce risk. The duration of time it takes for the execution of a project is, most of the time, very important to the parties involved (Dalu, 2012). However, project delays are common globally, especially in developing and underdeveloped countries (Nassar et al., 2005).

**Project time control process.** The process of project time control involves three main parameters, which are input, tools and techniques and output (PMI, 2013). The input are project management plans, the project schedule, work performance data, the project calendar and organisation process assets. The tools and techniques used in project time control are
performance reviews, project management software, resource optimisation techniques, modelling techniques, leads and lags, schedule compression and use of scheduling tools (Masrom et al., 2015), while the output that is expected from these processes are work performance information, schedule forecasts, change request, project management plan updates, project document updates and the organisational process assets updates (Yun et al., 2016).

**Project Cost Control**

According to Dalu (2012), project cost control is a vital ingredient for a successful project. Project cost control is the process of monitoring the status of the project by updating the project costs and managing changes to the cost baseline. This provides means for the recognition of variance from the plan so as to take corrective actions and reduce risk (PMI, 2013). This, therefore, means that corrective action needs to be taken by personnel who incur cost in all companies irrespective of their size.

**Project cost control process.** Similar to time control, the process for project cost control involves three main parameters, which are input, tools and techniques and output. The process and its parameters for input are project management plan, project funding requirements, work performance data and organisational process assets. The tools and techniques comprise earned value management (EVM), forecasting, to-complete performance index (TCPI), performance reviews, project management software and reserve analysis, while the output process and its parameters include work performance information, cost forecast, change request, project management plan updates, project document updates and organisational process updates (PMI, 2013).

**Causes of Delay and Cost Overrun in Construction Projects**

However, even with the vast integrated knowledge areas in project management, delay and cost overrun are the most common issues in construction projects (Francois, 2016). Thus, it is significant to note that the degree of success of a project is defined within the triangle of scope, time and cost. As such, it is important to look at the causes of these delays and cost overrun in projects. In this regard, delay is generally acknowledged as the most common, costly, complex and risky problem encountered in construction projects.

Previous research conducted has shown that project delays are common and costly, making it an important study to know the causes of these problems for effective project management (Frimpong et al., 2003; Koushki & Kartam, 2004; Koushki et al., 2005; Abdullah & Tawie, 2006; Abdul-Muhid, 2006; Ramanathan et al., 2012). As a result of the overriding importance of time for both the owner (in terms of performance) and the contractor (in terms of money), delays are undoubtedly the source of frequent disputes and claims leading to lawsuits. Delays occur in most construction projects; the magnitude of these delays varies considerably from project to project (Alaghbari et al., 2007; Enshassi et al., 2009).
Chan et al. (1997) stated that poor site management and supervision, unforeseen ground conditions, delays in making decisions by the project team and changes in scope caused by initiated and necessary variations of work by the project sponsors are the main causes of cost and time overrun in Hong Kong. In Jordan, Al-Momani (2000) examined 130 government projects and stated that changes that were initiated by the designers, weather, client requirement, late deliveries, site condition and economic conditions were the main causes of delay in construction projects.

According to Frimpong et al. (2003), in Ghana, material procurement, escalation of material prices, poor contractor management, poor technical performance and difficulties arising from agencies’ monthly payment are the major causes of delay and cost overrun in the construction of groundwater projects. In Hong Kong, the major cause of delays and cost overrun were identified to be the poor management of sites, unforeseen ground conditions, change orders and poor decision making (Chan & Kumaraswamy, 1997, 2002). Furthermore, according to Odeh and Battaineh (2002), from the viewpoint of contractors and consultants in the construction industry, owner interference, inadequate contractor experience, finance and payment, labour productivity, slow decision making, improper planning and subcontractors are the major causes of delay in construction projects.

Hsieh et al. (2004) conducted a study on 90 metropolitan projects in Taiwan, and identified planning and design as the major cause of change orders in the projects leading to delay and cost overrun, while Sambasivan et al. (2007) stated that predominately, delays are caused as a result of changes in design, poor planning and labour productivity. Moreover, in a study conducted by Kaliba et al. (2009), other prime causes of delay and cost overrun are client organisations delaying in making payment, modification of contracts, economic hardship, procurement materials, design changes, staffing issues, lack or unavailability of working equipment, poor supervision, mistakes during construction, poor site coordination, specification changes and labour.

Abd El-Razek et al. (2008) conducted a survey on the causes of delay and cost overrun and found that financial problems experienced during construction by contractors, owners delaying payment to contractors, changes in design by clients or their agents during construction and the lack of use of professional construction and contractual management were the main causes of delay and cost overrun. In addition, research by Le-Hoai et al. (2008) on the causes of delay in Vietnam compared with those of other countries showed that in Vietnam, lack of experience, loose deadlines, poor cost estimates, design inefficiencies, labour incompetence, government-related issues and financial problems were the main causes of delay, whereas in Thailand, the main causes of delay were poor design, resource and labour shortages, poor project planning, inefficient contractor management, financial difficulties and change orders (Toor & Ogunlana, 2008).

Delay and cost overrun do occur internally and are generated by the sponsors, design team, contractors and consultants. At the same time, they could be externally caused through late material supply, government policies or weather conditions (Ahmed et al., 2003). Olawale and Sun (2010) reported change in design as the most significant cause of poor time and cost
control from the practitioner’s point of view. The five main causes of delay in construction projects according to Alinaitwe et al. (2013) comprise scope change, payment delays, high cost of capital, poor monitoring and control and political insecurity and instability. Inadequate experience by the contractor, poor project planning, site management and change orders were among the 15 main causes of delay in Turkey according to Gündüz et al. (2012).

Samarghandi et al. (2016) conducted a study on the reasons for delay and cost overrun in construction projects in Iran and developed a statistical model that categorised delay factors into four main categories. The categories include owners’ defect, contractors’ defect, consultants’ defect and government laws, regulations and other general defects. Delay factors such as shortage of materials, change orders, delay in payment of suppliers, poor management of site and late submission of drawings are the main causes of delay (Abdul Kadir et al., 2005; Ramanathan et al., 2012). Alaghbari et al. (2007) conducted a study on the causes of delay and ranked them. The researcher found that financial problems and coordination problems were the two most important factors causing delay in construction projects in Malaysia.

Similarly, Sambasivan and Soon (2007) conducted research using a questionnaire to describe the 10 main causes of delay in Malaysian construction projects and found that they included poor site management, late payment, labour supply, improper planning, lack of experience, problems with subcontractors and shortage of materials. Al-Tmeemy et al. (2012) listed several causes of delay in Malaysia that included labour productivity, slow decision making, inflation, material delivery and insufficient equipment. Shehu et al. (2014) also stated that contract delays were predominantly caused by the contractors, while the other factors were associated with finance. Ahmed et al. (2003) and Al-Aghbari (2005) in their separate research classified the factors causing delay and cost overrun in Malaysian construction projects into four categories, which are contractor’s responsibility, consultant’s responsibility, owner’s responsibility and external factors.

The causes of delay and cost overrun are summarised in Table 1 below.

Table 1

<table>
<thead>
<tr>
<th>Causes of Delay and Cost Overrun</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scope change, payment delays, high cost of capital, poor monitoring and control and political</td>
<td>Alinaitwe et al. (2013)</td>
</tr>
<tr>
<td>insecurity and instability</td>
<td></td>
</tr>
<tr>
<td>Client organisations delay in payment, modification of contracts, economic hardship, procurement</td>
<td>Kaliba et al. (2009); Samarghandi et al.</td>
</tr>
<tr>
<td>materials, design changes, staffing issues, lack or unavailability of working equipment, poor supervision, errors during construction, poor site coordination, specification changes and labour disputes</td>
<td>(2016); Olawale and Sun (2010)</td>
</tr>
<tr>
<td>Inadequate experience of the contractor, poor project planning, site management and change orders</td>
<td>Gündüz et al. (2012)</td>
</tr>
<tr>
<td>Designers, weather, client requirement, late deliveries, site condition and economic conditions</td>
<td>Al-Momani (2000)</td>
</tr>
<tr>
<td>Material procurement, escalation of material prices, poor contract management, poor technical performance, difficulties arising from agencies’ monthly payment</td>
<td>Frimpong et al. (2003)</td>
</tr>
</tbody>
</table>
From the review above, one can conclude that the cause of delay and cost overrun have eaten deep into the industry and have given the construction industry a bad image for decades. Unfortunately, such causes keep recurring even with the advancement in technology and rigorous research done to solve or minimise their recurrence. It is believed that the application of BIM will solve these issues as it integrates all the major stakeholders from different disciplines in a project when making and taking decisions.

**Concept of Building Information Model (BIM)**

The contractor’s guide to Building Information Modelling (BIM) describes it as a process of developing and implementing computer-generated models to combine the design, planning, construction and operation of a facility. In this light, Masood et al. (2014) defined BIM as a 3D digital representation of a facility with essential components and characteristics made up
of intelligent building components. It is a means and practice of virtual design construction throughout the facility life-cycle that serves as a platform for knowledge and data sharing for communication between stakeholders (Eadie et al., 2015). While Olutunji et al. (2010) defined it as a representation of the combination of fairly revolutionary ideals for design technology, it portrays the geometry, geographic information spatial relationships, quantities and characteristics of building elements, material inventories, cost estimates and schedule of performance.

BIM is basically a 3D digital representation of a facility. The model can be used to express the entire facility life-cycle. The model is data rich because of the quantity of material involved, its properties can be easily obtained and the scope of work required can easily be defined and isolated from the model (Smith & Edgar, 2008). Contract documents, drawings, procurement details, specifications and other construction documents can easily be interrelated using the model (Bazjanac, 2006; Khemlani, 2007). Thus, a series of techniques that enable the practice and processes of construction and virtual designs through the project’s life-cycle is the main concept of BIM (Zhang, 2012).

The BIM industry working group (BIWG) (2011) defined the levels of BIM from 0-3. Level 0 refers to the unmanaged CAD, Level 1 is the managed CAD, while Level 2 is the managed 3D of the different disciplines. The third level is a fully-open process and data integration system enabled by web services compliant with emerging Industry Foundation Class/International Framework for Dictionaries (IFC/IFD) standards managed by a collaborative model server.

BIM tools. A lot of tools have been developed as a result of the spread of the concept of BIM in achieving its perspectives. These tools are used to manage construction projects, most of which are designed for specific purposes to meet the need of users, while a few are designed for multiple functions and information collection. The type of tool to be used depends on the purpose, user and stage in which it will be used. BIM tools enable 3D modelling and the management of information. The use of these tools makes BIM a unified system that interacts with all its parts. The table below shows some known BIM tools, their manufacturers and their functions.

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Tool</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>AutoDesk</td>
<td>Navisworks</td>
<td>To manage 3D model-based design and clash detection</td>
</tr>
<tr>
<td>Bentley</td>
<td>Bentley Navigator</td>
<td>Dynamic coordination between models and disciplines</td>
</tr>
<tr>
<td>Vico Software</td>
<td>Vico Office</td>
<td>Analysis of various 3D models for coordination, scheduling and estimating</td>
</tr>
<tr>
<td>Gehry Technologies</td>
<td>Digital Project Suit</td>
<td>Full-featured suite: For design, review and information management</td>
</tr>
<tr>
<td>Tekla</td>
<td>Tekla Structures</td>
<td>3D structural modelling and detailing</td>
</tr>
<tr>
<td>Solibri</td>
<td>Solibri Model Checker</td>
<td>For quality assurance/quality control (QA/QC)</td>
</tr>
<tr>
<td>Synchro Ltd.</td>
<td>Synchro Professional</td>
<td>Scheduling of systems and planning simulations</td>
</tr>
</tbody>
</table>
Applications of BIM in Project Management

The potential of the application of BIM in the management of construction projects is similar to the Project Management Body of Knowledge (PMBOK); hence, it is an important tool for effective and efficient project management as it integrates stakeholders (Rokooei, 2015). BIM as a promising technology facilitates project management and the possibility of integrating building models and products, giving it high potential for management of project life-cycles (Gourliss & Kovacic, 2016) as it can be used throughout a project’s life-cycle. It helps in understanding the project needs by the owner. It is also used for analysis, design and development of the project by the design team. The contractor also makes use of it in managing the construction phase, as well as in decommissioning, maintenance and operation carried out by the facility manager (Grilo & Jardim-Goncalves, 2010).

BIM is regarded as a great visualisation tool as it provides 3D virtual representation of the facility (Zhang, 2012). This is the reason why in recent times, researchers and practitioners in the industry have been using it as an alternative means of interdisciplinary information sharing; it enables users to have an idea of the functional and physical characteristics of the facility in 3D visualisation. Walk-through, rendering and sequence of the model can be provided by the project manager during project bidding for ease of communication with interested contractors. An outlook of the project, when completed, is provided through visualisation of the model using BIM techniques, which solve the issues of having to combine the different 2D views of the proposed project to create a 3D view (Mohandes et al., 2015). The virtual models enhance collaboration and communication as it can be shown to the owner and designers during meetings. The sequence of the construction work and planning can be based upon the utility of the model component. The virtual models, which are cost effective, allow the contractor and the design team to work on the constructability analysis of the building, thereby reducing risk and potential design errors and saving time (Azhar et al., 2008).

Value for money can be improved through the use of BIM, as was shown through research conducted by Li et al. (2014). The evidence provided to justify their finding was from the Shanghai Disaster Recovery Centre project, which showed a potential benefit of optimised construction activities through cost-orientated activities. Moreover, BIM reduces waste and also optimises efficiency throughout the project life-cycle as it supports integrated project delivery through a collaborative process (Glick & Guggemos, 2009).

Lavy et al. (2014) conducted research using a case study of the Solibri Model Checker (SMC), and it was found out that maintainability of the facility could be checked during the design phase (i.e. using BIM), which will reduce the cost of maintenance during a project’s life-cycle. This is possible as the 3D model offers facility managers the opportunity to anticipate maintenance accessibility problems and ways to resolve them.

Lu et al. (2014) conducted a study on the cost benefit of implementing BIM by comparing two projects i.e. one using BIM and the other, conventional methods. It was found that the implementation of BIM saved cost by about 7% per square metre for the project. At the construction stage, it decreased the cost per square metre of the gross floor area by 8.61% when compared to the conventional designed and built project. According to Lu et al. (2016), cash flow analysis can be automated and simplified through 3D modelling design by linking
cost and schedule information (i.e. 5D BIM); this saves more time and cost compared with using the traditional method, which is time consuming. On the contrary, Masood et al. (2014) stated that BIM has very low impact on cost reduction, time and human resource in Pakistan’s construction industry.

According to Underwood (2009), BIM presents a non-redundant model of the project’s life-cycle information to streamline its processes, which solves the problem of redundancy when using conventional methods. Improvement in quality of design, construction and minimising rework during construction are the three most important merits of using BIM. This was the perception of AEC professionals in Pakistan’s construction industry (Masood et al., 2014).

The applications of BIM in project management are summarised in Table 3.

Table 3

<table>
<thead>
<tr>
<th>Building information model applications</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality compliance management</td>
<td>Chen and Luo (2014)</td>
</tr>
<tr>
<td>Reduction in Information Exchange (IE) waste</td>
<td>Dubler et al. (2010)</td>
</tr>
<tr>
<td>Improvement in the accessibility of facility management data</td>
<td>Kassem et al. (2015); Liu (2010); Meadati et al. (2010)</td>
</tr>
<tr>
<td>Sustainability of project design and building performance</td>
<td>Wong and Fan (2013)</td>
</tr>
<tr>
<td>Clash detection and coordination</td>
<td>Azhar et al. (2008); Foster (2008); Young et al. (2009); Arayici et al. (2011); Lahdou and Zetterman (2011)</td>
</tr>
<tr>
<td>Automated safety checking platform</td>
<td>Zhang and Gao (2013)</td>
</tr>
<tr>
<td>Constructability analysis</td>
<td>Foster (2008)</td>
</tr>
<tr>
<td>Visualisation and sequencing of activities</td>
<td>Tulk and Hanff (2007); Wilson and Koehn (2000); Ding et al. (2014)</td>
</tr>
<tr>
<td>Cost estimation of material and quantities</td>
<td>Azhar et al. (2008); Hergunsel (2011); Sabol (2008)</td>
</tr>
<tr>
<td>Integration of key stakeholders</td>
<td>Foster (2008)</td>
</tr>
<tr>
<td>Optimisation of prefabricated construction components</td>
<td>Hergunsel (2011); Winberg and Dahlqvist (2010)</td>
</tr>
<tr>
<td>Risk assessment of design component of facility for prevention through design</td>
<td>Kamardeen (2010)</td>
</tr>
<tr>
<td>Scope clarification</td>
<td>Bryde et al. (2013)</td>
</tr>
</tbody>
</table>

Table 3 shows that all the applications and the benefits from the applications of BIM are geared towards minimising construction cost and time spent on projects. This has shown that the use of BIM in the management of construction projects has great impact on project time and cost. Initial cost for the implementation of BIM might cost much, but it will increase the profitability of the company in the long run. The applications of BIM such as clash detection, quantity take-off, design and visualisation play an important role in the management of construction projects. The most common causes of delay and cost overrun arise from poor designs, inaccurate
estimates, mistakes and errors during construction due to clashes in designs. These issues can be minimised as there are reported benefits in the application of BIM that solve these issues by researchers.

CONCLUSION

The review highlighted the main causes of delay and cost overrun in the construction industry. It is generally acknowledged that the end result of delays and cost overrun is costly and risky, leading to many disputes and claims that end in lawsuits. Most of the causes of delay and cost overrun as stated by previous researchers can be classified into four categories. These are contractor’s responsibility, consultant’s responsibility, owner’s responsibility and external factors. It is believed that the evolution of the Building Information Model (BIM) will be able to increase efficiency and quality of output in the construction industry by eliminating these causes of delay and cost overrun. The application of BIM and the potential benefits of its application were also reviewed. The benefits from using these applications are expected to minimise delay and cost overrun as they provide solutions for the main causes of delay and cost overrun such as estimation, clash detection, integration and many more.
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ABSTRACT

Android devices have gained a lot of attention in the last few decades due to several reasons including ease of use, effectiveness, availability and games, among others. To take advantage of Android devices, mobile users have begun installing an increasingly substantial number of Android applications on their devices. Rapid growth in many Android devices and applications has led to security and privacy issues. It has, for instance, opened the way for malicious applications to be installed on the Android devices while downloading different applications for different purposes. This has caused malicious applications to execute illegal operations on the devices that result in malfunction outputs. Android botnets are one of these malfunctions. This paper presents Android botnets in various aspects including their security, architecture, infection vectors and techniques. This paper also evaluates Android botnets by categorising them according to behaviour. Furthermore, it investigates the Android botnets with respect to Android device threats. Finally, we investigate different Android botnet detection techniques in depth with respect to the existing solutions deployed to mitigate Android botnets.
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INTRODUCTION

Mobile devices (mobile devices/android devices are used interchangeably in this article) are gaining popularity in the 21st century (Narudin, Feizollah, Anuar, & Gani,
These devices offer a host of advanced capabilities and ample storage of large volumes of personal and confidential data (Peng, Yu, & Yang, 2014). Nowadays, most mobile devices offer more computing capabilities and memory storage than many personal computers did a few years back. According to former Android boss Andy Rubin, “There should be nothing that users can access on their desktop that they cannot access on their cellphone” (Rubin, 2008). Any mobile device has three core features, such as Applications, Storage and Connectivity. These key features make Android devices an attractive tool for malware writers to attack organisation/individual devices. While protecting stored data on these devices is crucial against today’s threats, most mobile devices use the Android operating system due to its open nature. Android provides a full set of software for Android devices including operating system, middleware and key Android applications (Sears, 2007). The open nature of Android devices make these devices an attractive source for cybercriminals and over the years there has been a number of threats faced by mobile devices such as spyware, botnet, vulnerable applications, privacy threats, drive-by-download, phishing scams, malware, network exploits, browser exploits and Wi-Fi sniffing (Fossi et al., 2011; Inayat, Gani, Anuar, Khan, & Anwar, 2016). Botnet is one of the most dangerous threats faced by mobile devices recently.

Malware is used to damage Internet-connected devices and gather sensitive information from individuals or it uses spyware for accessing the most private information on the infected device (Sharma, Chawla, & Gajrani, 2016). Spyware gathers all this information specifically for advertising purposes (Sheta, Zaki, El Salam, & Hadad, 2015). Privacy threats can be caused by those Android applications that may not be malicious by nature but use sensitive information obtained illegally from unsuspecting Android users. Vulnerable applications are those that contain deficiencies that may cause malicious attacks and malicious activities. Phishing scams are those that use the victim’s device emails for sending the virus infected links to the Internet-connected devices (Naraine, 2012). In drive-by-download, the infected devices download an application when they access a website. While the browser-exploits benefits from the vulnerabilities in mobile device web browsers or applications launched by the browser such as flash player, PDF reader and much more, in network exploits, cybercriminals take advantage of Android operating system flaws for criminal activities (Naser, Zolkipli, Majid, & Anwar, 2014). When the data are transferred from one device to another connected by Wi-Fi as many applications do not use proper security rules, this results in data obstruction known as Wi-Fi sniffing. In this article, we focus on the Android botnet.

A botnet (Robot Network) is a type of malware that enables the infected devices to perform criminal activities according to the botmaster’s instructions (Anwar, Zain, Inayat, Haq, Karim, & Jaber, 2016; Naser et al., 2014; Peng et al., 2014). A malicious Android application is installed in a susceptible host that is capable of carrying out a series of different harmful activities to the end user according to the botmaster’s instructions. These applications can be downloaded to the victims’ devices using different methods. The most common ways to infect a victim’s device includes access to the infected websites, drive-by-download, spam emails, viral mechanism and much more (Anwar, Zain, Zolkipli, Inayat, Khan, Anthony, & Chang, 2017; Karim, Shah, Salleh, Arif, Md Noor, & Shamshirband, 2015). Once an end-user’s device is infected with malicious software, it receives instructions from the cybercriminal (botmaster) through a command and control server using communication channels. Botmaster is the entity
that performs criminal activities from these bot devices, while a communication channel is the way through which a botmaster can communicate with the C&C server and bots. A bot can be a servant and a client as well at the same time. It can propagate themselves to infect vulnerable hosts (Silva, Silva, Pinto, & Salles, 2013).

To the best of our knowledge, this paper aims to present the Android botnet from first appearance. We aim to guide interested readers and researchers on Android botnets and detection techniques. This paper organises the Android botnet detection techniques with respect to their benefits and limitations; understanding this information can improve Android botnet detection techniques.

The key contributions of this survey paper are:
- It provides up-to-date information on mobile device threats: We provide comprehensive details of the possible threats to mobile devices. We have also categorised these threats in sub-groups according to their nature.
- It provides exhaustive information about Android botnets: We provide in-depth information about Android botnets, their background and timeline.
- We provide in-depth information about Android botnet detection techniques: This paper presents detailed information about Android botnet detection techniques. We explain these techniques regarding their benefits and limitations. These limitations are also explained in more detail in table form.
- We introduce future research challenges: We suggest potential research areas for Android botnet detection techniques and we highlight the challenges present in Android botnet detection techniques as well.

Classification of Mobile Device Threats

There are diverse types of threat to mobile devices that may badly affect mobile devices, such as viruses and spyware that can infect personal computers (PC). These threats can be divided into four broad categories: Application-Level, Web-Level, Network-Level and Physical-Level (see Figure 1).

Application-Level Threats

Application-level threats are based on the Applications, which are the core feature of every mobile device. These threats appear to be the most widely discussed threats in the literature, which presents application-level threats as the most widely discussed threat. Since the applications that run on these mobile devices are available from third-party markets, it is clear that they can be target vectors for mobile device security breaches (Faruki et al., 2015). Malware are Android applications that perform malicious activities can inject malicious codes into mobile device that send unsolicited messages and allow an adversary the ability to remotely control the device.

Malware. Malware is short for ‘malicious software’. This is specifically developed to damage machines on which they are executed or the network on which it communicates (Inayat, Gani,
Malware is mostly installed on victims’ devices to perform illegal activities without the knowledge of the owner. The range of malware varies; it can be as simple as pop-up advertising or so dangerous that it causes machine invasion or damage. Stealing owner-sensitive credentials and infecting new vulnerable devices are the main targets of malware. The most common malware is found as financial, crypto locker and advertisement malware (Anwar, Zain, Zolkipli, Inayat, Jabir, & Odili, 2015).

Financial malware is developed for scanning mobile devices to gather financial information, while crypto locker malware is used in cyber-criminal activities. According to the Symantec report published in 2013, ransomware evolves regularly in the Android operating system. Compared with other OS on mobile devices, Android is most frequently attacked because of its open nature (Narudin et al., 2016; Odili, Kahar, & Anwar, 2015; Teufl et al., 2013). Ransomware allows cybercriminals to hijack the victim’s device, encrypt the victim’s private files and then demand a ransom from the victim in order for the files to be released (Anwar et al., 2017). Malicious spyware is considered a significant threat to the confidentiality of mobile devices (Sheta, Zaki, El Salam, & Hadad, 2015). It covertly collects confidential data from the infected device and sends it to the cybercriminal (Botmaster) through the user’s Internet connection without the owner’s knowledge. These applications mostly contain freeware or shareware, which can be downloaded from third-party markets. Adware is another type of malware. It is a software package that automatically displays related advertisements to the mobile device users based on the user’s pattern of web surfing. These advertisements may be present during the installing phase of any Android application, or they are present when an end-user is using these applications. This adware engages in collecting confidential information, frequently by user consent, while stealing this personal information for covert harmful activities.

Web-Level Threats

The security and privacy threats to mobile devices from webs happens normally. The most dangerous web-level threats are phishing scams, drive-by-download and browser exploits. Phishing scams are the key web-level threat, which uses email or other social media apps
to send an unwitting user links to a phishing website designed to trick users into providing sensitive information such as user credentials. Phishing is one of the top seven security threats identified by the Kaspersky lab (Kaspersky, 2015). However, botware is the most dangerous threat to mobile devices nowadays. These are software programmes created to automatically perform specific operations.

**Phishing scams.** Phishing refers to the criminal action of generating a replica of web pages that exist to fool a mobile user entering private, extremely sensitive credentials, financial or online banking information and passwords (Alta, Loock, & Dabrowski, 2005). Phishing is a technique of attacking to obtain personal information from a mobile device user and is the main cause of various problems encountered by Internet users. This technique can cost the victim financially. Phishing is performed through instant messenger phishing, voice phishing, and flash phishing (Dunne, 2006; Milletary & Center, 2005). After launching a phishing attack on an individual or an organisation, the employees of the organisation handle the customer when he calls after losing his money.

**Drive-by-Download.** A drive-by-download refers to potentially harmful software code that is installed on a person’s computer without the user’s permission; the user may not even be aware that the software has been installed. Drive-by-downloads are a form of malware typically found on compromised web pages. By simply ‘driving by’, or visiting the web page, the drive-by-download begins to download and is then installed in the background on the computer or mobile device without alerting the user (Naraine, 2012).

**Browser exploits.** This is a malicious code that uses a piece of software or operating vulnerabilities to breach the security of the browser. Browser exploits perform these malicious activities without informing the owner of the device.

**Botnets.** Short for robot network, botnet, is the network of Internet-connected infected-devices (bots) under the control of a botmaster (cybercriminal) to perform cyber-criminal activities without the knowledge of the device owner (Anwar, Mohamad Zain, Zolkpli, & Inayat, 2014). There are two types of botnet: traditional botnets and mobile botnets. This paper focusses on mobile (Android) botnets. The purpose of Android botnets will most likely be similar to those of existing traditional botnets (e.g. providing means of DoS, DDoS and spam distribution); however, the targets are different (Enck, Ongtang, & McDaniel, 2009). In mobile botnets, the targets are mobile devices.

A common botnet having thousands of infected victims is called a bot (zombie). The botmaster sends instructions to all online bots to send queries to a particular system/server (Mirkovic & Reiher, 2004). By attacking a new victim from thousands of different bots in a botnet, the DoS (DDoS) is distributed. In a DDoS attack, the bot becomes harder to detect and it is difficult for cyber law enforcement to prevent DDoS attacks. Some DDoS attacks include UDP flood attacks, Zero-day DDoS attacks, Sync flood attacks, ICMP flood attacks, Slowloris and Ping of Death (LulzSec, 2011; Zang, Tangpong, Kesidis, & Miller, 2011). DDoS attacks are performed using diverse types of tool, such as agent- and IRC-based tools. These
attacks can be detected through screening of the time interval of requests and bandwidth size. Some DDoS attacks, such as Zero-day attacks, are unknown or new and thus, have no patch yet. The term DDoS is well-known among hackers as dealing with Zero-day vulnerabilities is a common activity.

**Network-Level Threats**

Any mobile device has three core features: applications, storage and connectivity. Network-level threats can occur due to mobile device connectivity with the cellular/mobile networks, local wireless networks or near field-communication (NFC). Network exploits, Wi-Fi sniffing, Bluetooth and NFC are the main types of network-level threats.

**Network exploits.** Network exploits take advantage of flaws in the mobile operating system or other software that operates on local or cellular networks, such as an International Mobile Subscriber Identity (IMSI) catcher. Once connected, they can intercept data connections and find a way to inject malicious software on users’ phones without their knowledge.

**Wi-Fi sniffing.** Wi-Fi sniffing seizes data when they are traveling between the device and the Wi-Fi access point. Most Android applications do not use proper security measures while sending unencrypted data across the network. A cybercriminal can easily read the data as they travel. Public sites such as coffee shops, restaurants and bookstores may have WPA2, but it is likely that anyone with the password can decrypt your packets.

**Bluetooth.** People who leave BT on all the time leave themselves vulnerable to pairing from nefarious devices and the uploading of spyware. Blue jacking is an older-style attack in which a Bluetooth enabled device that is active is used by someone else. Blue jacking refers to the sending of unsolicited data (vCards etc.) to open Bluetooth listeners in the area. It has more recently been used for marketing, but many more modern smartphones are less vulnerable to Bluetooth stack exploits. This can lead to phishing attempts and the spread of malware or viruses.

**Near field communication (NFC).** Advanced mobile devices contain near field communication (NFC) as a medium for communication. NFC is a newly developed wireless technology that provides communication between two mobile devices, both of which must contain NFC tags using short-range radio waves. NFC enables the exchange of images, apps and other data between two devices without first pairing them. For this purpose, both devices use a feature that Google calls Android Beam (Sauter, 2013), while Beam is Android’s trademark for NFC when the protocol is used for device-to-device communication. In the NFC communication, only two devices can communicate, such as the initiator and target. The initiator sends data, while the target receives them; both devices are active during the communication, consuming their own battery power. NFC provides extra opportunities to the attacker to compromise NFC-enabled devices, such as Wi-Fi and Bluetooth. So far, mobile threats are still mainly aimed at consumers rather than at enterprises.
Physical-Level Threats

Physical-level threats are more important than other mentioned threats. Since mobile devices are small, portable and valuable, it makes their physical security more important. Stealing and misplacing devices are the common issue among users of these devices. These devices are valuable not only because they are resold in the black market, but more importantly, because they contain sensitive organisational and personal data. Most mobile device users use their phone for banking, social communication and much more, while end-user are always connected to these accounts, which makes the stolen or misplaced phone more vulnerable for criminal activities. Furthermore, a lost or stolen device can be used to gain access to secret data stored on it.

Android Botnets as a Universal Threat for Mobile Device Users

The dramatic increment in the number of mobile device users has attracted cybercriminals to develop malicious applications (Narudin et al., 2016). In addition, mobile devices contain more sensitive information about the owners; this tends to be taken lightly by security organisations and individuals. A mobile device can be misused in many ways. The botnet is one of the most successful methods by which a mobile device can be misused for malicious activities against organisations or individuals.

Android Botnet as a Threat for Organisations

Android botnets are mostly used for organised economic fraud. Today, world economies must deal with a broad range of botnets that have caused a considerable amount of damage. About USD7.1 million was estimated lost due to click fraud performed by botnets using DDoS attacks in 2007 (Plohmann, Gerhards-Padilla, & Leder, 2011). It is very hard to detect click fraud, as these target legitimate users while they are surfing websites. According to a published report, on every USD3 million spent on digital advertisement, USD1 million is spent on click fraud. Another statistics report showed that digital advertising hit the highest level of fraud in 2015, which was estimated at USD27.5 billion (Slefo, 2015). According to Kaspersky’s monitoring results, 35,000 malicious mobile programmes were found at the end of 201. These malicious programmes steal sensitive data from the end-user devices, consume account balances while running digital advertisements, which is pushed by these malicious programmes (Christian & Maria, 2013). Kaspersky released security threat statistics for the year 2015, in which they blocked 0.8 billion attacks and used a list of 6.5 million unique host, to from web resources located in various countries around the world (LAB, 2015).

Android Botnet as a Threat for Individuals

Mobile devices offer advanced capabilities, with more storage capacity that can store organisational and confidential data of end users (Peng et al., 2014). Furthermore, advanced mobile devices offer more computing capabilities than many of personal computers offered a few years back. A mobile device has three main features, such as Android applications, storage, and connectivity with internet or cellular network (Rubin, 2008). Once a mobile device becomes
part of the Android botnet, botmasters attempt to take complete control of it to enable the botnet creator to perform illegal activities without the knowledge of the end user. After taking control of the mobile device, a botmaster can access everything from the compromised device. Furthermore, sending texts and making phone calls to premium numbers can be performed with these compromised devices. Botmaster can access contacts and messages on the compromised devices as well. These botnets take advantage of unpatched Android application updates.

**Android Botnet Security**

As smartphones are the largest category of Android devices, they have become an essential tool in how people communicate with one another. Each Android device has three key features: Applications, online and storage. Android applications are one of the core features of Android devices. They enable users to play games, read the news, connect with others, check weather conditions, perform online banking, read maps and navigators and perform many other functions. These applications are available from third parties like Google Play Store and Amazon (Silva et al., 2013). It may be a primary feature for many end users.

The core function of the Android device is to enable the user to make calls, take photographs, send text or picture messages and access personal data storage. It also allows the developer to develop richer applications. The developer may also access the user’s address book, SMS content, GPS location data, movement data by G-sensor and accelerometer and even information in other applications. The Android does not differentiate between the phone’s core applications and third-party applications. However, such applications from third parties can access personal/confidential information in the Android device very easily. These core features of Android devices make these devices an easy target for cybercriminals.

In this modern era, trojanised Android applications are a common infection method of Android devices. This is most often targeted by cybercriminals who use different types of malware. Botnet, a dangerous malware, compromises Android devices such as smartphones, smartware, tablets and notebooks, attempting to get full access to the device and provide control to the botmaster. The data found on Android devices include text messages (SMS/MMS), contacts, call logs, e-mail messages (Gmail, Yahoo), chats, location coordinates using the global positioning system (GPS), photographs, videos, web history, search history, driving directions, Facebook and Twitter information, music collections and other information. These third-party applications provide a simple and easy means of accessing content and services of Android devices. It is important to be aware of how to use these third-party applications safely and securely. Android botnets are able to spread themselves by sending copies to compromised devices.

The criminal activity the Trojan-Ransom.Android-OS.Small family is a multifunctional ransomware Trojan performed by an Android botnet. After connecting to the botnet army, it receives commands from the command and control channel and performs the activities received from them. Once run, it asks for the victim’s device’s admin rights and loads information about the victim’s device to a malicious server. It can be an international mobile equipment identity (IMEI), international mobile subscriber identity (IMSI), device model, brand and phone number or other information.
In addition, the Trojan is registered in the Google cloud messaging (GCM) system. As such, the Trojan can receive commands from both the C&C server and via GCM. With this information, it can perform the commands shown in Table 1.

Table 1
Commands between C&C server and trojan

<table>
<thead>
<tr>
<th>Command</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>START</td>
<td>Start the main service of the Trojan</td>
</tr>
<tr>
<td>STOP</td>
<td>Stop the main service of the Trojan</td>
</tr>
<tr>
<td>RESTART</td>
<td>Restart the main service of the Trojan</td>
</tr>
<tr>
<td>URL</td>
<td>Change the C&amp;C address</td>
</tr>
<tr>
<td>MESSAGE</td>
<td>Send an SMS to a specified number with a specified text</td>
</tr>
<tr>
<td>UPDATE_PATTERNS</td>
<td>Update the rules for processing incoming SMS</td>
</tr>
<tr>
<td>UNBLOCK</td>
<td>Disable the device administrator’s rights</td>
</tr>
<tr>
<td>UPDATE</td>
<td>Download a file from the specified URL and instal it</td>
</tr>
<tr>
<td>CONTACTS</td>
<td>Send out a specified SMS to all contacts from the list of contacts</td>
</tr>
<tr>
<td>LOCKER_UPDATE</td>
<td>Update the text with the ransom demand</td>
</tr>
<tr>
<td>LOCKER_BLOCK</td>
<td>Block the device</td>
</tr>
<tr>
<td>LOCKER_UNBLOCK</td>
<td>Unblock the device</td>
</tr>
<tr>
<td>CHANGE_GCM_ID</td>
<td>Change the GCM id</td>
</tr>
</tbody>
</table>

The main idea behind botnets is to control interaction in Internet Relay Chat (IRC) chat rooms. They are able to interpret simple commands, provide administration support, offer simple games and other services to chat users and retrieve information about operating systems, logins, email addresses and aliases, in addition to other information (Silva et al., 2013). The first known iKee.B Mobile botnet was found in 2009. It was discovered to be using the Command and Control Server in the iPhone. This botnet is able to propagate itself and to instal third-party applications on the end-user’s phone without user information (Peng et al., 2014).

Table 2 shows the timeline of Android botnets with respect to their first appearance in terms of year, platform, instruction, categories and C&C type in addition to other related information.

Table 2
Android Botnet timeline

<table>
<thead>
<tr>
<th>Year</th>
<th>Name</th>
<th>C&amp;C Type</th>
<th>Botnet Instructions</th>
<th>Criminal Activities by Default</th>
<th>Requires Permission</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>SMShowU.A</td>
<td>SMS</td>
<td>Leak location, GPS and maps through SMS</td>
<td>None</td>
<td>N/A</td>
</tr>
<tr>
<td>2011</td>
<td>Geimimi.A</td>
<td>HTTP</td>
<td>ON, OFF, ADD or Set or Rem Sender</td>
<td>IMEI, IMSI, SIM, SIM state, Build info, GPS, Board, Brand, CPU type, User, Software version, SIM country, SIM operator</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>DroidKungFu.A</td>
<td>HTTP</td>
<td>Leak location, GPS and maps through SMS</td>
<td>Send sensitive data, execDelete, Exploit known vulnerabilities to gain root, Instal APK, execOpenUrl, execStartApp</td>
<td>N/A</td>
</tr>
<tr>
<td>Year</td>
<td>Malware</td>
<td>Type</td>
<td>Action</td>
<td>Permissions</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>------</td>
<td>--------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>Fjcon.A</td>
<td>HTTP</td>
<td>action.host start; action. boot; action.shutdown; action.install; action. installed; action.check live; action.download apk;</td>
<td>IMEI, IMSI, cell ID, location area code, mobile network code</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>Stealer.B</td>
<td>HTTP and SMS</td>
<td>HTTP: time; sms; send; delete; smscf SMS; ServerKey +001; +002; anything</td>
<td>IMEI, IMSI, contacts</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>RECEIVE_SMS; INTERNET; READ_BOOT_COMPLETED; READ_PHONE_STATE; RECEIVE_SMS; READ_CONTACTS; SEND_SMS; WRITE_EXTERNAL_STORAGE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tascudap.A</td>
<td>HTTP</td>
<td>time; sms; send; delete; smscf SMS; ServerKey + 001; 002; anything</td>
<td>Specify time when trojan should next contact C&amp;C, send SMS, delete SMS from phone, selective SMS hiding, start application, forward received SMS, update</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>READ_SMS; ACCESS_NETWORK INTERNET; READ_PHONE_STATE; RECEIVE_SMS; READ_CONTACTS; SEND_SMS; WRITE_EXTERNAL_STORAGE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BadNews.A</td>
<td>HTTP</td>
<td>newy; showpage; install; showinstall; iconpage; coninstall; newdomen; seconddomen; stop; testpost</td>
<td>Propagation of possible malware; download and instal APK</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>RECEIVE_BOOT_COMPLETED; SEND_SMS; RECEIVE_SMS; INTERNET; ACCESS_INTERNAL_MEMORY; ACCESS_EXTERNAL_MEMORY;</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Spamsold.A</td>
<td>SMS</td>
<td>Display same icon on the menu, retain the image same but the name may change, instal APK once clicked</td>
<td>Sends SMS spam messages without the user’s consent</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>INTERNET; CHANGE_COMPONENT_ENABLED; RECEIVE_SMS; READ_SMS; SEND_SMS WRITE_SMS; RECEIVE_SMS; RAISED_THREAD_PRIORITY; READ_CONTACTS; WRITE_EXTERNAL; RECEIVE_BOOT_COMPLETED; WAKE_LOCK;</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>Botnet</td>
<td>Communication Channels</td>
<td>Action</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>------------------------</td>
<td>--------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>FrictSpy.E3</td>
<td>HTTP; SMS</td>
<td>Command and Control to execute malware activities such as call records, use camera for pictures and videos, use mic for recording voice</td>
<td>Incoming/Outgoing call; Incoming/Outgoing SMS, GPS location information, URLs that the device user accesses</td>
<td>ACCESS_NETWORK_STATE; CALL_PHONE; GET_TASKS; INTERNET; READ_PHONE_STATE; READ_SMS; RECEIVE_BOOT_COMPLETED; RECEIVE_SMS; SEND_SMS; SYSTEM_ALERT_WINDOW; WAKE_LOCK; WRITE_SMS;</td>
</tr>
<tr>
<td></td>
<td>Geinimi.A</td>
<td>HTTP</td>
<td>ON, OFF, ADD or Set or Rem Sender</td>
<td>User, Software version, IMEI, SIM State, CPU type, SIM country, IMSI, SIM, SIM operator, build info, GPS, Board, Brand</td>
<td>CALL_PHONE; GET_TASKS; INTERNET; READ_PHONE_STATE; READ_SMS; RECEIVE_BOOT_COMPLETED; RECEIVE_SMS; SEND_SMS; SYSTEM_ALERT_WINDOW; WAKE_LOCK; WRITE_SMS;</td>
</tr>
<tr>
<td></td>
<td>SpyBubb.A</td>
<td>SMS</td>
<td>Leak location, GPS and maps through SMS; HTTP: time; sms; send; delete; smscar SMS: ServerKey +001; +002; anything</td>
<td>Collect SMS, Call, Fine location, Coarse location, GPS, Device info like IMEI, IMSI etc. Share phone information to vendor site</td>
<td>ACCESS_NETWORK_STATE; ACCESS_WIFI_STATE; READ_PHONE_STATE; INTERNET; WAKE_LOCK;</td>
</tr>
<tr>
<td>2015</td>
<td>Leech.A</td>
<td>HTTP</td>
<td>action.host start; action.boot; action.shutdown; action.install; action.installed; action.check live; action.download apk</td>
<td>Install itself persistently, run with full privileges, unwanted payment through SMS, spying activities, dynamically load command and control server</td>
<td>ACCESS_NETWORK_STATE; ACCESS_WIFI_STATE; READ_PHONE_STATE; INTERNET; WAKE_LOCK;</td>
</tr>
<tr>
<td></td>
<td>Tediss</td>
<td>SMS</td>
<td>N/A</td>
<td>Monitor calls, SMS and conversation applications</td>
<td>CALL_PHONE; GET_TASKS; INTERNET; READ_PHONE_STATE; READ_SMS; RECEIVE_BOOT_COMPLETED; RECEIVE_SMS; SEND_SMS; SYSTEM_ALERT_WINDOW; WAKE_LOCK; WRITE_SMS;</td>
</tr>
<tr>
<td></td>
<td>WormHole.A</td>
<td>HTTP and SMS</td>
<td>Instal applications without notification; Location information; Add contact items; Monitor list of applications</td>
<td></td>
<td>READ_EXTERNAL_STORAGE; READ_PHONE_STATE; READ_NETWORK_STATE; INTERNET; READ_INTERNAL_STORAGE; WAKE_LOCK; READ_COARSE_LOCATION;</td>
</tr>
<tr>
<td>Malware</td>
<td>Attack Vector</td>
<td>Method of Attack</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>---------------</td>
<td>----------------------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SilverPush.A</td>
<td>HTTP and SMS</td>
<td>HTTP: time; sms; send; delete; smscf SMS: ServerKey +001; +002; anything; ON, OFF, ADD or Set or Rem Sender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>IMEI number; Operating system version; Location; Potentially the identity of the owner; Behaviour of users using TVs; Web browsers; Radios</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACCESS_NETWORK_STATE; CALL_PHONE; GET_TASKS; INTERNET; READ_PHONE_STATE; READ_SMS; RECEIVE_SMS; SEND_SMS; WRITE_SMS;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016 MazarBOT.A</td>
<td>SMS</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sends premium SMS, exfiltrate sensitive information and steal the received SMS messages by setting up a backdoor on device</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACCESS_NETWORK_STATE; CALL_PHONE; GET_TASKS; INTERNET; READ_PHONE_STATE; READ_SMS; RECEIVE_BOOT_COMPLETED; RECEIVE_SMS; SEND_SMS; SYSTEM_ALERT_WINDOW; WAKE_LOCK; WRITE_SMS;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morder.A</td>
<td>HTTP and SMS</td>
<td>Command and Control to execute Malware activities such as calls record, use camera for pictures and videos, use mic for recording voice</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Track location; Leak contacts to C&amp;C; Upload data from SD Card to C&amp;C; Delete or download files in the infected device; Take pictures with the camera; Record audio and calls; Execute shell commands</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACCESS_NETWORK_STATE; CALL_PHONE; GET_TASKS; ACCESS_FINE_LOCATION; ACCESS_COARSE_LOCATION; INTERNET; READ_PHONE_STATE; READ_SMS; RECEIVE_BOOT_COMPLETED; RECEIVE_SMS; SEND_SMS; SYSTEM_ALERT_WINDOW; WAKE_LOCK; WRITE_SMS;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smishing.D</td>
<td>SMS</td>
<td>time; sms; send; delete; smscf SMS: ServerKey +001; +002; anything; ON, OFF, ADD or Set or Rem Sender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Detect text messages; Access fraudulent fake bank URL; Steal user’s sensitive credential; Password stealing; Additional information stealing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACCESS_NETWORK_STATE; CALL_PHONE; GET_TASKS; INTERNET; READ_PHONE_STATE; READ_SMS; RECEIVE_SMS; SEND_SMS; WRITE_SMS;</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NA = Not Available, HTTP = Hyper-Text Transfer Protocol, SMS = Short Message Service, PUP = Potential Unwanted Programmes, SD = Secure Digital, C&C = Command & Control Servers, IMEI = International Mobile Equipment Identity, IMSI = International Mobile Subscriber Identity, HTTP = Hyper-Text Transfer Protocol
Components of Android Botnet

A typical Android botnet has four elementary components as shown in Figure 2: bot, botmaster, command and control server and communication channel.

![Typical android botnet structure](image)

**Bot.** A bot is a malicious Android application that is installed in a susceptible host that can perform a series of different harmful actions upon the end user at a cybercriminal’s command. This application can be installed to the victim devices in diverse ways. The most common ways include access to the infected websites, drive-by-downloads, spam emails, viral mechanisms and much more (Karim et al., 2015). Once an end-user device is infected with malicious software, it receives commands and controls from the botmaster through the command and control server using communication channels. A bot can be a servant and client at the same time.

**Botmaster.** The attacker is also known as the botmaster, who maintains and operates the command and control of botnets from remote areas. The botmaster, also known as the bot-herder, is responsible for a variety of malicious activities. Botmasters ensure that errors are fixed and that the bot does not break any of the rules of the channel or server it is logged into. Most botmasters hide their identity via proxies, the onion ring (TOR) and/or shells to disguise their ip address from detection by investigators and law enforcement agents.
Command control server. The term ‘command and control’ (C&C) is a military concept. Command and Control servers allow a bot entity to take new instructions and malicious capabilities as commanded by a remote individual (botmaster). These servers are used to control botnets, in particular. Command and control in the botnet’s Fast-flux Domain Name System (DNS) can be used to make track the control server difficult to do, as the server may change from day to day. These servers may also hop from one DNS domain to another. The Domain Generation Algorithm (DGA) is used presently to create new DNS names for controller servers. A botnet may have different C&C server topologies like Star, Multi-Server, Hierarchical and Random topology.

Communication channels. The botnet communication channel refers to the protocol used by bots and the botmaster to communicate with each other. Bluetooth, Internet Relay Chat (IRC), Hypertext Transfer Protocol (HTTP), peer-to-peer (P2P) and voice over internet protocol (VoIP) servers are used to pass information between bots and the botmaster. The botmaster creates IRC channels on the C&C server, after which the compromised machines will wait for commands to perform malicious activities. An interesting feature of the IRC protocol is the possibility of multicast communication through groups. The IRC channel has some serious limitations like being easy to detect and interrupt. It is rarely used in corporate networks and is usually blocked (Silva et al., 2013).

Due to these limitations of the IRC channel, the HTTP has become the most usable mechanism for implementing command and control communication (Liu, Chen, Yan, & Zhang, 2008). The first Android botnet named SymbOS/Yxes, which appeared in 2009, (Suarez Tangil, Tapiador, Peris-Lopez, & Ribagorda, 2014) targeted the SYMBIAN OS platform using a rudimentary HTTP-based command and control (C&C) channel. Centralised botnets are not more secure as discussed above, so the trend shifted to decentralised botnets. Most of the decentralised botnets are based on a variety of P2P protocols (Jelasity & Bilicki, 2009).

Similarly, VoIP is used as the communication channel in vishing (VoIP and phishing) instead of the more usual email technique.

Life Cycle of Android Botnet

Android botnets can come in different structures and sizes, but in general, they go through the same steps as computer botnets (Silva et al., 2013), as shown in Figure 3. An active botnet requires the bot device to complete its life cycle. A typical Android botnet can be developed and maintained in five phases: initial infection, secondary injection, connection, malicious command and control, update and maintenance. In the first phase, initial infection, the end-user device is infected and becomes an active member of the Android botnet. The second phase, secondary injecting, can be carried out by injecting the malicious code into the end-user devices through Bluetooth, drive-by-download, automatic scan, NFC and Wi-Fi (Faruki et al., 2015).

After injecting the code into the victim’s device, the bot finds a way to connect to the command and control server. This happens in the connection phase, which is the only phase that may occur several times during the botnet’s life cycle (Liu et al., 2008). Once an infected device connects to the Android botnet’s command and control server, the botmaster will send
commands through the C&C server using communication channels, while the bots await commands from the botmaster.

![Android botnet life cycle](image)

*Figure 3. Android botnet life cycle*

The last phase of the Android botnet’s life cycle is updating and maintenance of the infected devices. Maintenance is important for a botnet to keep his army of infected devices active. The new updates are then sent to these bots many times for many reasons that propagate the different types of criminal activity such as spamming, identity theft, DDoS attacks and much more.

**Mobile Device Infection Vectors**

There are multiple infection vectors for delivering malicious content to mobile devices. In this survey, we classify infection vectors into four categories: SMS/MMS, Bluetooth, Internet access and file duplication with USB. Cellular services, such as short message service (SMS) and multimedia messaging service (MMS), can be used as attack vectors for smartphones, as shown in Figure 4. For example, SMS/MMS messages can be used to deliver malicious content and to maintain communication with an attacker. For example, ComWar is a worm that browses the host’s phonebook and then spreads via SMS/MMS messages (Peng et al., 2014).

![Mobile device infection vectors](image)

*Figure 4. Mobile device infection vectors*
Bluetooth

Bluetooth is short-range radio communication protocol used for exchanging data over a limited distance between Bluetooth-enabled devices. Device-to-Device (D2D) malware attacks are performed on the bases of Bluetooth. Once the cybercriminal infects a smartphone with the bot code, it can enable Bluetooth without the knowledge of the owner and target another Bluetooth-enabled device in its range. If the connection is established, the infected device sends the bot code to the targeted device using this Bluetooth vector. This limits the attack vector in some way, such as one-to-one connection, limited distance range and others.

Drive-by-Download

To secure Android devices from botnet attacks, users should only visit reputable websites for downloading application software and other video/audio materials. Botnet infection is possibly acquired by visiting a malicious website. When visited by a smartphone or tablet user, the malicious website forces the user to download the plugin software, which is in fact a malware. If a web page causes the automatic downloading and installation of software without the Android device user’s consent, the page is considered malicious. This mechanism, which is also called drive-by-download, allows malware to control Android devices.

Automatic Scan

Automatic scan is performed to infect new victim’s devices by compromising and influencing them to be a part of the botnet. In this technique, a new host inside the botnet must be recruited to establish a new botnet through vulnerability scanning (Ianelli & Hackworth, 2005). This goal can be achieved by infecting many hosts, which attempt to identify exploitable vulnerabilities in other new hosts. For example, FTP services suffer buffer overflow exploitation (Lashkari, Ghalebandi, & Moradhaseli, 2011).

Near-Field Communication

Near-Field Communication (NFC) is an advanced wireless technology that allows fast data transfer between two close devices with an enabled NFC setting. NFC is related to mobile payments, such that it has the personal banking information of a user. It has gained popularity among botmasters for spreading malicious commands to compromise other devices because of its fast data transfer capability. In addition, dependence on NFC has induced the C&C channel of botnets to be more challenging (Stevanovic, Revsbech, Pedersen, Sharp, & Jensen, 2012).

Wi-Fi

Wi-Fi has assured compensation over other communication media applicable to Android botnets. The use of open Wi-Fi networks for an Android botnet provides a higher level of stealth and fewer entry barriers than other communication media. Denial of service (DoS) attacks and distributed DoS attacks are threats that can simultaneously inflict devastation on many users. Apart from the aforementioned-infection vectors, smartphones could be compromised
using other methods e.g. the use of USB. If the files used to synchronise smartphones are compromised, malware can also infect smartphones. As a result, attackers can access the host’s classified information and instal malicious applications on the smartphone.

**Android Botnet Architecture**

Personal-computer-based botnet are considered the most compromised platforms for botnet attacks compared to the recently evolved Android botnets due to some limitations, such as limited battery power, limited processing speed, limited internet access and limited memory storage. Android botnets have similar architecture as computer botnets, namely, centralised architecture, decentralised architecture and hybrid architecture. Table 3 shows the advantages and disadvantages of existing Android botnet architecture with respect to map complexity, detection, message latency and survivability.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Command-and-Control architecture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Architecture</td>
<td>Centralised</td>
</tr>
<tr>
<td>Alias</td>
<td>Star</td>
</tr>
<tr>
<td>Map Complexity</td>
<td>Very low</td>
</tr>
<tr>
<td>Detection</td>
<td>Medium</td>
</tr>
<tr>
<td>Message Latency</td>
<td>Very low</td>
</tr>
<tr>
<td>Survivability</td>
<td>Low-Medium</td>
</tr>
</tbody>
</table>

**Centralised botnet architecture.** In centralised botnet architecture, all the bots relate to a central command-and-control server to establish a communication channel with central point as illustrated in Figure 5. In centralised architecture, the botmaster controls and supervises all bots in a botnet from a single C&C server. Botmasters are able to communicate with the bots continuously by sending instructions to them through these central servers (Anwar et al., 2014). As all bots receive commands and report to a C&C server, it is easy for botmasters to manage botnets using centralised architecture. Furthermore, centralised botnet architecture uses two types of topologies, star topology and hierarchical topology, and two types of protocols, Internet Relay Chat (IRC) and Hypertext Transfer Protocol (HTTP) (Khattak, Ramay, Khan, Syed, & Khayam, 2014; Li, Jiang, & Zou, 2009). The design of centralised architecture is less complex compared to other architecture, while message latency and survivability rate are low. This causes low reaction time, easy means of communication and direct feedback (Plohmann et al., 2011).

It also possesses some limitations. For instance, centralised architecture has more maximum failure chances compared with other architecture. If the C&C server fails, then all the botnets may stop working because of the central point of control. Detection of a botmaster is easier compared than if the decentralised and hybrid architecture were used (Bailey, Cooke, Jahanian, Xu, & Karir, 2009; Cooke, Jahanian, & McPherson, 2005; Zang et al., 2011).
Decentralised botnet architecture. In decentralised botnet architecture, no single responsible entity controls different bots in a botnet. More than one C&C server communicate with various bots as described in Figure 3. Botnets using decentralised architecture are known as decentralised botnets. However, the term peer-to-peer botnet is also commonly used for this type of botnet. Decentralised botnets are more difficult to detect compared with centralised botnets. Figure 6 shows that no specific C&C server exists in decentralised architecture, and all bots act as the C&C server and the client at the same time (Dong, Wu, He, Huang, & Wu, 2008). Decentralised architecture is based on Peer-to-Peer (P2P) protocols. Compared with centralised architecture, the design of P2P architecture is more complex and detection of a botnet with the same architecture is more difficult than detection of other botnets. Message latency and survivability rate are higher than those of the centralised botnet architecture. Failure chances are lower in decentralised architecture than in centralised architecture because if a C&C server fails, then other C&C servers can manage and monitor the botnet (Cooke et al., 2005).

Hybrid botnet architecture. Hybrid architecture is the combination of centralised and decentralised architecture as shown in Figure 7. Hybrid architecture comprises two types of bots, namely, the servant and the client. Bots are connected to the hybrid botnet as a client or a servant. Monitoring and detection of botnets with hybrid architecture is more difficult than detecting those with centralised and decentralised architecture. However, hybrid architecture is less complex in design.
Mobile Botnet Detection Techniques

The challenges faced in mobile-device security are quite similar to those faced in personal-computer security. To solve this problem, researchers have proposed and developed common desktop security solutions for smartphones. Some of the popular security solutions are listed below.

**Kirin.** Kirin security service is an OS-level protection service that provides enhanced security mechanisms for Android smartphone applications (Enck et al., 2009). This approach performs lightweight certification of applications to mitigate malware at installation time with modification of the Android applications installer. Kirin has different security rules; a well-known combination of permissions is the most important part in these rules. To define these security rules, a detailed understanding of malware and protection techniques is required; it is usually performed by security experts. Furthermore, it prevents access to sensitive information. However, once information enters the application, no additional mediation occurs.

**Multi-Agent system.** Szymczyk (2009) proposed the Multi-Agent Bot Detection System (MABDS) based on the hybrid approach. It is the combination of multiple agents such as administrative agent, user agent, a central knowledge database, system analysis, honeypots, agent collections and network analysis (Silva et al., 2013). In this technique, each agent observes traffic using different sensors by implementing the Markov chain model to perform dynamic risk assessment (Shameli, Cheriet, & Hamou-Lhadj, 2014). These systems in multifaceted, piercing, real-time domains involve autonomous agents that should act as a team to compete against malware (Castiglione, De Prisco, De Santis, Fiore, & Palmieri, 2014). The slow convergence of new signatures with the knowledge database is the key limitation of this technique. The new signature updates are another limitation of this system (Karim et al., 2014).

**SAINT.** SAINT (Ongtang, McLaughlin, Enck, & McDaniel, 2009) is a rule-based runtime approach for Android application security that defines application protection at runtime,
depending on the caller and permission constraints. It protects Android applications from one another by their policies during the installation time and runtime interaction. In this case, it allows an application to define which application can access its interfaces and how other applications use those interfaces. This technique has the same limitation as Kirin security services. To define these security rules, a detailed understanding of malware and protection techniques is required, and security experts are required to perform the job.

AASandbox. AASandbox was the first technique to perform both static and dynamic analysis of the Android applications and was proposed by Bläsing, Batyuk, Schmidt, Camtepe and Albayrak (2010). The static analysis scans the Android applications for malicious patterns without installation on the Android platform, while in the dynamic analysis, the Android application is executed in a fully isolated platform called sandbox. It also intervenes and logs low-level interaction with the system for further analysis during application execution. In contrast, both the detection algorithm and sandbox algorithm are implemented in the cloud. AASandbox uses a system called foot-printing approach for detecting suspicious Android applications. In its early days, when AASandbox was proposed, there were no known botnet malware samples available to evaluate this technique, although it seems to be unmaintained nowadays.

Paranoid. Considering various factors of smartphone technology including resources, storage, processing and memory, Paranoid Android malware detection technique was proposed for the first time in mobile technology (Portokalidis, Homburg, Anagnostakis, & Bos, 2010). Paranoid Android is a security model implemented on remote servers (cloud server) to observe the dynamic behaviour of Android applications and to detect zero-day attacks, system call anomaly and antivirus file scanning. Both Crowdroid and Paranoid Android incur a 15-30% overhead for smartphone devices. This particular technique records information that is necessary for application execution and transmits it to a cloud server over an encrypted channel. While a complete replica of the executing application is running parallel on the remote virtual machine, the server can detect the potential malware using this technique. Both the application and its replica are executing parallel to one another, which may cause a lot of space and time complexity. It also converts energy by using ‘loose synchronisation’, which may cause loss of battery power usage that specifically sends information when the mobile user is using the mobile device.

Crowdroid. Crowdroid is a dynamic approach based on the behaviour of Android applications and was proposed by Burguera, Zurutuza and Nadjm-Tehrani (2011). Crowdroid is a lightweight application available online on Google Play Store, which can be downloaded and installed on Android smartphone devices. It monitors and collects the API calls of apps that are running on mobile devices and sends them to a centralised server after preprocessing. With the application of cluster algorithms, Android applications can be evaluated with this approach. The given approach is also able to detect self-written malware.
DroidRanger. DroidRanger is the combination of two systems based on permissions’ behaviour, foot-printing and heuristic-based filtering (Odili, Kahar, Anwar, & Ali, 2017). It was proposed by Zhou, Wang, Zhou and Jiang (2012). This technique applies both the static and dynamic approaches to detect malicious applications in existing Android markets. Permissions-based behaviour foot-printing is used for the detection of known malware, while heuristic-based filtering is used for unknown malware Android applications. Despite the advancements in the detection approaches applied by DroidRanger, the system has some limitations; it requires manual operation for analysing and collecting behaviour of Android applications (Babu Rajesh, Reddy, Himanshu, & Patil, 2015). Manual operation takes more time than other detection techniques (Odili & Kahar, 2015).

Bouncer. Bouncer was proposed in 2012 by Oberheide and Miller (2012). It provides static and dynamic scanning together with Android applications that are automatically performed on the server. Google Play Store uses this technique to scan an Android application before hitting the application market (Penning, Hoffman, Nikolai, & Wang, 2014). Bouncer has the potential to take newly-uploaded applications to the app market. If this application is able to send an SMS to the malicious sites or detect other criminal activities, it classifies that Android application as malware. If not, it classifies it as benign. However, in this advanced era, it seems that cyber attackers have found ways to bypass detection. This technique is better for those who download applications from Google Play Store, while those who download applications from third-party app stores are not protected by this technique.

RobotDroid. RobotDroid is an Android malware detection technique that is based on SVM machine learning classifier algorithm and was proposed by Zhao, Zhang, Ge and Yuan (2012). This technique focuses on the signature of the applications. It has the ability to detect unknown malware like Plankton, DroidDream and Gemini. This framework can be used only for these few types of malware; this is the main limitation of this framework.

DroidScope. DroidScope designed by Yan and Yin (2012) is a fine-grained dynamic binary instrumentation tool for Android. It rebuilds two levels of semantic information: OS and Java. It provides an instrumentation interface that can be used to write plug-ins. It implements API tracing, native instruction tracing, Dalvik instruction tracing and taint tracking plug-ins. DroidScope works entirely on the emulator level and requires no changes to the Android sources. It runs the analysis outside the smartphone software stack and can analyse kernel-level attacks. This system has a big drawback: not able to detect real-time attacks. The second drawback is that it does not cover the subtleties of real devices (Enck et al., 2014).

Table 4 shows the list of Android botnet detection techniques with respect to year, major contribution and limitations.
Table 4
List of Android Botnet detection techniques

<table>
<thead>
<tr>
<th>Ref</th>
<th>Techniques</th>
<th>Year</th>
<th>Architecture</th>
<th>Key Concept</th>
<th>Major Contribution</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enck et al., 2009</td>
<td>Kirin</td>
<td>2009</td>
<td>Static</td>
<td>Based on permissions</td>
<td>Used rules to detect malware in installation time</td>
<td>No access to sensitive information of application; Cannot detect new malware</td>
</tr>
<tr>
<td>Szymczy, 2009</td>
<td>Multi-Agent System</td>
<td>2009</td>
<td>Hybrid</td>
<td>Based on permissions and rules</td>
<td>Used agent for traffic analysis</td>
<td>Slow interaction with the knowledge database</td>
</tr>
<tr>
<td>Ongtang et al., 2009</td>
<td>SAINT</td>
<td>2009</td>
<td>Static/Dynamic</td>
<td>Based on rules</td>
<td>Installation time detection of malware</td>
<td>No access to sensitive information of application; Cannot detect new malware</td>
</tr>
<tr>
<td>Bläsing et al., 2010</td>
<td>AASandbox</td>
<td>2010</td>
<td>Static/Dynamic/Hybrid</td>
<td>Base on signatures and behaviour of the logs</td>
<td>Before instal detection of malware</td>
<td>NA</td>
</tr>
<tr>
<td>Portokalidis et al., 2010</td>
<td>Paranoid Android</td>
<td>2010</td>
<td>Dynamic/Hybrid</td>
<td>Based on behaviour</td>
<td>Dynamic analysis, memory scanners, system call anomaly detection</td>
<td>Consumption of more time, space and power</td>
</tr>
<tr>
<td>Burguera et al., 2011</td>
<td>Crowdroid</td>
<td>2011</td>
<td>Dynamic</td>
<td>Based on behaviour</td>
<td>Client APK, behavioural detection</td>
<td>More clients, dynamic analyser</td>
</tr>
<tr>
<td>Zhou et al., 2012</td>
<td>DroidRanger</td>
<td>2012</td>
<td>Static/Dynamic</td>
<td>Permissions-based behaviour</td>
<td>Detection of known and unknown malware, 0-day malware detection</td>
<td>Only a few of all possible execution paths are negotiated within one analysis run</td>
</tr>
<tr>
<td>Oberheide &amp; Miller, 2012</td>
<td>Bouncer</td>
<td>2012</td>
<td>Static/Dynamic</td>
<td>Permissions-based</td>
<td>Detection of unknown malware</td>
<td>Can be easily evaded by cybercriminals</td>
</tr>
<tr>
<td>Zhao et al., 2012</td>
<td>Robotdroid</td>
<td>2012</td>
<td>Static</td>
<td>Signature-based</td>
<td>Detection of unknown malware such as Plankton, DroidDream, and Gemini</td>
<td>Detects only specific malware families such as Plankton, DroidDream and Gemini</td>
</tr>
<tr>
<td>Yan &amp; Yin, 2012</td>
<td>DroidScope</td>
<td>2012</td>
<td>Dynamic</td>
<td></td>
<td>Dynamic binary instrumentation</td>
<td>Cannot detect real-time botnet attacks</td>
</tr>
<tr>
<td>Zhou et al., 2012</td>
<td>DroidMOSS</td>
<td>2012</td>
<td>Dynamic</td>
<td>Permissions-based,</td>
<td>Fuzzy Hashing Technique,</td>
<td>Identifies only repackaged official Android market applications</td>
</tr>
<tr>
<td>Alparslan, Karahoca, &amp; Karahoca, 2012</td>
<td>Data Mining</td>
<td>2012</td>
<td>Static</td>
<td>Behaviour-based</td>
<td>utilise auditing programmes to extract and extend features</td>
<td>Cannot detect real-time botnet attacks</td>
</tr>
<tr>
<td>Furuki, Ganmoor, Laxmi, Gaur, &amp; Bharmal, 2013</td>
<td>AndroSimilar</td>
<td>2013</td>
<td>Static/Dynamic</td>
<td>Statistical features</td>
<td>Improbable signature generation, thwarts obfuscation and repackaging</td>
<td>Limited malware DB, more false positives; Cannot detect new malware</td>
</tr>
<tr>
<td>Spreitzenbarth, Freiling, Echtler, Schreck, &amp; Hoffmann, 2013</td>
<td>Mobile-Sandbox</td>
<td>2013</td>
<td>Static</td>
<td>Smali, emulator</td>
<td>Both static and dynamic analysis, obfuscation resistance, native API call track, web accessibility</td>
<td>More detection time</td>
</tr>
</tbody>
</table>
DroidMoss. Zhou et al. (2012) proposed DroidMoss in 2012, using the fuzzy hashing technique to effectively localise and detect repackaged and injected applications. This technique detects Android applications in the existing mobile app market that are injected with malicious codes using the repackaging technique. The main feature of the applications used in this technique is the Dalvik opcodes. DroidMOSS calculates fuzzy hashes on each N sequential opcode,

### Table 4 (continue)

<table>
<thead>
<tr>
<th>Authors</th>
<th>Name</th>
<th>Year</th>
<th>Type</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rastogi, Chen, &amp; Enck, 2013</td>
<td>AppsPlayground</td>
<td>2013</td>
<td>Static/Dynamic</td>
<td>N/A, he-based UI interaction based on contextual exploration, cannot detect real-time botnet attacks</td>
</tr>
<tr>
<td>Reina, Fattori, &amp; Cavallaro, 2013</td>
<td>CopperDroid</td>
<td>2013</td>
<td>Dynamic</td>
<td>Behaviour-based approach, automatically performs dynamic analysis, reconstructs behaviour of Android, identifies only repackaged official Android market applications</td>
</tr>
<tr>
<td>Gascon, Yamaguchi, Arp, &amp; Rieck, 2013</td>
<td>Embedded call graph</td>
<td>2013</td>
<td>Dynamic</td>
<td>Function call graphs, obfuscation resistance, undecidability of static call graph construction; cannot detect new malware</td>
</tr>
<tr>
<td>Abdelrahman, Gelenbe, Görbil, &amp; Oklander, 2013</td>
<td>NEMESYS</td>
<td>2013</td>
<td>Static</td>
<td>Model-based approach, generate background traffic of network for simulating smaller set of users, learn Random Neural Network, limited to a small number of users, space complexity</td>
</tr>
<tr>
<td>Roshandel, Arabshahi, &amp; Poovendran, 2013</td>
<td>LIDAR</td>
<td>2013</td>
<td>Static/Dynamic</td>
<td>Behaviour-based approach, automatically detects, analyses, protects, remedies, N/A</td>
</tr>
<tr>
<td>Moonsamy, Rong, &amp; Liu, 2014</td>
<td>Mini Permission Pattern</td>
<td>2013</td>
<td>Static/Dynamic</td>
<td>Based on permission, ‘Used’ permission extraction, informative data from contrast permission patterns, careful analysis of permissions, no repackaging resistance; cannot detect new malware</td>
</tr>
<tr>
<td>Enck et al., 2014</td>
<td>TaintDroid</td>
<td>2014</td>
<td>Static</td>
<td>Behaviour-based approach, different APIs, specifically SMS APIs, it does not track implicit control flows due to performance overhead</td>
</tr>
<tr>
<td>Dhaya &amp; Poongodi, 2014</td>
<td>N-gram analysis</td>
<td>2014</td>
<td>Static</td>
<td>N-gram CVSS, produced N-grams signatures, no obfuscation resistance; cannot detect new malware</td>
</tr>
<tr>
<td>Lindorfer, Neuschwandtner, Weichselbaum, Fratantonio, Van Der Veen, &amp; Platzer, 2014</td>
<td>Andrubis</td>
<td>2014</td>
<td>Static/Dynamic</td>
<td>Based on behaviour and rules, static and dynamic analysis on both Dalvik VM and System Level, dynamic analysis consumes more space; cannot be used for latest Android applications</td>
</tr>
<tr>
<td>Andronio, Zanero, &amp; Maggi, 2015</td>
<td>Heldroid</td>
<td>2015</td>
<td>Static/Dynamic</td>
<td>Behaviour-based approach, static and dynamic analysis, portability, internationalisation and evasion</td>
</tr>
</tbody>
</table>
which then applies a measure function on the two applications to realise their similarity quantitatively. The use of DroidMOSS is limited to identifying repackaged official Android market applications.

**Data mining.** The hardest part of the detection of malicious traffic is to differentiate C&C data flow from normal data flow behaviour. To overcome this limitation, data mining techniques are used to recognise the pattern by extracting the unexpected network patterns (Alparslan et al., 2012). Data mining is the most used machine learning device method for classification, prediction, regression and inference. This technique is extensively used in anomaly detection, especially in establishing generic and heuristic methods (Odili, Kahar, & Noraziah, 2016; Schultz, Eskin, Zadok, & Stolfo, 2001). Data mining approaches detect structures in a wide range of data, such as byte code, and use these structures to detect upcoming malicious occurrences in related data. Researchers such as Gu, Perdisci, Zhang and Lee (2008), Gu, Porras, Yogneswaran, Fong and Lee (2007), Gu, Zhang and Lee (2008), Wang, Huang, Lin and Lin (2011) and Yu, Dong, Qin, Yue and Zhao (2010) proposed BotMiner, BotHunter, BotSniffer and behaviour-based botnet detection systems based on the data-mining approach. This technique is very effective though it has some limitation as well. In experiments, BotMiner and BotHunter have been able to achieve 99% success rate with 1% false alarm and 99.2% success rate with 0.8% false alarm, respectively (Zhao et al., 2013).

**AndroSimilar.** AndroSimilar (Faruki et al., 2013) detects Android malware regions of statistical similarity starting from the .dex file. This method employs the similarity digest hashing system on byte-stream-based robust statistical malicious features. Similarly, a digest hashing scheme uses this feature to generate a list of signatures for this app. Here, the feature values between 100 and 990 are selected and the rest are discarded using the Bloom filter. A set of malicious signatures are generated and thus, a database of signatures is created. For testing a sample app, its signature is created in the same way as described above and is matched against a signature database and is considered malware if the similarity score crosses 35% (Sharma et al., 2016). Authors obtain an accuracy of 72.27% using a dataset of 101 malicious applications. Andro similar performs at file level as an alternative for codes in decompiling; therefore, control of shared library is not protected. Also, porting the approach to constrained memory and a strong database remains a concern.

**Mobile-SandBox.** Mobile-SandBox is a static and dynamic analysis system that is publicly available. It was proposed by Spreitzenbarth, Schreck, Echtler, Arp and Hoffmann (2015). In this technique, the comparison of applications occurs in different stages: first, it compares the hash value with the VirustTotal database of the running application; second, it extracts the manifest file for permissions, background services, broadcast receivers and intents. This technique also extracts API calls from the Dalvik bytecode; this happens frequently in botnets. Mobile-SandBox makes it very easy to submit applications for static and dynamic analysis because of its user interface. A user can easily upload an application for static and dynamic analysis to the Mobile-SandBox by using the user interface. However, in some aspects, Mobile-SandBox seems unable to cope with the submission load.
AppsPlayground. AppsPlayground, based on TaintDroid, is a scalable dynamic analysis system that is used for detection of possible data leaks (Skovoroda & Gamayunov, 2015). Proposed by Rastogi, Chen and Enck (2013), it employs a Java app that connects to an emulator running a modified version of the OS and governs app behaviour exploration logic. Simply, the aim of AppsPlayground is to improve the stimulation of apps during dynamic analysis because it also detects dangerous API calls.

This technique also helps to create a more realistic analysis environment. It tries to drive the app along paths that are likely to reveal interesting behaviour through targeted stimulation of UI elements. This approach can be seen as an intelligent enhancement of the Application Exerciser Monkey and the custom stimulation of activity screens. This technique is largely orthogonal, as it focusses on stimulating broadcast receivers, services and common events instead of UI elements. Its main contribution is a heuristic-based intelligent black box (Monkey Exerciser-like) execution approach to explore the app’s GUI (Odili, Kahar, Anwar, & Azrag, 2015). This technique can be more useful if combined with the static analysis technique.

CopperDroid. CopperDroid is a dynamic detection system presented by Reina, Fattori and Cavallaro (2013) that is built on top of the quick emulator (QEMU). To the best of our knowledge, this is the first technique that performs system call monitors of the Android applications out-of-the-box through virtual machine introspection (VMI) by reconstructing Dalvik behaviour and monitoring Binder communication (Lindorfer et al., 2014). CopperDroid carried the binder analysis to perform the reconstruction of high level Android-specific behaviour. It is available to the public as a web application that users can use to submit samples.

Embedded call graphs. Embedded call graphs is a static approach proposed by Gascon Yamaguchi, Arp and Reick (2013) in 2013. This technique can be used to find similarities between samples: first, it extracts function call graphs and then employs explicit mapping through kernel graphs from map call graphs to feature-space. Sharma, Chawla and Gajrani (2016) showed that time and space complexity are high and large, respectively. Its key concept is functions call graphs, while obfuscation resistance is the major contribution. Embedded call graphs specially observe assembly-level analysis and support vector-machine implementation. The main disadvantage of this technique is that it cannot decide the static call graph construction.

NEMESYS. NEMESYS is a network model-based security solution that combines learning and modelling for detection of anomalies and attacks in mobile network. It deals with every mobile connection during communication between devices in a network. The motivation behind this approach was the difference between the number of mobile users who are monitored and dealt with in real time. Furthermore, a clear and understandable approach was needed to deal with every unique call. The second consideration in constructing this approach was the computational tools that were developed for anomaly detection that were based on mathematical models. However, NEMESYS has some limitations. For instance, it is limited to a small number of users. Also, this approach is complex and it uses a huge amount of memory.
Layered intrusion detection and remediation. The Layered Intrusion Detection and Remediation (LIDAR) framework focuses on automatic detection, analysis, protection and remediation of security threats. This framework is specially designed to detect intrusion in a multi-dimensional mode that is of network dimension, application dimension and social dimension (Roshandel, Arabshahi, & Poovendran, 2013). This approach contains both local and remote analyses, which causes some drawbacks. For instance, a set of local analyses is performed in the mobile device to detect malware and intrusion, leading to the use of more battery power in addition to time consumption and space complexity, among other issues.

TaintDroid. TaintDroid is a system-wide dynamic taint tracking and analysis system for simultaneous tracking of multiple sources of sensitive data. This technique monitors methods, variables, files and messages during application execution according to data flow (Suarez-Tangil et al., 2014). TaintDroid uses tag chunks to keep track of data in order to find information leakage at runtime. Information flow tracking needs lots of memory. None of these schemes is energy-efficient; hence, they are not suitable for resource-constrained mobile platforms.

Dendroid approach. The dendroid approach is based on text mining and information retrieval techniques (Suarez-Tangil et al., 2014). This technique extracts code chunks (CC) to analyse and classify the code structures in Android malware families. The authors present a simple way to measure the similarity between malicious applications by formulating the modelling process. In the experiments performed, more than 33 families with 1249 malware applications (Sharma et al., 2016) were detected. This approach also provided automatic classification of zero-day malware samples, which is based on the applications-code structure. With respect to time and accuracy, this technique is very fast and accurate, with high scalability. However, this technique features vector growth and new families create issues, while the strategies of obfuscation are not implemented.

N-gram. The N-gram [12] analysis is a probabilistic approach to detect the presence of malware. Reverse engineering tools like DexToJar, Java Decompiler-Graphical User Interface (JD-GUI) and ApkTool are used in this technique to convert executable to source code (high level or low-level language), thereby creating the training dataset. After this, the source code is considered as N-gram signatures. This N-gram model is a popular machine-learning algorithm and it is a type of probabilistic language that predicts the next item in the sequence with given datasets of order (N−1) as in the Markov Model. These signatures are then stored in a Comma Separated Values (CSV) file for the reason that signatures occupy a lot of space.

After this, a Common Vulnerability Scoring System (CVSS) is used to assess the vulnerabilities’ severity level in software applications. It is a freeware tool. By applying this tool on the APK file under test, the description of all the vulnerabilities and solutions to mitigate the same is appended to the CSV file. It makes intuitive use of the N-gram machine-learning algorithm to analyse the Android apps. Limitations include the obfuscation techniques not being implemented.
**Andrubis.** Andrubis is a cloud-based malware detection technique proposed by Lindorfer et al. (2014). This technique combines both static and dynamic analyses on both Dalvik VM and the system level. First, it performs the static analysis by extracting the information including broadcast receivers, requested permissions, activities, services, SDK version and package name from the application manifest and its bytecode. Andrubis uses the modified DroidBox output to generate XML files that contain the analysed results. In the dynamic stage, it executes the application in a complete Android environment; during the execution its action is monitored at both the Dalvik and the system level. Other than this, Andrubis provides a web interface for users to submit Android applications and, so far, it has collected a dataset of over one million Android applications, 40% of which are malware. The only disadvantage of this technique is that it cannot track native codes. API calls that frequently happen in botnet are extracted from the Dalvik code, while the Andrubis is limited to the application’s API level 8.

**HELDROID.** HELDROID is a fully automated behaviour-based approach to recognise known and unknown ransomware and scareware (Andronio et al., 2015). This approach analyses the Android application statically and dynamically as well. By using the static taint analysis approach, it analyses the function calls flow. Its result is more accurate when compared to those of previous apps. Still, it has some limitations. Although they focus on the mobile case, the results shown are far from being accurate. Ransomware is a general problem, but in this approach, it is limited to mobile devices only. HELDROID is based on sentence structure; this needs internationalisation.

**CHALLENGES AND FUTURE DIRECTIONS**

In this section, we discuss the challenges and future directions based on the findings of our study. Research into Android botnets is still in its initial stages. Therefore, sufficient opportunity exists for the betterment of detection and prevention of botnet attacks. The following challenges will help the researchers, academics and industry players to enhance this field.

**Hybrid Approach Towards Android Botnet Detection**

There is no way to ignore the rising security threats to mobile devices at this time. Researchers and industry players have proposed different botnet detection techniques. Practically, most of the existing Android botnet detections are either static or dynamic, and can detect known and unknown Android botnets. As can be seen in Table 2, few of the existing detection techniques based on the hybrid approach have a low detection rate and maximum false-alarm rate. This is a disturbing discovery.

**Limitation of Mobile Devices**

Personal computers are considered a more suitable platform for botnet attacks compared with mobile devices. Mobile devices have certain limitations, such as limited power storage, limited memory storage, limited Internet access and resource constraints. They attract
cybercriminals because of the open environment they operate in as well as their availability, Internet connectivity and storage capacity.

Existing Android botnet detection techniques are based on the static and dynamic approaches. These require heavy battery consumption, which is the most crucial challenge in protecting mobile devices (Ali, Zain, Zolkipli, & Badshah, 2014). Furthermore, the dynamic approach of scanning and blocking malicious codes needs a runtime environment. This is a big issue for mobile devices due to their limited battery power.

**Internet Service Providers Should Also Provide Security Measurements**

One of the biggest challenges for Internet Service Providers (ISP) is to protect mobile device users from the botnet threats as they do not use static addresses. Mobile device users are continuously changing their location; this creates difficulties for ISPs.

**Difficulties in Estimating Botnet Size**

It is very difficult to estimate the botnet size. To the best of our knowledge, there is no technique that estimates the size of compromised bots in a botnet. With rapid developments in detecting botnet attacks in Android devices, researchers need to find a quantitative methodology to find the number of bots in a botnet (Odili & Kahar, 2016).

**CONCLUSION**

Android botnets are harmful to Android devices. The popularity of mobile devices has made it a soft target for potential attacks. This survey aimed to find the real threat behind Android botnets. We conducted a comprehensive survey of existing Android botnets and their detection techniques. We categorised the detection techniques according to their detection environment, such as static, dynamic and hybrid detection techniques. Limitations in the existing Android botnet detection techniques as well as their benefits are listed here in an organised way. To the best of our knowledge this is the most current organised survey on Android botnets and their detection techniques. This research will help both academics and industry players.
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**ABSTRACT**

Diabetes is one of the major life-threatening health problems worldwide today. It is one of the most fast-growing diseases that cause many health complications and a leading cause of decreasing life expectancy and high mortality rate. Many studies have suggested several different types of intervention to treat Type 1 diabetes such as insulin therapy, islet transplantation, islet xenotransplantation and stem cell therapy. However, issues regarding the efficacy, cost and safety of these treatments are not always well addressed. For decades, diabetes treatments with few side effects and long-lasting insulin independence has remained one of the most challenging tasks facing scientists. Among the treatments mentioned above, application of human islet transplantation in patients with type 1 diabetes has progressed rapidly with significant achievement. Again, the lack of appropriate donors for islet transplantation and its high cost have led researchers to look for other alternatives. In this review, we discuss very pertinent issues that are related to diabetes treatments, their availability, advantages, disadvantages and also cost.

**Keywords:** Cell therapy, diabetes economy, diabetes treatments, insulin, islet transplantation, stem cell therapy

**INTRODUCTION**

Diabetes mellitus is a life-threatening disease that might be complicated by cardiovascular and kidney diseases, ketoacidosis and skin conditions (Habener, 2004; Nathan et al.,...
Diabetes mellitus is a fast-growing metabolic disease (Kaul et al., 2013; IDF, 2015). In 2015, the International Diabetes Federation estimated that worldwide, more than 415 million people live with diabetes and 5% of that population are diagnosed with type 1 diabetes (IDF, 2015; ADA, 2017). The incidence of diabetes is dramatically increasing and predicted to more than double by the year 2040 (IDF, 2015). Patients with diabetes are costly to maintain and in 2015, it was shown to be an economic burden on the health maintenance schemes of undeveloped and developed countries, amounting to USD673 billion per annum, which is equivalent to 12% of total health expenditure (Guariguata, 2012). In Malaysia, prevalence of diabetes is growing and is expected to rise to 21.6% of the adult population by 2020. Statistics show that patients with type 1 diabetics are 0.6% of the whole population with diabetes in Malaysia (IDF 2015).

Diabetes is a chronic disease caused when the pancreas either does not produce sufficient insulin or the body fails to use insulin (IDF, 2017). Insulin facilitates cellular uptake of glucose and regulates carbohydrates and fat metabolism. In type 1 diabetes, insulin secreting cells are destroyed by autoimmune attack (Table 1). Although insulin injections or treatment using synthetic medication may temporarily control diabetes, these drugs cannot cure the disease.

### Table 1
**Autoantibodies against pancreatic antigens in type 1 diabetes**

<table>
<thead>
<tr>
<th>Auto-Ab</th>
<th>Abbreviation</th>
<th>Antigen Expression</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-insulin Abs</td>
<td>IAA</td>
<td>Pancreas</td>
<td>Detected in 50% type 1 diabetic children</td>
</tr>
<tr>
<td>Anti-glutamate decarboxilase Abs</td>
<td>GADA</td>
<td>Pancreas and nervous system</td>
<td>Found in 70%-80% newly diagnosed diabetics</td>
</tr>
<tr>
<td>Anti-insulinoma associated 2 Abs</td>
<td>IA2-A</td>
<td>Pancreas</td>
<td>Found in about 60% of type 1 diabetics</td>
</tr>
<tr>
<td>Anti-islet cell Abs</td>
<td>ICA</td>
<td>Pancreas</td>
<td>Detected in about 70%-80% newly diagnosed type 1 diabeticd</td>
</tr>
<tr>
<td>Abs against the zinc channel ZnT8</td>
<td>SCL338A</td>
<td>Pancreas</td>
<td>-</td>
</tr>
</tbody>
</table>

(Akerblom et al., 2002; American Association for Clinical Chemistry, 2016).

Recently, cell therapy was deemed to hold great potential for developing a permanent cure for diabetes. One of the most recent successes in cell therapy is islet transplantation in the bile duct of the liver in type 1 diabetics (Malka et al., 2000; Margener & Baillie, 1997). However, the main problem with this treatment method is the lack of compatible human islet sources for transplantation. Stem cells such as embryo and adult stem cells that can potentially differentiate into insulin secreting islet-like clusters and xenogeneic islet have shown some promising results for treatment of diabetes (Habener, 2004). However, the success of cell therapy in treating diabetes is limited by the lack of human pancreatic β-cells to produce insulin. Alternatively, it was suggested that other animal species could be used as sources of pancreatic β-cells. It was demonstrated in diabetic mice that some β-cells, for example, embryo blastocysts and
pancreas, liver, bone marrow and islet cells, from various mammalian species have the potential to reverse symptoms of diabetes (Wedemeyer et al., 2016).

**Insulin and Cell Therapies for Diabetes**

In the early 1920s, the extract of bovine pancreas cells injected in a diabetic patient reduced diabetic signs such as glycosuria and hyperglycemia. In 1921, insulin was discovered by Frederick G. Banting (Karamitsos, 2011). Since the advent of genetic engineering, many useful immunoproteins and hormones, including biosynthetic human insulin (Sara et al., 1998), can be prepared by recombinant DNA techniques and produced in various efficient expression systems including bacteria, yeast and mammalian cells (Razis et al., 2006; Abdul Razis et al., 2008, Tam et al., 2012). Direct treatment with naked DNA containing the gene of interest, the insulin gene, into the host tissue or selected organs is possible but this method faces a lot of uncertainty in terms of potential integration in the host genome that may lead to unwanted cell transformation. Until now, biosynthetic insulin and its analogues serve as the mainstay in diabetic treatment. Insulin therapy reduces diabetic signs; however, diabetics require frequent monitoring of blood glucose while experiencing various side effects, including hypoglycemia (Cryer et al., 2009), unusual ocular disturbance (Lee & Traboulsi, 2008), lipohyperthrophy (Blanco et al., 2013), hypersensitivity (Wong et al., 2007), anaphylaxis (Ghazavi & Johnston, 2011), hypertension (Arima et al., 2002), weight gain (Russell-Johnes & Khan, 2007), myocardial infarction (Malmberg et al., 2005), renal dysfunction (Patrick et al., 1992), hemolytic anemia (Dhaliwal et al., 2004) and gastrointestinal distress (Drugs, 2017).

**Edmonton Protocol**

In 1972, Lacy et al. (1972) showed that transplantation of islet allografts in the portal vein of pancreactomised patients reduced insulin independence for long periods. In 2000, the Edmonton Protocol was introduced by a University of Alberta research group (Shapiro et al., 2000; McCall & Shapiro, 2012). The Edmonton Protocol is a method of implantation of pancreatic islets for treatment of type 1 diabetes mellitus. This protocol reduced the risk of islet graft rejection and inhibitors such as inadequate islet cluster, insufficient prophylaxis, diabetogenic consumption and drugs that prevented attainment of insulin independence (Shapiro et al., 2000). According to the protocol, in order to gain sufficient islet quantity and complete insulin independence, islets of two to four donors are required to be harvested and transplanted into recipients. The optimum islet number for transplantation in type 1 diabetics is approximately 11,000 IEQ/kg body weight. In this protocol, the period of cold ischemia and the need for exposure to xenoprotein such as fetal calf serum, were minimised and the islets could be transplanted immediately after harvest without need of prior long-term freezing or *in-vitro* maintenance (Gagli, Shapiro, & Weir, 2005). The Edmonton Protocol success rate is 80% with insulin independence during the first year, although in the long term the results are quite varied (Ryan et al., 2002; Shapiro et al., 2006).
Stem Cell Therapy

Stem cells are unspecialised cells of multicellular organs with potential for differentiation into other cell types during the embryonic period or in adults. Pluripotent and multipotent stem cells can differentiate to other types of cell tissue to repair dysfunctional cells or maintain tissue or organ sustainability (Habener, 2004; Fuchs et al., 2004; Wagers & Weissman, 2004; Young et al., 2004). Stem cells have three main properties, which are, multipotency as in adult tissues, pluripotency as in the blastocyst of embryos and totipotency as in a fertilised egg. The most distinguishable characteristic of stem cells is their capacity for self-renewal, transmutability to other cell types, extreme motility and immune resistance in the host (Habener, 2004; Abraham et al., 2004; Yang, 2004).

Islet progenitor cells (IPC) are found not only in the islets but also in the ducts and acinar tissue of the pancreas (Tang et al., 2004; Pessina et al., 2004). The bone marrow, liver, umbilical cord blood cells and embryo stem cells are the origin of IPC. The IPC differentiate into an islet-like cluster (ILC) and is shown in vitro to have huge potential of proliferation and insulin secretion upon exposure to growth factors such as fetal serum, epidermal growth factor (EGF), nerve growth factor (NGF) and fibroblast growth factor (FGF). Treatment with proliferation and differentiation inhibitors provides the ILC with the ability to express and secrete insulin, glucagon, somatostatin, glucagon-like peptide-1 (GLP-1) and pancreatic polypeptide (PP) (Lechner & Habener, 2003). In addition, primary epithelial cells harvested from the skin, umbilical cord and intestine also have the capacity to differentiate into islets when maintained in the appropriate environment and culture medium. However, the insulin production and functionality of these epithelial cells are lower than that of native pancreatic islets (Lechner & Habener, 2003).

Islet precursor cells in the adult pancreas has been suggested to impact pancreas development during embryonic damage, such as those caused by surgery and drugs (Dor et al., 2004). Pancreatic β-cells can still maintain insulin secretion even in cases of insult to pancreatic tissues (Dor et al., 2004). Multipotent stem cells can regenerate new cells from damaged islets and can most probably differentiate into functional β-cells (Dor et al., 2004).

Islet Transplantation

Islet transplantation has been suggested to be the ultimate treatment for the recovery of glucose homeostasis in patients with type 1 or late type 2 diabetes (Figure 1). Functional transplanted islets alleviate hypoglycemia and reestablish glucose homeostasis through the restoration of insulin production. Type 1 diabetes can be cured by pancreas replacement. This was shown in pancreactomised diabetic dogs transplanted with fragments of the pancreas beneath the skin. The grafts kept the dogs alive even though they were not in physical contact with the digestive organs. This procedure was used in human experimentation with the grafting of sheep pancreas in a patient with type 1 diabetes. Unfortunately, although the graft improved the glycosuria, the patient did not survive after falling into diabetic coma (Gaglia et al., 2005).
The use of improved surgical procedures and immunosuppression drugs have increased the success rate of vascularised intact pancreas transplantation. Between 1988 and 2016, there were 29,962 cases of successful vascularised pancreas transplantation worldwide (United Network for Organ Sharing, 2016). However, the use of islet transplantation to achieve insulin independence and alleviate complications of type 1 diabetes is suggested to be superior to whole pancreas transplantation or insulin therapy. Islet transplantation causes fewer complications and side effects than insulin therapy and it is easier to perform compared to whole pancreas transplantation. Insulin therapy is effective only if the patient fully subscribes to the consumption protocol and dosage and follow-up regimen and is supervised by a professional healthcare team. It should be noted that the aim of pancreas or islet transplantation is to achieve insulin independence, increase quality of life and diminish secondary diabetes complications (Robertson et al., 2010). At the early stages of islet transplantation experiments using induced diabetic rodents as models, the islets were shown to reverse diabetes. Transplantation of islet allografts at various sites on the body of diabetic rodents temporarily improved insulin requirement, but did not reverse diabetes for a period long enough to achieve complete insulin independence (Ballinger & Lacy, 1972; Najarian et al., 1977).

**Islet Xenotransplantation in Diabetes**

Currently, islet allotransplantation procedures are limited by lack of donor sources (Collaborative Islet Transplant Registry, 2009; Shapiro, 2011; Thompson et al., 2011; Hani et al., 2010; Hani et al., 2014). For that reason, over the last decade, fewer than 1000 islet transplantation procedures have been performed worldwide (Collaborative Islet Transplant Registry, 2009). To overcome the shortage, alternative sources of islets have been proposed including pigs, non-human primates, cattle, sheep, goats and fish (Hani et al., 2010; Hani et al.,
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2014; Vakhshiteh et al., 2013; Hani et al., 2015; Hani et al., 2016; Hani et al., 2017; Kean et al., 2006). Although the best source of islets for human transplantation are non-human primates, due to issues like genetic homogeny, and ethics, safety and logistics, other sources have been investigated. Pig islets are one potential source for xenotransplantation for humans because of compatibility based on similarity to insulin molecules and glucose kinetics between these species (van der Windt et al., 2012). However, among Muslims, tissues from porcine sources are not generally acceptable for human transplantation.

As with all tissue transplantations, outbred diversity, heterologous immunity and MHC expressions are barriers to long-term xenograft survival; thus, islet transplantation needs to address these issues of immune response and rejection, for instance, through immunosuppression and encapsulation (Thompson et al., 2011).

**Safety Issues in Islet Therapy for Diabetes Mellitus**

**Stem cell therapy.** Stem cells such as mesenchymal, embryonic and hematopoietic stem cells, have the potential for differentiation into insulin-secreting or islet-like cluster cells. Some pancreatic islet cells or islet progenitor cells can differentiate into new insulin-secreting cells to replace injured and old β-cells that are undergoing apoptosis (Figure 1) (Kirk et al., 2014). In cell therapy for type 1 diabetes, adult stem cells are probably more suitable than embryonic stem cells. Adult pluripotential stem cells are teratogenic and their use give rise to fewer ethical issues. Adult pluripotent stem cells readily differentiate into the tissue cells of their origin and would be of greater application in cell replacement therapy for diabetes. However, diabetes treatment methods using these stem cells are still not fully developed for use without dire adverse consequences (Habener, 2004).

**Safety of islet transplantation.** Islets are fraught with the tendency to undergo apoptosis, diminished functionality and viability during purification (Lipsett et al., 2006). The isolation and purification of islets from the pancreas are governed by the presence of growth factors, supportive matrix and physical and chemical stresses, such as osmotic, hypoxia and mechanical stresses, that determine the survival of the cells. Thus, optimisation of the islet isolation procedure is imperative for obtaining viable cells for transplantation.

The success of islet transplantation is also determined by the site on the body, glucose and lipid concentrations (Lipsett et al., 2006) and the immunosuppressive drugs used. Graft sites that are naturally well-nourished and with an environment conducive for transplantation will increase the success of the treatment. In a recent study, the islets were first encapsulated with an immunoprotector to avoid destruction by the immune system while retaining their ability to communicate with the environment (Lipsett et al., 2006).

Although anti-rejection regimens for both islet and pancreas transplantation recipients are the same, however, complications arising from pancreas transplantation are higher than from islet transplantation (Moassesfar et al., 2016). Whole pancreas transplantation is most common
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for patients with pancreatitis and pancreas dysfunction or failure, while islet cell transplantation is usually recommended for those patients with islet mass loss or destruction, mostly in type 1 diabetes. Therefore, in type 1 diabetes, it is not necessary to transplant the whole pancreas even if it is less costly compared to islet transplantation. As the pancreas is a multifunction organ, if the graft is rejected by the immune system of recipients, then the whole organ, rather than just the islet cells, must be replaced.

Islet xenotransplantation. Safety protocols for islet transplantation are also applicable for islet allotransplantation and xenotransplantation. Among issues associated with transplantation is the transmission of infections. To ensure success of transplantation, precautions have to be taken to avoid transmission of infectious agents from the donor and the environment to the recipient (U.S. Food and Drug Administration, 2003; Mueller et al., 2011). One threat of infection concerns the use of porcine islet cells. Porcine endogenous retrovirus infection in islets is often a threat in xenotransplantation. Other infectious agents such as the cytomegalovirus, herpes virus and lymphotropic herpes virus as well as bacteria that are resident in porcine islets can pose a threat to recipients. Thus, to avoid infections, the animals serving as sources of islets must first be screened to ensure they are free from zoonotic organisms. However, it is often difficult to avoid contamination by infectious agents because the porcine retrovirus genome, for instance, is integrated in the animal genome and can go undetected and in this way, be transmitted to recipients during transplantation (van der Windt et al., 2012; Zhu et al., 2014).

Economics

To ensure the safety of recipients, animals like pigs that are the source of islets must be bred in expensive sterile and clean facilities. It is estimated that a facility complete with the equipment for cleaning breeding of 100 animals can cost more than USD10 million with a maintenance cost of between USD1 to 2 million per year. However, these breeding facilities are necessary to ensure supply of islets that are clean and safe for human use (van der Windt et al., 2012).

Based on reports, the cost of insulin therapy over the long term is higher than islet cell transplantation (Berwick, 2016). In 2016, the cost of insulin therapy was estimated at $71,000 per quality-adjusted life year (QALY) (Berwick, 2016), while for islet transplantation it was estimated at $50,000/QALY. The initial cost of islet transplantation is higher than that of insulin therapy, but over the years, due to continuous and long-term application, the total cost of insulin therapy eventually becomes much higher than that of islet transplantation (Beckwith et al., 2012).

Pancreas transplantation is marginally cheaper at a total cost of USD135,000 than islet cell transplantation at USD139,000. These expenses were calculated based on the cost of transplantation procedures and hospitalisation after surgery (Table 2).
Table 2
Comparison between treatments for type 1 diabetes

<table>
<thead>
<tr>
<th>Therapy</th>
<th>Type</th>
<th>Global practice rate</th>
<th>Cost</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insulin Injection</td>
<td>Recombinant Animal</td>
<td>23.9 million (2000) 60,000 injections throughout lifetime&lt;sup&gt;a&lt;/sup&gt;</td>
<td>$663,000/20years $71,000 QALYs&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Easy access and personally practicable; Temporarily capable of controlling blood glucose level&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Hypoglycemia, unusual ocular disturbance, dermatologic reaction (lipothperthrophy), hypersensitivity, immunologic response (anaphylaxis), hypertension, weight gain, myocardial infarction, renal dysfunction, hemolytic anemia and gastrointestinal distress&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Pancreas Transplantation</td>
<td>Intact</td>
<td>2328/year&lt;sup&gt;d&lt;/sup&gt; (Mean total cost incorporating complications)</td>
<td>$134,750&lt;sup&gt;e&lt;/sup&gt;</td>
<td>One proper donor may be sufficient&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Proper donor shortage; Need surgery; High rejection risk&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Partial</td>
<td>&lt;100/year&lt;sup&gt;f&lt;/sup&gt;</td>
<td>$659,000/20year $61,000 QALYs $139,000&lt;sup&gt;g&lt;/sup&gt; (Mean total cost incorporating second islet transplants (ITA)&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>No surgery procedures necessary; Less post-transplantation complication compared to pancreas transplantation; Consistent islet yield&lt;sup&gt;i&lt;/sup&gt;</td>
<td>Lack of donors; More than one donor may be needed to achieve insulin independency; Need isolation processing; Transplanted β-islet cells may be rejected within several years and must be repeated every couple of years at a cost of $120,000 per transplant&lt;sup&gt;i,j&lt;/sup&gt;</td>
</tr>
<tr>
<td>Islet Transplantation</td>
<td>Auto</td>
<td>&lt;100/year&lt;sup&gt;l&lt;/sup&gt;</td>
<td>$60,700 QALYs&lt;sup&gt;s&lt;/sup&gt;</td>
<td>No isolation procedure necessary; Proliferation and maturation in vivo</td>
<td>Not fully functional until &gt;4 months after transplantation; Nonsurvival C-section in sow; Need for many foetuses</td>
</tr>
<tr>
<td></td>
<td>Allo</td>
<td>Not routinely practised</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Islet Xenotransplantation</td>
<td>Fatal</td>
<td>Not routinely practised</td>
<td>$60,700 QALYs&lt;sup&gt;s&lt;/sup&gt;</td>
<td>No isolation procedure necessary; Proliferation and maturation in vivo</td>
<td>Not fully functional until &gt;4 weeks</td>
</tr>
<tr>
<td></td>
<td>Neonatal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Young</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Adult</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stem cells</td>
<td>Polypotent</td>
<td>N/A</td>
<td>N/A</td>
<td>Can be harvested from adult tissues (Habener, 2004); Unlimited sources of β-cell&lt;sup&gt;i&lt;/sup&gt;</td>
<td>Teratogenic behaviour; Auto-immune attack by recipient body against autograft stem cells&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Multipotent</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Al-Tabakha et al. (2008); <sup>b</sup>Beckwith et al. (2012); <sup>c</sup>Insulin side effects (2017); <sup>d</sup>Estimated number of organ transplantations worldwide in 2014 (2014); <sup>e</sup>Moussesfar et al. (2016); <sup>f</sup>Islet Transplantation Technology (2010); <sup>g</sup>van der Windt et al. (2012); <sup>h</sup>Habener (2004).
CONCLUSION

Cell therapy, whether with islets or stem cells, is a promising treatment for type 1 diabetes that could provide long-lasting insulin independence. However, these methods of therapy for diabetics are limited by cell quality, donor availability and financial constraints. In the final analysis, the choice of therapeutic means is governed by reliability of the technique to provide a long-lasting cure for diabetes. Currently, cell therapy is only affordable by the affluent and is not within the means of low-income patients. Given more time and with greater advances in technology, cell therapy for diabetics may be affordable for all.
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ABSTRACT

This paper presents an optical double-ring resonator system of which the design and analytical model are demonstrated to be useful as a novel force in micro-Newton measurement-sensing devices based on optical sensors. The sensing application can be accomplished by changing the optical filtering characteristic of an optical resonance structure such as the ring resonator system. Together with the concept of stress/strain and the elastic modulus of the waveguide material, the relationship between a slightly different value in the exerted force acting on the sensing unit and a difference in the waveguide length can be evaluated. Indeed, changing the optical path length (the waveguide length) causes the difference in peak spectrum of the filtering signals obtained from a ring resonator system. Hence, by measuring the spacing shift between the sensing and setting peak signal in the considered channel, the measurement of a slightly different value in the exerted forces on the sensing unit can be achieved. From the simulation results, an exerted force in small-scale ranges from 10 μN to 50 μN have been evaluated by measuring a spacing shift between the peak signals ranging from 35 pm to 225 pm. In this study, the potential of using such a double-ring resonator device for a force in micro-Newton sensing application is studied and discussed.

Keywords: Force sensing, optical sensors, optical resonance, optical filter, ring resonator

INTRODUCTION

Force sensing is crucial especially in micro-manipulation for monitoring mechanical behaviour or generating feedback signals for robotic systems in order to execute reliable operations and avoid damaging fragile objects such as the micro-force sensor used in minimally invasive surgery (Peirs et al., 2004; Baki et al., 2012; Abushagur et al., 2014). In
addition, when manipulating biological cells, encountered forces are typically found in micro-
Newton measurement, which the sensing devices use through microfabrication techniques. Various research methods in this field have been used such as the design and fabrication of a force sensor based on silicon micro-machining technology (Jin & Mote, 1998; Cappelleri et al., 2011), magnetic resonance imaging as a fibre-optic force sensor (Tokuno et al., 2008; Marchi et al., 2016), a microfiber-coupler-based reflective sensor, fabricated by fusing two twisted optical fibres and then connecting the two ends to form a Sagnac loop (Chen et al., 2014) and a parallel plate structure (Tan et al., 2011). Some methods used indirect measurement techniques as capacitance-based force measurement (Enikov & Nelson, 2000), with many micromachining steps of fabrication work (Zadeh et al., 2017). The piezo-resistive cantilever force measurement technique has also been used through electrical conversion of small gauges (Beyeler et al., 2007; Li et al., 2009; Alcheikh et al., 2013; Caseiro et al., 2014) and by using a composite material consisting of a conductive ink and silicon elastomer (Cho & Ryuh, 2016). However, the implementation of these measurement methods are difficult to conduct in micro-electromechanical systems due to complications in using the devices and the fabrication costs.

Ring resonators have been receiving extensive attention as useful micro-components, without any unnecessary electronic parts, in optical systems. Many of the potential applications have been investigated and proposed, such as optical logic gate operators (Bao et al., 2014; Rakshit & Roy, 2014), optical switch (Yan et al., 2010), nonlinear signal processing (Dumeige et al., 2005; Yupapin & Suwancharoen, 2007) and optical filters (Yang et al., 2003; Liao et al., 2007; Ma & Ogusu, 2011). In this paper, the design and simulation results of the proposed system consisting of two micro-ring resonators to be used as a force-sensing device are presented. The potential of using such a proposed system for measuring force in micro-scale levels is also examined and discussed.

THE PROPOSED RING RESONATOR SYSTEM

The proposed ring resonator system, of which the schematic diagram is shown in Figure 1, is employed as a micro-force sensing device. The system consists of two ring resonators, \( R_1 \) with an optical input port, and \( R_2 \) as a sensing unit with an optical drop port. In operation, a Gaussian light pulse from a monochromatic light source is used as the optical input signal that launches the system. The input signal is considered a function that consists of a constant light field amplitude, \( E_0 \), and random phase modulation, which is the combination of an attenuation, \( \alpha \), and a phase constant, \( \phi_0 \), resulting in temporal coherence degradation. In the equation where \( L \) is the propagation distance, the time-dependent input optical field, \( E_{in}(t) \), can be expressed as:

\[
E_{in}(t) = E_0 \exp \left[ -\alpha L + j\phi_0(t) \right]
\]  

[1]

When the Gaussian pulse is propagating through the ring resonator system, in the direction shown in Figure 1, the resonant optical fields are formed and then appear separately at the
throughput port and drop port of the system, which are represented by $E_{th}$ and $E_{drop}$, respectively. The relations between each optical field output, $E_{th}$ or $E_{drop}$, and the optical field input, $E_{in}$, in each round trip calculation can be expressed as:

$$\left|\frac{E_{th}}{E_{in}}\right|^2 = \frac{(1-\kappa_1)y_1^2-2x_1x_2y_1\sqrt{1-\kappa_1}e^{-\frac{a_1}{2}L_1}\cos(knL_1)+y_1y_2e^{-aL_1}}{y_1^2-2x_1x_2y_1\sqrt{1-\kappa_1}e^{-\frac{a}{2}L_1}\cos(knL_1)+(1-\kappa_1)y_1y_2e^{-aL_1}}$$  \[2\]

$$\left|\frac{E_{drop}}{E_{in}}\right|^2 = \frac{y_1\kappa_1\kappa_2y_3e^{-\frac{a}{2}(L_1+L_2)}}{y_1^2-2x_1x_2y_1\sqrt{1-\kappa_1}e^{-\frac{a}{2}L_1}\cos(knL_1)+(1-\kappa_1)y_1y_2e^{-aL_1}}$$  \[3\]

where, the optical field, $E_{in}$, propagates within each part, $i$, of the ring resonator system, as well described by Rabus (2002). The specified constant quantities of $C_n, x_n$ and $y_n$ are given in Table 1.

<table>
<thead>
<tr>
<th>Optical Fields, $E_{i}$</th>
<th>Constant Quantities, $C_n, x_n, y_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1 = E_{in}\sqrt{\kappa_1} + E_4\sqrt{1-\kappa_1}e^{-\frac{a_1}{2}L_1-kn\frac{L_1}{2}}$</td>
<td>$C_1 = 1 - \sqrt{1-\kappa_1}\sqrt{1-\kappa_2}e^{-\frac{a_1}{2}L_1-knL_1}$</td>
</tr>
<tr>
<td>$E_2 = E_{in}\sqrt{\kappa_2}e^{-\frac{\pi}{2}-jk\frac{L_2}{2}} + E_3\sqrt{1-\kappa_2}e^{-\frac{\pi}{2}L_2-kn\frac{L_2}{2}}$</td>
<td>$C_2 = \sqrt{1-\kappa_2} - \sqrt{1-\kappa_1}e^{-\frac{\pi}{2}L_1-knL_1}$</td>
</tr>
<tr>
<td>$E_3 = E_3\sqrt{1-\kappa_2}e^{-\frac{\pi}{2}L_2-kn\frac{L_2}{2}}$</td>
<td>$x_n =</td>
</tr>
<tr>
<td>$E_4 = E_4\sqrt{\kappa_2}e^{-\frac{\pi}{2}L_2-kn\frac{L_2}{2}} + E_1\sqrt{1-\kappa_2}e^{-\frac{\pi}{2}L_2-kn\frac{L_2}{2}}$</td>
<td>$y_n =</td>
</tr>
</tbody>
</table>

Equations [2] and [3] indicate that the ring resonator system in this particular case is similar to a Fabry-Perot cavity, which consists of two parallel highly reflecting mirrors that function as a fully reflecting mirror, $\kappa$, and a field reflectivity, $(1-\kappa)$, where $\kappa$ is the coupling coefficient. The details of the specific variables are as follows: the linear absorption coefficient is $\alpha$, a roundtrip loss coefficient is $e^{-\alpha L_i/2}$, the linear phase shift is $\phi_i = k n_i L_i$, the waveguide length of the ring radius $R_i$ is $L_i = 2\pi R_i$, and $n_i$ is the refractive index of the waveguide material of $R_i$.

In operation, the input optical field with a specified wavelength, $E_{in}$, i.e. a Gaussian pulse from a monochromatic light source, is launched into the proposed ring resonator system, of which the appropriate parameters, such as the radius of the rings (waveguide length) and the coupling coefficients, must be assigned so that the transmitted output signals can be controlled.

Figure 1 shows, in principle, while propagating within the ring system, the input light pulse is divided and sliced as the discrete signal by the first ring, $R_1$, and then spread to the another ring, $R_2$, with the direction as shown in the figure. Finally, the required signals are obtained separately via the throughput port and the drop port of the ring system.
SIMULATION RESULTS

Normally, the optical Vernier effects, which have a potential for use in high-resolution distance measurement, can be generated by using an optically resonant structure such as a micro-ring resonator (Boeck et al., 2010). A Gaussian input with a specified wavelength ranging from 1.545–1.555 μm (C-band), 10 nm bandwidth and a peak power of 0.2 W, can be propagated through the proposed system. Thereafter, the resonant outputs each at the throughput port and the drop port are obtained with the optical Vernier effects as shown in Figure 2. In this work, the ring resonator system is proposed to be useful as a force in a micro-scale sensing devices. Micro-sensing can be performed by measuring the spacing shift among the setting and sensing peak spectrum signals that are obtained from the drop port of the system. In order to associate the system with a practical device (Takara et al., 2002; Xu et al., 2004), the system parameters are specified as follows: the ring radius $R_1 = 300 \mu m$ and the sensing unit ring $R_2 = 60 \mu m$. The refractive index of the waveguide material is fixed at $n = 3.47$ (Si–Crystalline silicon). The coupling coefficients, $\kappa$, of the system ranges from 0.10-0.20. The waveguide (ring system) loss is considered to be $\alpha = 0.5$ dB/mm. For simplification, the optical field relation does not take into account the coupling losses (Rabus et al., 2002). In operation, the signal wavelength shift resolution in a nano-scale region within the interferometer ring $R_2$ can be achieved by changing its optical path length. For instance, the force exertion can be performed as a diffused force acting on the thin film, which is coated on the sensing unit; hence, the optical path length of the sensing unit within the thin film is also changed concurrently during the force exertion. The change in optical path length is related to the change in exerted force on the sensing unit, which is according to the stress/strain of the waveguide material. Finally, the setting and sensing signal are observed and compared to evaluate an amount of the exerted force on the sensing unit.

Figure 1. Schematic diagram of the proposed ring resonator system
The concept of stress and strain on the sensing unit by the elastic modulus of the waveguide material, which causes the difference in peak spectrum of the output signals, and the relationship between the exerted force and the change in waveguide length, can be expressed by equation \([4]\) and \([5]\), respectively.

\[
Y_0 = \frac{\text{Stress}}{\text{Strain}} = \left(\frac{F}{A_0} \times \frac{L_0}{\Delta L}\right) \quad \text{[4]}
\]

\[
F = \left(\frac{Y_0 A_0}{L_0}\right) \times \Delta L \quad \text{[5]}
\]

where, \(F\) is the exerted force in a small-scale ranging from 10 μN to 50 μN, \(Y_0\) is Young’s modulus of the waveguide material, which is approximately 160 kN/mm² for the Si–Crystalline silicon (Hopcroft et al., 2010). The initial cross-sectional area of the sensing unit waveguide is represented by \(A_0\), which is specified as 0.054 μm², while \(L_0\) is the initial waveguide length, which equals to \(2\pi R_2\) μm, and \(\Delta L\) is the change in waveguide length.

Figure 3 shows the simulation results of the proposed system as the setting spectrum signal (no force exertion) compared with each sensing spectrum signal, with the exerted force given as 10 μN, 20 μN, 30 μN, 40 μN and 50 μN, resulting in the changes in a spacing shift among the sensing and setting peak signal; this can be seen for instance in Channel 1 as approximately 35 pm, 72 pm, 110 pm, 149 pm and 189 pm, respectively.

Figure 4 shows the comparison between the setting and sensing spectrum signal in the other channels, Channel 2, Channel 3 and Channel 4, with the same mentioned conditions. The changes in spacing shift among the setting and sensing signal in each condition and channel are given by the figure.

By the well-known linear regression, with more than 99% of \(R^2\), the linearity relations between the exerted forces and the free spectral range shifts of each considered channel, such as ch.1 to ch.4, have been illustrated as in Figure 5.
Figure 3. Simulation results of the comparing spectrum between the setting and sensing spectrum that can be obtained by the ring resonator system while exerting a force of 10 µN, 20 µN, 30 µN, 40 µN and 50 µN on the sensing unit.

Figure 4. Simulation results of the comparing spectrum between the setting and sensing spectrum in channel 2, 3 and 4, a) for the setting state, b), c), d), e) and f), for a force exertion of 10 µN, 20 µN, 30 µN, 40 µN and 50 µN, respectively.
DISCUSSION

Although the proposed ring resonator system has the potential to be useful as a micro-force sensing device, there are significant uncertainties to be considered for its proper function. These uncertainties are listed below.

S1. Errors in the fabrication process: The proposed ring resonator system is designed to function within specific parameters, such as the ring radius, the coupling coefficients and the refractive index of the waveguide material. In practice, the resonant response of the ring resonator system needs to be customised for a particular device since the fabrication process may have some unavoidable errors in the required system parameters that would result in errors in the resonant outputs of the actual device. The most typical and straightforward approach for tuning the resonant response of a micro-ring resonator is to change the refractive index of the waveguide material, using perhaps the thermo-optic or electro-optic effect method, which applies the heat or electrical field to the waveguide (Prasad et al., 2016; Kim, 2015). The carrier injection method aims to change loss parameters and a refractive index of the material (Bulutay et al., 2010). The chemical method uses the chemical potential of graphene to tune the refractive index of the waveguides (Perez et al., 2016; Xing & Jian, 2017). Therefore, in order to function properly, the fabrication work must take into account the waveguide tuning techniques, which were not considered in this investigation.

S2. Elasticity of doped silicon: Generally, silicon wafers are not made of pure silicon, but usually have a certain amount of chemical impurities that are added to control the wafers’ properties; this is called doping. The volume of the doping atoms on crystalline silicon is normally negligible but it may have an effect on the elastic behaviour of the waveguide.
However, the changes typically decrease by 1%-3% in heavy doping (Hopcroft et al., 2010); this percentage of doping can be neglected.

S3. Elasticity of thin film: As the force exertion is performed by a diffused force acting on the thin film, which is coated on the sensing unit, in practice, the change in the optical path length of the waveguide may also be influenced by the elasticity of the thin film. It is difficult to identify by how much the sensing results are exactly affected by the elasticity of the thin film since it can be made up of a variety of materials. However, the thin film could be made up of Low-Density Polyethylene (LDPE), which has a variety of applications in industry, of which Young’s modulus is 150 N/mm² (Molaei, 2016), corresponding to 0.094% with respect to Young’s modulus of the waveguide material (Si-Crystalline silicon), which can be neglected.

CONCLUSION

In this paper, an optical ring resonator system of which the resonant outputs were observed and compared to be useful as a force in a micro-scale sensing device was presented. The sensing application can be accomplished by evaluating the changes in the filtering characteristics together with the concept of stress/strain and the elastic modulus of the waveguide material. In operation, the force exertion can be performed as a diffused force acting within the thin film that is coated on the sensing unit, of which the optical path length can also be changed proportionally to the amount of the exerted force. From the simulation results, the exerted force ranged from 10 μN to 50 μN upon the sensing unit; this can be evaluated as the spacing shift between the setting and sensing peak signal of 35 pm to 225 pm. The sensing relation was obtained as good linearity, with more than 99% of R².
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ABSTRACT

This study investigated distributions, composition patterns, sources and potential toxicity of polycyclic aromatic hydrocarbon (PAHs) pollution in surface sediments from the Kim Kim River and Segget River, Peninsular Malaysia. The samples were extracted using Soxhlet extraction, purified using two-step silica gel column chromatography and then analysed by gas chromatography mass spectrometry (GC-MS). The total PAH concentrations ranged from 95.17 to 361.24 ng g\(^{-1}\) dry weight (dw) and 330.09 to 552.76 ng g\(^{-1}\) dw in surface sediments from the Kim Kim and Segget Rivers, respectively. Source type identification using PAH molecular indices and hierarchical cluster analysis (HCA) indicated that PAHs were mostly of pyrogenic origin, while in some stations petrogenic sources had a significant portion. A PAH toxicity assessment using sediment quality guidelines (SQGs), mean effect range-median quotient (M-ERM-Q), benzo[a]pyrene (BaP) equivalent concentration and BaP toxicity equivalent quotient (TEQ\textsuperscript{carc}) indicated low probability of toxicity for both the Kim Kim and Segget Rivers. Moreover, the human health risk assessment applying Cancer Risk\textsubscript{ingestion} and Cancer Risk\textsubscript{dermal} indicated that probabilistic health risk to humans via ingestion and dermal pathways from sediments of the Kim Kim and Segget Rivers can be categorised as low-to-moderate risk.

Keywords: Kim Kim River, Segget River, Malaysia, pollution sources, Polycyclic Aromatic Hydrocarbons (PAHs), sediment, ecological risk assessment, human health risk assessment
INTRODUCTION

Johor State is one of the most developed states of Malaysia (Alkhadher et al., 2016), located in the southern part of Peninsular Malaysia. It is connected to Singapore by the Straits of Johor. The population size and density of Johor State have increased continuously in the last two decades. In 2012, the population of Johor State rose from 2.76 million in 2000 to 3.46 million (increase over 25%) (DOSM, 2014a, 2014b). Increase in the population size and density, quick development (industrialisation, urbanisation, agriculture and aquaculture) and marine transportation in Johor State and along the coastal areas of the Johor Straits can result in comprehensive physical and chemical changes in the aquatic environment. Industrial development in the region has also resulted in increase in the usage of petroleum and its derivatives as sources of energy. As a consequence, petroleum hydrocarbon contaminants released into this environment became significant. The Kim Kim River and Segget River run through Johor State. Pollutants, including polycyclic aromatic hydrocarbons (PAHs), originating from anthropogenic activities such as petrol combustion, industrialisation and multiple diffuse sources in Johor State and the neighboring area are released into the rivers via dry and wet deposit, urban runoff and direct input. It was reported that the Segget River is grossly polluted by domestic sewage (Lye & Eng, 1988; Tung et al., 2013).

Polycyclic aromatic hydrocarbons (PAHs) are categorised as one of the most important classes of contaminants. They have two or more benzene rings with variable physicochemical properties (Neff, 1979). PAHs are widely distributed in diverse ecosystems, including freshwater and marine, and they have drawn significant attention due to their persistence and toxicity and mutagenic, teratogenic and carcinogenic effects (Cao et al., 2009).

Many studies have reported that urban and riverine runoff (Alkhadher et al., 2015; Lipiatou et al., 1997; Magam et al., 2015; Motelay-Massei et al., 2006) and atmosphere (Liu et al., 2007b; Tsai et al., 2002) are the two most important transportation pathways of contaminants of the aquatic environment. Hoffman et al. (1984) demonstrated that urban runoff comprised 71% HMW PAHs and 36% total PAHs input into Narragansett Bay. This is consistent with Oros et al. (2007), who suggested that 51% of total PAH in the San Francisco Bay was transported by storm water runoff. The sources of PAHs in urban runoff are wear of asphalt surfaces, abrasion of vehicle tires, car exhaust and used crankcase oils (Takada et al., 1991). Incomplete combustion derived PAHs emitted into the atmosphere from different sources enter the water column directly via dry and wet deposition or are indirectly deposited to the terrestrial environment and urban runoff; they include street dust and storm water discharge, which are finally transported to the aquatic ecosystem.

PAHs can originate from natural processes, but the major source of PAH input is generally from anthropogenic activities (Keshavarzifard et al., 2017a; Keshavarzifard and Zakaria, 2015; Keshavarzifard et al., 2015; Masood et al., 2016). As for pollution due to anthropogenic activities, the origins are classified as pyrogenic PAHs (from high temperature incomplete combustion of organic matter) and petrogenic PAHs (from fresh petroleum input). Nevertheless, pyrogenic PAHs i.e. incomplete combustion derived PAHs can be adsorbed or absorbed to airborne organic particles and moved long distances by wind and other atmospheric phenomena.
Due to lipophilic characteristic, PAHs are mostly partitioned with organic matter in the environment and undergo sedimentation (Keshavarzifard et al., 2017b); however, occasionally these contaminants are not partitioned with organic matter, which indicates existence of soot particles in sediments (Gustafsson & Gschwend, 1997). PAH compounds are associated with soot particles and transported in long-range atmospheric pathway (Pereira et al. 1999). Petrogenic PAHs (associated with particles containing organic carbon) and pyrogenic PAHs (partitioned with airborne particles) reach the surface layers of river and marine water columns and pass through the water columns and then settle down in the bottom sediments. It was reported that the sorption of hydrocarbons in sediments is influenced largely by the content of organic carbons, particle size distribution and the octanol-water partition coefficients of the pollutant (Gustafsson et al., 1996). This statement is consistent with those reported by Karickhoff and Brown (1978) and Karickhoff et al. (1979). It was suggested that petroleum hydrocarbons deposited in sediments are more likely to partition into porewater than pyrogenic PAHs associated with soot particles (McGroddy & Farrington, 1995). Usually HMW PAHs i.e. 4-, 5- and 6-ring PAHs, which are heavier than LMW PAHs i.e. 2- and 3-ring PAHs, are placed in the centre of the particles and the LMW PAHs are placed around the particles and become heavier and then undergo sedimentation. Pyrogenic and petrogenic PAHs release into the river and marine ecosystems and then undergo dispersion, evaporation, settlement in the sediments, weathering, chemical changes, photooxidation and microbial degradation (bacteria and fungus) in short- and long-term periods (Aldarondo-Torres et al., 2010; Irwin, 1997; Mai et al., 2002; Neff, 1979; Ünlü et al., 2010).

The objectives of this study were: (a) to assess the concentration and distribution of 16 USEPA PAHs in surface sediment from the Kim Kim and Segget Rivers; (b) to identify the PAH sources using molecular indices; (c) to evaluate the toxicity potency and human health risk of PAHs. The results of this research in conjunction with long-term study of PAHs in the Malacca and Johor Straits enrich our knowledge of the distribution and pathways of PAHs in this region and introduce useful information about PAH pollution in order to improve regulations and consequently the environmental quality of the study area.

METHODOLOGY

Sampling
In May 2013, six surfacial sediment samples (0-4 cm) were collected from the Kim Kim and Segget Rivers using an Ekman Dredge sampler. The location of the sampling stations are shown in Figure 1 and Table 1. The top 4 cm of surface layer was carefully removed to identify modern input. After separating the organisms and shell debris from sediments at each sampling station, the samples were immediately placed in previously cleaned aluminum containers and Ziploc bags, and then stored in athe cooler box with dry ice. The samples were subsequently freeze-dried and stored at −20°C before analysis.
Each sediment sample was extracted, purified and fractionated according to the method explained in Zakaria et al. (2002). In summary, hydrocarbons were extracted by Soxhlet Apparatus using 200 mL dichloromethane (DCM) for 10 h. A volume of 50 μL of 10 μg g⁻¹ surrogate internal standards (SIS), namely naphthalene-d₈, anthracene-d₁₀, chrysene-d₁₂, and perylene-d₁₂, were added to the sample aliquot before extraction. The SIS compounds were used for recovery verification. The extraction was purified and fractionated through first- and second-step silica gel column chromatography. The extract was rotary evaporated and sulfur interference was removed using activated copper. The extract was allowed to pass through a silica gel column containing 5% H₂O-deactivated silica gel to purify non-polar compounds such as hydrocarbons. The hydrocarbon compounds (alkanes, hopanes, linear alkyl benzenes (LABs), PAHs and many more) were fractionated using a fully activated silica gel column (0.47 cm i.d × 18 cm height). A volume of 16 mL rinsing solution (hexane-DCM 3:1 v/v) was added. The
amount of PAH fraction was further reduced by rotary evaporator and a gentle stream of pure
N<sub>2</sub> gas. The final fraction was then adjusted to 200 μL with isoctane containing a 10-ppm
internal injection standard (IIS), p-terphenyl-d<sub>10</sub>. Analysis of PAHs was performed by GC-MS
Shimadzu QP5050A model and a BPX-5MS fused-silica capillary column (30 m by 0.25 mm
i.d., 0.25-μm film thickness). The oven temperature was ramped from 60 to 260°C at 6°
min<sup>-1</sup>, and then held for 15 min. An aliquot 1 μL of purified sample was injected into the GC-
MS injector. The oven temperature started at 70°C for 2 min with a ramp of 30°C.min<sup>-1</sup> until
150°C. The temperature was further increased to 310°C with an increasing rate of 4°C.min<sup>-1</sup> for
15 min. The 16 PAHs detected in sequence were as follows: naphthalene (Nap), acenaphthylene
(Acy), acenaphthene (Ace), fluorene (Fl), phenanthrene (Phe), anthracene (Ant), fluoranthene
(Fluo), pyrene (Py), benzo[a]anthracene (BaA), chrysene (Chr), benzo[b]fluoranthene (BbF),
benzo[k]fluoranthene (BkF), benzo[a]pyrene (BaP), indeno[1,2,3-cd]pyrene (InP), dibenzo[a, h]anthracene (DBA), and benzo[ghi]perylene (BgP).

Total Organic Carbon (TOC) Analysis

TOC content of sediment sample was identified using a LECO CR-412 carbon analyser. Carbonates were eliminated by 2 mL of 1 M HCL at 100°C overnight before TOC identification
(Nelson & Sommers, 1996).

Quality Control and Assurance

Quality control of sediment samples was applied to ensure the accuracy and precision of
the analytical procedure. Surrogate internal standards were used to examine the recovery
percentage of each sample. The recovery rates of 16 individual EPA PAHs ranged from 81% to
110%. Quantification of PAH compounds was processed based on external calibration curves
using standard mixtures of PAH. Determination of target compounds was achieved based on
matching target compound ionisation and retention times with the standard mixture of PAHs.
Internal injection standard (p-terphenyl-d<sub>14</sub>) was used for quantitation and identifying injection
error. Procedural blanks were subjected for every batch of four samples; no contamination was
detected in the analytical system and glassware.

RESULTS AND DISCUSSION

Distribution of PAHs in Surface Sediments

Analytical results of the 16 EPA priority PAHs measured at different sampling stations are
listed in Table 2. The total PAH concentrations varied from 95.17 to 361.24 ng g<sup>-1</sup> dry weight
(dw) with a mean value of 218.1 ng g<sup>-1</sup> dw in sediments from the Kim Kim River and 330.09
to 552.76 ng g<sup>-1</sup> dw with a mean value of 437.5 ng g<sup>-1</sup> dw in sediments from the Segget River.
Therein, the highest concentrations were determined at Station 1 (estuary) of both the Kim
Kim and Segget Rivers and and lowest concentrations recorded at Station 3 (upstream) of
the Kim Kim and Segget Rivers. PAHs normally partition to lipophilic particles in the water
column and as transported downstream, more particles clump together to flocculate. As the
particles reach the salinity regime in estuaries, they settle to the bottom sediment, which usually
increases the concentration of PAHs in sediments closer to an estuary. Moreover, tidal current might also influence the PAH distribution pattern. Baumard et al. (1998) categorised the PAHs levels in the aquatic environment from 0-100 (low), 100-1000 (moderate), 1000-5000 (high) and >5000 ng g⁻¹ (very high). According to this categorisation, the PAH levels can be classified as low-to-moderate in the Kim Kim River and moderate in the Segget River.

Table 2
PAHs in surface sediments from the Kim Kim and Segget rivers

<table>
<thead>
<tr>
<th></th>
<th>Kim Kim River</th>
<th>Segget River</th>
<th>ERL</th>
<th>ERM</th>
<th>TEL</th>
<th>PEL</th>
<th>TEF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Station 1</td>
<td>Station 2</td>
<td>Station 1</td>
<td>Station 2</td>
<td>Station 1</td>
<td>Station 2</td>
<td>Station 3</td>
</tr>
<tr>
<td>Nap</td>
<td>18.38</td>
<td>6.17</td>
<td>6.63</td>
<td>33.68</td>
<td>55.41</td>
<td>34.16</td>
<td>160</td>
</tr>
<tr>
<td>Acy</td>
<td>19.64</td>
<td>7</td>
<td>9.38</td>
<td>6.33</td>
<td>51.1</td>
<td>4.89</td>
<td>44</td>
</tr>
<tr>
<td>Ace</td>
<td>39.72</td>
<td>2.74</td>
<td>4.23</td>
<td>5.72</td>
<td>47.77</td>
<td>2.4</td>
<td>16</td>
</tr>
<tr>
<td>Fl</td>
<td>18.56</td>
<td>10.45</td>
<td>8.81</td>
<td>7.49</td>
<td>75.55</td>
<td>11.26</td>
<td>19</td>
</tr>
<tr>
<td>Phe</td>
<td>16.22</td>
<td>8</td>
<td>19</td>
<td>56.92</td>
<td>10.41</td>
<td>51.98</td>
<td>240</td>
</tr>
<tr>
<td>Ant</td>
<td>36.27</td>
<td>23.26</td>
<td>0.82</td>
<td>4.26</td>
<td>51.47</td>
<td>9.55</td>
<td>85</td>
</tr>
<tr>
<td>Fluo</td>
<td>84.52</td>
<td>18</td>
<td>7.8</td>
<td>55.92</td>
<td>9.96</td>
<td>14.38</td>
<td>600</td>
</tr>
<tr>
<td>Py</td>
<td>90</td>
<td>17.31</td>
<td>12.43</td>
<td>52.1</td>
<td>16.19</td>
<td>10.72</td>
<td>665</td>
</tr>
<tr>
<td>BaA</td>
<td>14.54</td>
<td>30.8</td>
<td>2.73</td>
<td>47.3</td>
<td>3.22</td>
<td>0.61</td>
<td>261</td>
</tr>
<tr>
<td>Chr</td>
<td>3.69</td>
<td>1.89</td>
<td>3.1</td>
<td>4.28</td>
<td>13.75</td>
<td>0.13</td>
<td>384</td>
</tr>
<tr>
<td>BBF</td>
<td>3.59</td>
<td>15.63</td>
<td>7.7</td>
<td>44.51</td>
<td>2.15</td>
<td>0.4</td>
<td>-</td>
</tr>
<tr>
<td>BkF</td>
<td>2.1</td>
<td>7.19</td>
<td>1.27</td>
<td>10.99</td>
<td>25.28</td>
<td>46.1</td>
<td>-</td>
</tr>
<tr>
<td>BaP</td>
<td>4.55</td>
<td>24.23</td>
<td>2.31</td>
<td>84.39</td>
<td>28</td>
<td>53.88</td>
<td>430</td>
</tr>
<tr>
<td>INP</td>
<td>2.25</td>
<td>11.46</td>
<td>1.28</td>
<td>54.91</td>
<td>5.9</td>
<td>15.5</td>
<td>-</td>
</tr>
<tr>
<td>DBA</td>
<td>2.11</td>
<td>6.9</td>
<td>0.8</td>
<td>21.48</td>
<td>4.68</td>
<td>53.64</td>
<td>63</td>
</tr>
<tr>
<td>BG P</td>
<td>5.1</td>
<td>6.75</td>
<td>6.88</td>
<td>62.48</td>
<td>28.86</td>
<td>20.49</td>
<td>-</td>
</tr>
<tr>
<td>aTotal PAHs</td>
<td>361.24</td>
<td>197.78</td>
<td>95.17</td>
<td>552.76</td>
<td>429.7</td>
<td>330.09</td>
<td>4000</td>
</tr>
<tr>
<td>bLMW PAHs</td>
<td>148.79</td>
<td>57.62</td>
<td>48.87</td>
<td>114.4</td>
<td>291.71</td>
<td>114.24</td>
<td>552</td>
</tr>
<tr>
<td>cHMW PAHs</td>
<td>212.45</td>
<td>140.16</td>
<td>46.3</td>
<td>438.36</td>
<td>137.99</td>
<td>215.85</td>
<td>1700</td>
</tr>
<tr>
<td>dLMW/HMW</td>
<td>0.7</td>
<td>0.41</td>
<td>1.1</td>
<td>0.26</td>
<td>2.11</td>
<td>0.53</td>
<td>-</td>
</tr>
<tr>
<td>ePy/Fluo</td>
<td>1.06</td>
<td>0.96</td>
<td>1.59</td>
<td>0.93</td>
<td>1.63</td>
<td>0.75</td>
<td>-</td>
</tr>
<tr>
<td>fFluo/(Fluo+Py)</td>
<td>0.48</td>
<td>0.51</td>
<td>0.39</td>
<td>0.52</td>
<td>0.38</td>
<td>0.57</td>
<td>-</td>
</tr>
<tr>
<td>gBaA/(BaA+Chr)</td>
<td>0.79</td>
<td>0.94</td>
<td>0.47</td>
<td>0.92</td>
<td>0.19</td>
<td>0.82</td>
<td>-</td>
</tr>
<tr>
<td>hInP/(InP+BgP)</td>
<td>0.31</td>
<td>0.63</td>
<td>0.16</td>
<td>0.47</td>
<td>0.17</td>
<td>0.43</td>
<td>-</td>
</tr>
<tr>
<td>iTOC %</td>
<td>1.15</td>
<td>0.9</td>
<td>8.1</td>
<td>2.1</td>
<td>1.89</td>
<td>3.31</td>
<td>-</td>
</tr>
</tbody>
</table>

a Total PAHs = Sum of the concentrations of 16 USEPA PAHs; bLMW PAHs = Sum of low molecular weight PAH concentrations from naphthalene to fluoranthene; cHMW PAHs = Sum of high molecular weight PAH concentrations from pyrene, benzo[a]anthracene to benzo[ghi]perylene; dLMW/ HMW = The ratio of low molecular weight PAHs to high molecular weight PAHs; ePy/Fluo = The ratio of pyrene to fluoranthene; fFluo/(Fluo+Py) = The ratio of fluoranthene to fluoranthene + pyrene; gBaA/(BaA+Chr) = The ratio of Benzo(a)anthracene to Benzo(a)anthracene+Chrysene; hInP/(InP+BgP) = The ratio of indeno(1,2,3-cd)pyrene to indeno(1,2,3-cd)pyrene+benzo[ghi]perylene; iTOC = Total organic carbon; jERL = Effects range-low value (Long et al. 1995); kERM = Effects range-median value (Long et al. 1995); lTEL = Threshold effect levels (Macdonald et al. 1996); mPEL = Probable effect levels (Macdonald et al. 1996); nTEF = Toxic equivalency factor.
The PAH concentrations in the Kim Kim River were compared with those of Zakaria et al. (2002), who found that PAH levels ranged from 37 to 41 ng g\(^{-1}\) (Table 3), confirming an increase in the levels of PAHs. However, more investigation is needed to support this statement. Among the PAH levels in the Malaysian aquatic ecosystems (Table 3), the concentrations of total PAH in sediments from the Kim Kim and Segget Rivers are close to those in sediments from the Selangor (Masood et al., 2014), the Merambong and Muar (Vaezzadeh et al., 2015) and the Perlis aquatic ecosystems (Keshavarzifard et al., 2015). However, they are lower than those of the Prai (Keshavarzifard et al., 2014b) and the Klang Rivers (Keshavarzifard et al., 2015). In comparison with other aquatic ecosystems in the world, sediment contaminations by PAHs in the Kim Kim and Segget Rivers are comparable with those of developing countries and much lower than those of developed and fast developing countries (Table 3).

Table 3

<table>
<thead>
<tr>
<th>Location</th>
<th>Total PAHs (ng g(^{-1}))</th>
<th>(n)</th>
<th>Contamination Level</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston Harbour, USA</td>
<td>7300-358000</td>
<td>16</td>
<td>Very high</td>
<td>Wang et al., 2001</td>
</tr>
<tr>
<td>Barcelona Harbour, Spain</td>
<td>1740-8420</td>
<td>14</td>
<td>High to very high</td>
<td>Baumard et al., 1998</td>
</tr>
<tr>
<td>Cape Cod, Massachusetts, USA</td>
<td>30000</td>
<td>38</td>
<td>Very high</td>
<td>Thorsen et al., 2004</td>
</tr>
<tr>
<td>Guanabara Bay, Brazil</td>
<td>91-8035</td>
<td>20</td>
<td>Low to very high</td>
<td>Meniconi et al., 2002</td>
</tr>
<tr>
<td>Patos Lagoon Estuary, Brazil</td>
<td>37-11779.9</td>
<td>23</td>
<td>Low to very high</td>
<td>Medeiros et al., 2005</td>
</tr>
<tr>
<td>Rybinsk Reservoir, Russia</td>
<td>178-5203</td>
<td>11</td>
<td>High to very high</td>
<td>Siddall et al., 1994</td>
</tr>
<tr>
<td>Lake iznik, Turkey</td>
<td>17-835</td>
<td>12</td>
<td>Low to moderate</td>
<td>Ünlü et al., 2010</td>
</tr>
<tr>
<td>Bohai Sea, China</td>
<td>0.14-10757</td>
<td>16</td>
<td>Low to very high</td>
<td>Zeng et al., 2013</td>
</tr>
<tr>
<td>Hyeongsan River, Korea</td>
<td>5.30-7680</td>
<td>16</td>
<td>Low to very high</td>
<td>Koh et al., 2004</td>
</tr>
<tr>
<td>Iranian coast of the Persian Gulf</td>
<td>93-40777</td>
<td>15</td>
<td>Low to high</td>
<td>Mirza et al., 2014</td>
</tr>
<tr>
<td>Gorgan Bay, Caspian Sea, Iran</td>
<td>107.9-516</td>
<td>16</td>
<td>Moderate</td>
<td>Araghi et al., 2014</td>
</tr>
<tr>
<td>Jakarta Bay, Indonesia</td>
<td>191-1252</td>
<td>18</td>
<td>Moderate to high</td>
<td>Rinawati et al., 2012</td>
</tr>
<tr>
<td>Rivers and Estuary of Thailand</td>
<td>6-8399</td>
<td>11</td>
<td>Low to very high</td>
<td>Boonyatumanond et al., 2006</td>
</tr>
<tr>
<td>Kim Kim River and Estuary, Malaysia</td>
<td>37-41</td>
<td></td>
<td>Low</td>
<td>Zakaria et al., 2002</td>
</tr>
<tr>
<td>Penang Estuary, Malaysia</td>
<td>924</td>
<td></td>
<td>Moderate</td>
<td></td>
</tr>
<tr>
<td>Malacca River (1998), Malaysia</td>
<td>494</td>
<td>15</td>
<td>Moderate</td>
<td></td>
</tr>
<tr>
<td>Klang Estuary, Malaysia</td>
<td>19-431</td>
<td></td>
<td>Low to moderate</td>
<td></td>
</tr>
<tr>
<td>Johor Bahru Coast, Malaysia</td>
<td>239</td>
<td></td>
<td>Moderate</td>
<td></td>
</tr>
<tr>
<td>Chini Lake, Malaysia</td>
<td>248-8098</td>
<td>16</td>
<td>Moderate to high</td>
<td>Bakhtiari et al., 2009</td>
</tr>
<tr>
<td>Prai River, Malaysia</td>
<td>1102-7938</td>
<td>16</td>
<td>High to very high</td>
<td>Keshavarzifard et al., 2014b</td>
</tr>
</tbody>
</table>
Many investigations have confirmed that based on the characteristics of PAH composition and distribution pattern, the sources of anthropogenic PAHs can be distinguished (Keshavarzifard et al., 2017d; Liu et al., 2009; Vaezzadeh et al., 2014; Zakaria et al., 2002). Of anthropogenic PAHs, the incomplete combustion sources such as vehicle exhaust, domestic heating with coal and biomass burning contain predominantly HMW PAHs including 4-, 5- and 6-ring PAH compounds or pyrogenic PAHs, whereas the uncombusted sources (e.g. crude and fuel oil) contain predominantly LMW PAHs, including 2- and 3-ring PAH compounds or petrogenic PAHs (Bouloubassi et al., 2012; Irwin, 1997; Mai et al., 2002; Zakaria et al., 2002). In Stations 1 and 2 of the Kim Kim River, 4-ring PAHs had the highest portion of PAHs followed by 3-ring PAHs (Figure 2). In Station 3 of the Kim Kim River, 3-ring PAH had the highest portion, followed by 4-ring PAHs (Figure 2). In Stations 1 and 2 of the Segget River, PAHs were dominated by 4-and 3-ring PAHs, respectively. PAHs in Station 3 of the Segget River were dominated by 5-ring PAHs, followed by 6-ring ones (Figure 2). These results displayed that Stations 1 and 3 of the Segget River were significantly impacted by combustion-derived PAHs present in urban atmospheric particles, while Station 2 had received fresh petroleum...
Distribution and Sources of PAHs in Sediment

Based on the results, surface sediments from the Kim Kim and Segget Rivers showed that they contained both pyrogenic and petrogenic PAHs with pyrogenic PAHs dominating.

**Figure 2.** The composition pattern of PAHs by ring size in surface sediments from the Kim Kim River (A) and Segget River (B)

**Determination of PAHs Sources Using Diagnostic Ratios**

The diagnostic ratios of PAHs such as Py/Fluo, Fluo/(Fluo+Py), BaA/(BaA+Chr) and InP/(Inp+BgP) have been introduced as a useful tool to identify and assess the possible sources of PAHs (Keshavarzifard et al., 2014a; Qian et al., 2016; Yunker et al., 2002). For collected sediment samples of PAH isomer pair ratios, Py/Fluo was plotted against LMW/HMW and Fluo/(Fluo+Py) was plotted against BaA/(BaA+Chr) and InP/(Inp+BgP) to demonstrate the distribution of PAHs relative to their possible sources (Figure 3 and Figure 4). In general, a ratio of Py/Fluo > 1 indicates petroleum derivative PAHs, while a ratio < 1 suggests a dominance of combustion derivative PAHs (Sicre et al., 1987). Magi et al. (2002) reported that the ratio of LMW PAHs (2- and 3-ring PAHs) to HMW PAHs (4-, 5- and 6-ring PAHs) higher than 1 displays a pollution of petroleum contamination, while a ratio lower than 1 displays pyrogenic-origin PAHs. In this study, Py/Fluo ratios at Station 2 of the Kim Kim River and Stations 1 and 3 of the Segget River were lower than 1, indicating a dominance of pyrogenic PAHs. In the other stations, Py/Fluo ratios were lower than 1, suggesting a dominance of petroleum inputs (Table 2 and Figure 3). This is confirmed by the ratios of LMW/HMW, which were lower than 1 at all stations except Station 1 and 3 of the Kim Kim River and Station 2 of the Segget River (Table 2 and Figure 3).
Sediments with Fluo/(Fluo+Py) < 0.4 indicate petrogenic contamination, while Fluo/(Fluo+Py) > 0.5 suggest biomass and coal combustion origins and sediments with 0.4 < Fluo/(Fluo+Py) < 0.5 indicate petroleum combustion sources (Yunker et al., 2002). Those PAHs in sediments with the ratio of InP/(InP+BgP) < 0.2 were mainly from petrogenic sources, while those with InP/(InP+BgP) > 0.2 were typical of combustion-derivative PAHs (Budzinski et al., 1997; Yunker et al., 2002). Moreover, BaA/(BaA+Chr) ratios lower than 0.2, from 0.2 to 0.35 and higher than 0.35 are used as an indicator of petroleum, petroleum/combustion and combustion sources, respectively (Yunker et al., 2002). In this study, the ratios of Fluo/(Fluo+Py) at Station 3 of the Kim Kim River and Station 2 of the Segget River were lower than 0.4, indicating dominance of petroleum input, while at Station 1 of the Kim Kim River the ratio was 0.48, suggesting petroleum combustion processes make a more significant contribution than petroleum. Other stations had Fluo/(Fluo+Py) ratios more than 0.5, indicating biomass and coal combustion origins (Table 2 and Figure 4). This was confirmed by the results of InP/(InP+BgP) ratios (Table 2 and Figure 4). The ratio of BaA/(BaA+Chr) at Station 2 of the Segget River was 0.19, indicating petroleum input could be the main source. The BaA/(BaA+Chr) ratios in other stations were more than 0.35, implying combustion derivative PAHs played a major role.

Overall, sediments from the Kim Kim and Segget Rivers were affected by both petrogenic and pyrogenic sources, with a greater contribution from pyrogenic sources. This is consistent with Keshavarzifard et al. (2014b) and Keshavarzifard et al. (2015), who suggested dominance of combustion derivative PAHs in sediments from the major rivers of Peninsular Malaysia. Our findings are also consistent with those of industrialised countries (Notar et al., 2001;
Pereira et al., 1999; Stout et al., 2004), where pyrogenic PAHs were reported as mainly being of PAH origin in aquatic ecosystems. For example, recent widescale studies of background anthropogenic hydrocarbons in surficial sediments collected from the Arc River, the Berre Lagoon and an industrialised urban river (Huveaune) in France using PAH ratios to identify the sources of PAHs affirmed the pyrogenic-origin background of PAHs (Kanzari et al., 2014; Kanzari et al., 2012). On the other hand, Zakaria et al. (2002) reported petrogenic sources as a major source in Malaysian aquatic ecosystems including the Kim Kim River, which is in contrast with the results of this study. It can be suggested that the origin of PAHs in the Kim Kim River has shifted from petrogenic to pyrogenic sources; however, more studies are needed to confirm these findings.

Figure 4. Plots of PAH isomer pair ratios for source identification: Fluo/(Fluo+Py) versus BaA/(BaA+Chr) and InP/(InP+BgP)
Determination of PAH Sources Using Hierarchical Cluster Analysis (HCA)

Hierarchical cluster analysis (Wards clustering method using average linkage between groups and Squared Euclidean distance as measure interval for PAH data normalised by Z score transformation) in package cluster (Maechler et al., 2012) was carried out to identify possible sources of individual PAHs in the surface sediments from the Kim Kim and Segget Rivers. It was assumed that PAHs with chemical configuration or similar ring number would be clustered among the samples. The hierarchical diagram clustered the 16 individual PAHs into major groups based on the similarity of PAH fingerprints (Figure 5 and Figure 6).

Figure 5. Hierarchical dendrogram for 16 individual PAHs in sediment from the Kim Kim River

Figure 6. Hierarchical dendrogram for 16 individual PAHs in sediment from the Segget River
For PAHs in the Kim Kim River, cluster analysis led to four major groups. Group 1 included Nap, Ace, Acy, Fl, Fluo, Py and Ant, which belong mainly to lower molecular weight PAHs. Lower molecular PAHs including Nap, Acy, Ace, Fluo and Ant have been reported as markers of spills or crude oil leaks. Also, these compounds can be used as markers for low-temperature pyrogenic processes such as biomass combustion of straw and firewood (Jenkins et al., 1996; Yang et al., 2006; Zhang et al., 2008). As a result, Group 1 was believed to be mixed sources of PAHs derived from petroleum pollution and incomplete combustion of biomass. Group 2 included Phe and Chr, which can be identified as the markers of coal combustion source (Sofowote et al., 2008). The third group included BaP, InP, BkF, DBA, BaA and BbF. This group could be selected to represent emissions from vehicles because it aggregated mainly PAHs of higher molecular weight. Group 4 contained BgP, which identified as a tracer of gasoline emission (Harrison et al., 1996; Li & Kamens, 1993; Miguel & Pereira, 1989). The gasoline- and diesel-fuelled traffic on the road and boats in the study area may have contributed to these groups.

Similarly, cluster analysis represented four major groups for PAHs in the Segget River. The first group included BaA, BbF, Py, BgP, Fluo, InP, which are higher molecular weight PAHs with 4 to 5 rings. Five- and 6-ring PAHs were mostly found in road dust (Liu et al., 2007a; Ren et al., 2006) and vehicular emissions (Zuo et al., 2007). Group 2 was characterised by Phe and BaP. The research literature cited Phe as a tracer for coal combustion (Sofowote et al., 2008), while BaP is produced mostly during pyrolysis processes (Jung et al., 2010; Siddens et al., 2012). Based on field investigations, the Segget River passes through Johor Bahru; therefore, the road traffic in the city and residential and industrial activities near the Segget River may be the main contributors to PAH pollution in the Segget River. The third major group mainly consisted of BkF and DBA. Previous studies suggested that DBA indicates PAH compounds emitted from diesel combustion (Harrison et al., 1996; Larsen & Baker, 2003). Motelay-Massei et al. (2005) reported that BkF is a fossil-fuel combustion marker. Therefore, it is reasonable to attribute this group to vehicular emission. Group 4 was characterised by low molecular weight PAHs with 2 to 3 rings, including Acy, Ace, Nap, Fl and Ant, which are abundant in petrogenic sources and mainly are a result of petroleum spills (Dobbins et al., 2006; Liu et al., 2009). HCA suggested that both petrogenic and pyrogenic sources including traffic emissions, coal combustion, biomass burning and petroleum spills were the major sources of PAH contamination in sediments from the Kim Kim River and Segget River.

In the past two decades, population as well as urbanisation in Malaysia has had continuous growth, which caused an increase in the number of vehicles and road traffic. Possible sources for combustion-derivative PAHs in the sediments from the Kim Kim and Segget Rivers could be attributed to vehicular and industrial emissions, which are transported into the study areas via long-range atmospheric transport. This is consistent with Okuda et al. (2002) and Omar et al. (2002, 2006), who reported road-traffic emissions as the main origin of PAHs in atmospheric aerosols in Kuala Lumpur, Malaysia.

In addition, biomass burning from Sumatra, Indonesia has a portion of combustion-derivative PAHs in the study areas. He et al. (2010) reported higher level of PAHs in Singapore during the month of October 2006 compared to other months, especially two to three times at nighttime. Interestingly, satellite images showed hot spots in Sumatra Island in October, which
implied large biomass burning. The high concentration of retene in October in Singapore’s atmosphere was attributed to long-range atmospheric transportation of carbonaceous material originated from biomass combustion in Indonesia (He et al., 2010). This is consistent with Okuda et al. (2002), who demonstrated that the large-scale biomass burning in Indonesia caused haze episodes in Malaysia, with high levels of carbonaceous material containing PAHs. As the Johor State is relatively close to Indonesia, the same influence can be suggested for the Johor State. However, local wood-burning can also be introduced as an important PAH source in the Kim Kim and Segget Rivers. For example, Okuda et al. (2002) reported a high portion (25%-35%) of local wood burning to Malaysian atmospheric PAHs. In other studies the measured PAH concentrations in Kula Lumpur during a hazy day were reported many folds higher than those on clear days (Abas et al., 2004; Omar et al., 2002), indicating the impact of biomass burning to PAH Levels.

**Toxic Potency and Ecological Risk Assessment of PAHs**

PAHs are widely distributed in diverse ecosystems, including freshwater and marine, and they have drawn significant attention due to their persistence and toxicity and mutagenic, teratogenic and carcinogenic effects. Sediment quality guidelines (SQGs) including effects range-low value (ERL), effects range-median value (ERM), probable effects level (PEL) and threshold effects level (TEL) (Long et al., 1995; Macdonald et al., 1996) are widely used for the purpose of ecological risk assessment of PAHs in aquatic ecosystems. The comparison between the measured concentrations of PAHs from sediments and the ERL, ERM, PEL and TEL values are listed in Table 2. The LMW PAHs, HMW PAHs and total PAH concentrations of sediment samples from the Kim Kim and Segget Rivers were below the ERL, ERM, PEL and TEL levels. It can be suggested that the ecological risk of PAHs was relatively low. However, PAH contamination of sediments from the study areas should be further evaluated for toxic potency assessment and ecosystem impairment due to rapid industrialisation, urbanisation and economy development in the region.

The ecological risk assessment technique of PAHs in marine and estuary surface sediments was also selected in our study (Long et al., 1995). The concentrations of effects range low (ERL) and effects range median (ERM) were applied to evaluate the ecological toxicity of individual PAH by some scholars (Mai et al., 2002). In addition, the quotient technique of average ERM was a complex manner of quantitative prediction for joint toxicity of pollutants in marine and estuary sediments. In the following equations,

\[
\text{ERM-Q} = \frac{C_i}{E_{\text{RM}_i}} \quad (1)
\]

\[
\text{M-ERM-Q} = \frac{\sum \text{ERM-Q}}{n} \quad (2)
\]

where, \( C_i \) represents the measured concentration of given PAHs; ERM-Q is the risk quotient of ERM and M-ERM-Q stands for average risk quotients of ERM concentrations. When
M-ERM-Q is not 0.10, there rarely is observable toxicity to organisms (biological risk chance was less than 10%); when it is within 0.11-0.50, the possibility of ecological risk increases to 30% with low toxicity; when M-ERM-Q is between 0.51-1.50, the probability of ecological risk increases to 50% with high toxicity; when it is more than 1.50, the probability of ecological risk increases to 75% with higher toxicity (Long & MacDonald, 1998). The results indicated that values of M-ERM-Q in all sediment samples from the Kim Kim and Segget Rivers were lower than 0.1, which implied low probability (9%) of ecological effects.

Human Health Risk Assessment

The toxicity of a PAH compound is usually expressed by its BaP equivalent concentration (BaP$_{eq}$), and the toxicity equivalency factors (TEFs), proposed by Nisbet and LaGoy (1992). BaP is the most toxic PAH among all known potentially carcinogenic PAHs; hence, it is used as the reference chemical and assigned a value of 1 in the TEF system (Nisbet & LaGoy, 1992; Pufulete et al., 2004). The TEF values of other PAHs was calculated based on their carcinogenic level in comparison to that of BaP (Pufulete et al., 2004). The total BaPeq in sediment samples was calculated according to Eq. 3,

$$\text{Total BaP}_{eq} = \sum(C_i \times TEF_i)$$  \hspace{1cm} (3)

where, BaP$_{eq}$ is the equivalent BaP concentration of PAHs, Ci is the concentration of PAHi and TEFi is the toxic equivalency factor of individual PAHi (Table 2). Among 16 PAH compounds, seven PAHs, BaA, Chr, BaP, BbF, BkF, InP and DBA, have high toxic and carcinogenic effects. The potential toxicity of the sediment samples was then assessed using the toxic equivalent quotient (TEQ$^{carc}$) for seven carcinogenic PAHs calculated according to the following equation (Keshavarzifard et al., 2017c; Tian et al., 2013):

$$\text{TEQ}^{carc} = \sum(C_i \times TEF_i)$$  \hspace{1cm} (4)

where, Ci is the concentration of an individual carcinogenic PAH (ng g$^{-1}$) and TEFi is the toxic factor of this carcinogenic PAH relative to BaP.

The BaP$_{eq}$ of total PAHs in collected sediment samples from the Kim Kim River and the Segget River ranged from 4.65 to 37.98 ng g$^{-1}$ and 37.17 to 123.03 ng g$^{-1}$, respectively (Table 4), indicating a relatively low level of BaP$_{eq}$. Total TEQ$^{carc}$ in the Kim Kim River ranged from 4.44 to 37.66 ng g$^{-1}$ -BaP$_{eq}$, with a mean concentration of 17.01 ng g$^{-1}$ -BaP$_{eq}$. In addition, the sediment samples from the Segget River (TEQ$^{carc} = 36.47$ to 121.68 ng g$^{-1}$ -BaP$_{eq}$, with a mean concentration of 90.64 ng g$^{-1}$ -BaP$_{eq}$) contained slightly higher levels of total TEQ$^{carc}$ than those from the Kim Kim River.
In comparison, TEQ\textsubscript{car} values in sediments of the Kim Kim and Segget Rivers were lower than those of other areas reported in earlier studies (Table 5). The low BaPeq concentrations suggest potentially low carcinogenicity for both the Kim Kim and Segget Rivers. The contribution of each carcinogenic PAH to the toxic equivalent quotient of sediments in the study area varied according to the following order:

The Kim Kim River: BaP (60.91%) > DBA (19.22%) > BaA (9.42%) > BbF (5.27%) > InP (2.94%) > BkF (2.07%) > Chr (0.17%)

The Segget River: BaP (61.14%) > DBA (29.34%) > BkF (3.03%) > InP (2.81%) > BaA (1.88%) > BbF (1.73%) > Chr (0.07%).

Table 5
The toxic equivalent quotient (TEQ\textsuperscript{eq}) in sediment from different locations around the world

<table>
<thead>
<tr>
<th>Location</th>
<th>TEQ\textsuperscript{eq} (ng g\textsuperscript{-1} -BaP\textsubscript{eq})</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naples Harbour, Italy</td>
<td>2-4723</td>
<td>Sprovieri et al., 2007</td>
</tr>
<tr>
<td>Kaohsiung Harbour, Taiwan</td>
<td>3.9-1970</td>
<td>Chen et al., 2013</td>
</tr>
<tr>
<td>Meiliang Bay, China</td>
<td>94 to 856</td>
<td>Qiao et al., 2006</td>
</tr>
<tr>
<td>Barents Sea, Russia</td>
<td>18-300</td>
<td>Savinov et al., 2003</td>
</tr>
<tr>
<td>Langkawi Island, Malaysia</td>
<td>76.3 to 174.6</td>
<td>Nasher et al., 2013</td>
</tr>
</tbody>
</table>

The results indicated that BaP and DBA had the highest portion of carcinogenic PAHs in sediment from both the Kim Kim and Segget Rivers.

Generally, there are pathways (i.e. ingestion and dermal contact) for humans to be exposed to PAHs via contaminated sediments. The assumption is that ingestion and dermal contact are more important ways. Therefore, the health risk assessments were determined based on the exposure factors and were calculated by assuming the daily intake, exposure time and skin contact (Keshavarzifard et al., 2017c). The health risk assessment through the ingestion and the dermal absorption pathways from sediments was calculated using the following equations:

\[
\text{Cancer Risk}_{\text{ingest}} = \frac{C_s \times \text{IngR} \times EF \times ED \times CF \times SFO}{BW \times At}
\] (5)
where, Cancer Risk_{ingest} is cancer risk through ingestion of sediment; Cs is the concentration of PAH compound; IngR is the ingestion rate: 100 mg day\(^{-1}\); EF is the exposure frequency: 350 days year\(^{-1}\); ED is the exposure duration: 70 years; BW is the body weight: 70 kg; At is the average day: 25,550 days; CF is the unit conversion factor: 10\(^{-6}\) kg mg\(^{-1}\); SFO is the oral slope factor: 7.3 mg (kg day\(^{-1}\))\(^{-1}\); Cancer Risk_{dermal} is cancer risk through the dermal pathway of sediment; SA is the exposed skin surface area: 5700 cm\(^2\); AF is the adherence factor from the sediment to skin: 0.07 mg cm\(^{-2}\); and ABS is the dermal absorption from the sediment: 0.13. Due to different cancer risk ranges, the characteristics of cancer risk have been qualitatively categorised as \(\leq 10^{-6}\) (very low risk), from \(10^{-6} < \text{to} < 10^{-4}\) (low risk), from \(10^{-4} \text{to} < 10^{-3}\) (moderate risk), from \(10^{-3} \text{to} < 10^{-1}\) (high risk) and \(10^{-1}\) (very high risk) (Man et al., 2013).

The results showed that Cancer Risk_{ingest} for sediment samples from Station 3 of the Kim Kim River was between \(10^{-6}\) and \(10^{-4}\), indicating low risk from this station, while for Stations 1 and 2 of the Kim Kim River and all stations of the Segget River, it was from \(10^{-4}\) to \(< 10^{-3}\) (Table 4), implying moderate risk. The results demonstrated that Cancer Risk_{dermal} for sediments from Stations 2 and 3 of the Kim Kim River was between \(10^{-6}\) and \(10^{-4}\), indicating low risk level. The Cancer Risk_{dermal} for Station 1 of the Kim Kim River and all stations of the Segget River were between \(10^{-4}\) and \(10^{-3}\), indicating moderate risk. Therefore, probabilistic health risk to humans via ingestion and dermal pathways from sediments of the Kim Kim and Segget Rivers can be categorised as low-to-moderate risk. The highest cancer risk occurred near Station 1 of both the Kim Kim River and the Segget River, which were near the coast. Therefore, people who live and work on the shore would likely have a higher risk of getting cancer.

CONCLUSION

The data from this study elucidated the 16 EPA PAHs contamination features in surface sediments from the Kim Kim River and Segget River, Peninsular Malaysia. The total PAH concentrations ranged from 95.17 to 361.24, with a mean value of 218.1 ng g\(^{-1}\) in sediments from the Kim Kim River and 330.09 to 552.76 with a mean value of 437.5 ng g\(^{-1}\) in sediments from the Segget River. The PAH concentrations can be classified as low to moderate in the Kim Kim River and moderate to the level of pollution in the Segget River. The higher concentrations of PAHs in the Segget River can be attributed to the heavy industrial activities and road traffic in Johor City and nearby areas. PAH molecular indices and HCA were applied to determine the possible sources of PAHs. The results indicated both petrogenic and pyrogenic input with significant dominance of pyrogenic PAHs. The concentrations of LMW, HMW and total PAHs were compared with SQGs to assess the potential ecological effects of the sedimentary PAHs in the study areas. The results indicated minimum adverse ecological effect from PAHs. The results of potential toxicity assessment including M-ERM-Q, total BaP\(_{eq}\) and TEQ\(_{carc}\) implied low probability of ecological effects in the Kim Kim and Segget Rivers. The human health risk of PAH compounds in the Kim Kim and Segget Rivers through ingestion and dermal...
contact of sediments was evaluated; the result was low-to-moderate risk from ingestion and dermal contact.
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---

**Distribution and Sources of PAHs in Sediment**

**Motelay-Massei** et al. (2006) discuss the mass balance of PAHs in the urban watershed of Le Havre, France, focusing on the transport and fate of PAHs from the atmosphere to the outlet. Their study highlights the importance of understanding the sources and distribution of PAHs in urban environments.

**Nasher** et al. (2013) assess the ecological risk of PAHs in sediments at Langkawi Island, Malaysia, providing insights into the environmental impact of these pollutants.

**Neff** (1979) offers a comprehensive overview of PAHs in aquatic environments, covering their sources, fates, and biological effects.

**Pereira** et al. (1999) examine the sedimentary record of anthropogenic and biogenic PAHs in San Francisco Bay, California, contributing to our understanding of historical pollution in estuarine systems.

**Pufulete** et al. (2004) address the approaches to carcinogenic risk assessment for PAHs in the UK, emphasizing the need for robust methods to evaluate health risks.

---

These studies collectively underscore the complexity of PAHs in sediment environments and the critical need for continued research to mitigate their ecological and health impacts.
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ABSTRACT

Ulcers in the gastrointestinal tract refer to any appreciable depth of break in the mucosa lining that may involve submucosa. Common types of ulcer include peptic, gastric and duodenal ulcer, which may lead to chronic inflammation. Ulcers may be caused by excessive alcohol intake or prolonged use of non-steroidal anti-inflammatory drugs (NSAID), in addition to several other factors. Conventional medication such as Omeprazole (proton pump inhibitor) and Ranitidine (H2 blockers) for management of ulcers may cause severe side effects such as myelosupression and abnormal heart rhythm. This has driven researchers to explore the potential of natural products for management of ulcers with reduced side effects. Kelulut honey (KH) is a type of honey that is produced by stingless bees from the *Trigona* species. It is believed to have a lot of medicinal properties such as being antimicrobial, antioxidant and antidiabetic. Yet, no scientific study has been carried out on its antiulcer properties. This study was carried out to determine the antiulcer properties of KH. Eighteen male Sprague dawley rats (5 to 6 weeks old, weighing between 200 and 300 g) were divided into three groups (n=6). The groups were 1) normal control group (without ulcer, without KH), 2) positive control group (with ulcer, without KH) and 3) treatment group (with ulcer, without KH) and
The treatment, KH (1183 mg/kg), was given twice daily for 30 consecutive days by oral administration. On Day 31, the rats were induced with absolute ethanol (5 mL/kg) via oral administration after being fasted for 24 h and were sacrificed 15 min after the induction. The stomach was collected for macroscopic and histopathological evaluation. Pretreatment with KH significantly reduced (p<0.05) both the total area of ulcer and the ulcer index compared to the positive control group. The percentage of ulcer inhibition in the KH pre-treated group was 65.56% compared with the positive control group. The treatment, KH, exhibited antiulcer properties against ethanol-induced gastric ulcer.

Keywords: Kelulut honey (KH), antiulcer, gastric ulcer

INTRODUCTION

The term ‘ulcer’ was first introduced in 1882 by Quike (Clinch, 1989). According to the ‘Global Burden of Disease, 2004’, 270,000 cases worldwide were reported on peptic ulcer (Mathers et al., 2008) and 360 cases at a ratio of 1:1 of duodenal ulcer to gastric ulcer reported in Malaysia by the Profile of Peptic Ulcer Disease (Kudva, 1988). Peptic ulcer is the most common ulcer presenting as a benign lesion that occurs mainly due to excessive acid and pepsin bathing the surface of the mucosa (Pillai et al., 2010). It can develop in different parts of the gastrointestinal tract such as the stomach as gastric ulcers and the duodenum as duodenal ulcers. Primarily, there are two major etiologies of peptic ulcer, infection by Helicobacter pylori and excessive intake of non-steroidal anti-inflammatory agents (NSAIDs). Other contributory factors are smoking and nutritional deficiencies (Rang et al., 2014; Naesdal & Brown, 2006). Ulcers are usually detected upon symptoms such as burning epigastric pain that may occur before or after meals, bloating, fullness and nausea. In severe condition, this may lead to complications such as perforation and bleeding (Malfertheiner et al., 2009).

There are various classes of medication available for ulcer management including the Histamine-2 receptor antagonist such as cimetidine and ranitidine, proton-pump inhibitors such as omeprazole and esomeprazole and prostaglandin E analogues such as misoprostol (Chan & Lau, 2010). However, all these drugs may lead to several side effects such as nausea (Dharmani, 2006), headache, abnormal heart rhythm and myelosupression (Sandhya et al., 2013). Thus, it is important to continue searching for safer and more effective antiulcer drugs among natural products.

One of the potential candidates is Kelulut honey (KH), which is produced from bees of the Trigona sp. more commonly known as Kelulut bees in Malaysia. A characteristic that differs Trigona sp. from common bees of other species is that it is stingless. Honey contains roughly 80% carbohydrates (35% glucose, 40% fructose and 5% sucrose) and 20% water, serving as a great source of energy. Moreover, it also contains more than 180 substances, including amino acids, vitamins, minerals, organic acid phenol compounds and enzymes. The pH of honey is around 4.0 (Ouchemoukh et al., 2007). Traditionally, KH is used in treatments for anti-ageing, fast healing of internal injuries and cough and cold (Barakhbah, 2007). KH was also reported to have various pharmacological effects such as anti-diabetes, antioxidant and antibacterial (Siok...
et al., 2014; Zainol et al., 2013). Antioxidation is considered to be associated with anti-ulcer properties (Bashkaran et al., 2011). The phenolic compound that is one of the phytochemicals found in propolis is believed to contribute to the antiulcer activity (Pillai et al., 2010) as it has strong correlation with antioxidant activity (Bertoncelj et al., 2007; Beretta et al., 2005; Meda et al., 2005). This study was carried out to determine the antiulcer properties of KH.

**METHODOLOGY**

**Chemicals and Reagents**

Formalin was purchased from Fisher Scientific, UK. Absolute alcohol was purchased from Sigma Aldrich, USA. Hematoxylin and eosin were purchased from CellPath, UK. Xylene was purchased from Jt Baker, USA. Kelulut honey (KH) was provided by Marbawi Food Processing and Trading, Kuala Kangsar, Perak.

**Experiment Animals**

Eighteen male Sprague dawley rats with initial weight approximately 200-300 g at the age of 5-6 weeks old were acclimatised with free access to standard chow pellets and water for about one week before the study. For animal husbandry, three rats were been placed in a cage. This study was conducted after obtaining ethical approval (FYP.2015/FPSK.001) from the Institutional Animal Care and Used Committee (IACUC) of Universiti Putra Malaysia.

**Experiment Procedure**

Following acclimatisation, the rats were divided randomly into three groups (n=6) as detailed below.

- **Group 1**: Negative control group (without ulcer, without KH)
- **Group 2**: Positive control group (with ulcer, without KH)
- **Group 3**: Treatment group (with ulcer, with KH)

The animals were pre-treated with KH twice daily via oral administration at the dosage of 1183.33 mg/kg body weight of rat for 30 days. This dosage was calculated based on human consumption.

The body weight of the rats was recorded every 3 days until the day of termination. On Day 30, the rats were fasted for 24 hours. On the following day, the rats in Groups 2 and 3 were induced with absolute ethanol (5 mL/kg body weight of rat) via oral administration for an hour after the last treatment of KH. Fifteen minutes later, all the rats were anesthetised with ketamine-xylazine (75 mg/kg body weight of rat: 5 mg/kg body weight of rat) by intraperitoneal injection. Approximately 5 mL of blood was collected via cardiac puncture using a 26 G, ½” needle (Terumo®, Belgium, Europe) into a non-heparinised and EDTA-containing tube for biochemical and hematological analyses, respectively. The blood that was collected in the non-heparinised tube was centrifuged at 780 x g for 10 min to separate the serum. For the
histopathological analysis, the stomach was removed, cut open through its greater curvature and placed on graph paper to be captured by camera. Finally, the stomach was fixed in 10% formalin for further analysis.

**Determination of the Ulcer Index and Inhibition**

The ulcer index (UI) was calculated according to Goyal (2002) as follows:

\[
\text{Ulcer index (UI)} = \frac{10}{X}
\]

where, \(X = \frac{\text{Total area of the stomach}}{\text{Area of ulcer on the stomach}}\)

\[
\text{Percentage of ulcer inhibition} = \frac{\text{UI of positive control} - \text{UI of treated group}}{\text{UI of positive control group}} \times 100
\]

**Histopathological Analysis**

Initially, the samples of stomach tissue were grossed using a grossing blade (FEATHER Microtome Blade High Profile) by cutting the area of the ulcer from the opened stomach to get all the four layers. The grossed samples were placed in a cassette and processed using an automated tissue processor (Leica TP 1020, Germany) for 14 h during which they were dehydrated, cleared and infiltrated with paraffin wax.

Next, the processed tissue was embedded in appropriate orientation onto a block with molten paraffin wax using an embedder machine (Leica EG 1160, Germany). The block containing the tissue was then trimmed to thickness of 10 μm and sectioned to thickness of 0.4 μm using a microtome machine (Leica RM2135, Germany). The thin section of the tissue was placed in a water bath at 42°C. Next, the sample was fished onto slides and dewaxed before being stained with hematoxylin and eosin using an automated staining machine (Tissue-Tek® Prisma™, Japan) for 1 h and 18 min. The stained slides were mounted with P-xylene-bis-pyridinium bromide (DPX) and left to dry before being observed under a light microscope (Leica, Germany).

**Statistical Analysis**

All the data were analysed using Graph Pad Prism version 5.0. Analysis of the ulcer area and percentage of inhibition between the treated and untreated group was performed using the unpaired t-test. The differences in body weight were analysed by One Way ANOVA. The values are considered significant at \(p<0.05\).
RESULTS

Effect of Kelulut Honey on the Body Weight of the Rats

Figure 1 shows the body weight of the rats in the negative control, positive control and KH-treated groups throughout the experiment. The body weight of the rats in the three groups increased from Day 0 to Day 30. There was no significant difference (p>0.05) in the body weight of the rats among the groups throughout the experiment.

Figure 1. Effect of pretreatment with Kelulut honey for 30 days on the body weight of the rats. The data were analysed using One Way ANOVA and the values were expressed as Mean ± S.E.M. The value of p<0.05 was considered significant.

Hematology Profile of Ethanol-Induced Gastric Ulcer in Rats

As shown in Figure 2, hematological analysis on the red blood cell (RBC), white blood cell (WBC), hemoglobin (Hb), thrombocytes, packed cell volume (PCV), mean corpuscular volume (MCV) and mean corpuscular hemoglobin concentration (MGHC) exhibited no significant difference between the positive control, negative control and pretreated group (p>0.05).
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Effect of Pretreatment with Kelulut Honey on the Level of Liver Enzymes and Kidney Functions in the Ethanol-Induced Gastric Ulcer Rats

Figure 3 shows the level of urea, creatinine, aspartate transaminase (AST) alanine transaminase (ALT) and alkaline phosphatase (ALP) in the ethanol-induced gastric ulcer rats that were untreated (positive control group) and pretreated with KH for 30 days. The negative control was also included. The level of AST in the positive control and KH-treated groups was significantly higher (p<0.05) compared to the negative control group. Both levels of ALT and ALP showed no significant difference (p<0.05) when compared among the groups.

**Figure 2.** Effect of pretreatment with Kelulut honey for 30 days on the level of (A) RBC (x10\(^{12}\)/L), (B) WBC (x10\(^{9}\)/L), (C) Hb (g/L), (D) thrombocytes (x10\(^{9}\)/L), (E) PCV (L/L), (F) MCV (fL), (G) MCHC (g/L) in the ethanol-induced gastric ulcer rats. The negative control group (without ulcer, without pretreatment) and positive control group (with ulcer, without pretreatment) were also included. The data were analysed using One Way ANOVA and the values were expressed as Mean ± S.E.M. The value of p<0.05 was considered significant.

Effect of Pretreatment with Kelulut Honey on the Level of Liver Enzymes and Kidney Functions in the Ethanol-Induced Gastric Ulcer Rats

Figure 3 shows the level of urea, creatinine, aspartate transaminase (AST) alanine transaminase (ALT) and alkaline phosphatase (ALP) in the ethanol-induced gastric ulcer rats that were untreated (positive control group) and pretreated with KH for 30 days. The negative control was also included. The level of AST in the positive control and KH-treated groups was significantly higher (p<0.05) compared to the negative control group. Both levels of ALT and ALP showed no significant difference (p<0.05) when compared among the groups.
Effect of Pretreatment with Kelulut Honey on the Ulcer Area and Ulcer Index in the Ethanol-Induced Gastric Ulcer Rats

Figure 4 and Table 1 show the means of the ulcer area, ulcer index and percentage of ulcer inhibition in the stomach of the ethanol-induced gastric ulcer rats that were untreated (positive control group) and pretreated with KH for 30 days. There was a significant reduction (p<0.05) in the mean ulcer area at a value of 89.00 ± 38.87 and in the ulcer index at a value of 1.346 ± 0.5293 in the group pretreated with KH compared to the positive control group. The percentage of ulcer inhibition in the KH-treated group was 68.56%.

Effect of Pretreatment with Kelulut Honey on the Ulcer Area and Ulcer Index in the Ethanol-Induced Gastric Ulcer Rats

Figure 4. Effect of pretreatment with Kelulut honey for 30 days on the (A) ulcer area and (B) ulcer index in the ethanol-induced gastric ulcer rats. The positive control group (with ulcer, without pretreatment) was also included. The data were analysed using the unpaired t-test and the values were expressed as Mean ± S.E.M. The value of p<0.05 was considered significant.
Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Positive Control Group (With Ulcer, Without KH Pretreatment)</th>
<th>Treatment Group (With Ulcer, with KH Pretreatment)</th>
<th>Percentage of Ulcer Inhibition (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Ulcer Area</td>
<td>272.4 ± 27.39</td>
<td>89.00 ± 38.87**</td>
<td>68.56</td>
</tr>
<tr>
<td>Ulcer Index</td>
<td>4.281 ± 0.4157</td>
<td>1.346 ± 0.5293**</td>
<td>68.56</td>
</tr>
</tbody>
</table>

Note: All values were expressed as Mean ± S.E.M. The value of p<0.05 was considered significant

Effect of Pretreatment with Kelulut Honey on the Gross Pathology of the Stomach of the Ethanol-Induced Gastric Ulcer Rats

Figure 5 shows the macroscopic images of the stomach from the negative control, positive control and KH-treated groups opened along the greater curvature. Diffuse severe hemorrhage and multifocal area of hemorrhage were noted on the surface area of the stomach from the positive control and KH-treated groups, respectively.

![Figure 5](image)

**Figure 5.** Macroscopic images of the stomach from (A) the negative control group with a smooth surface (SS), (B) positive control group with diffuse severe hemorrhage (DH) and (C) KH-treated group with the multifocal area of hemorrhage (MH) opened along the greater curvature

Effect of Pretreatment with Kelulut Honey on the Histological Analysis of the Stomach of the Ethanol-Induced Gastric Ulcer Rats

Figure 6 and 7 show the microscopic images of the stomach from the negative control, positive control and KH-treated groups after 30 days.
This study was done to evaluate the antiulcer properties of Kelulut honey (KH) in a model of ethanol-induced gastric ulcer in rats. Ethanol has been widely used to induce gastric lesions in experiment animals (Abdulla et al., 2010). The ability of absolute ethanol to induce gastric lesions is related to the formation of free radicals and reactive oxygen species (Nordmann, 1994; Cho et al., 1991). Ethanol has also been reported able to increase lipid peroxidation. Free radicals are able to attack cells, causing damage to the gastric cells of the gastrointestinal tract and leading to erosive lesions and ulceration (Hirokawa et al., 1998).

The results of this study demonstrated the potency of KH in increasing the rats’ body weight in all three groups throughout the 30 days of experiment before the rats were induced with ethanol. It was also observed that KH was able to exert antiulcer effects in the ethanol-
induced gastric ulcer model via macroscopic and microscopic evaluation. Diffuse severe hemorrhage was first observed in the positive control group compared to only few areas of mild hemorrhage in the other treatment groups. This was due to the vascular injury caused by the absolute ethanol (Szabo et al., 1995). However, upon treatment with KH, the total ulcer area and ulcer index were reduced compared to the positive control group.

Further histological analysis demonstrated the disruption of the upper mucosal layer, accompanied by severe focal hemorrhage in the negative control group. This was caused by the ability of the ethanol to penetrate the protective mucus layer by dissolving the constituents of the stomach mucus (Szabo, 1987) and subsequently coming into contact with the epithelium surface, causing damage to the cells. It is also reported that severe focal hemorrhage and edema in the lamina propria of the mucosal layer were due to microvascular injury and an increase in vascular permeability as a consequence of microvascular endothelium disruption caused by absolute ethanol (Szabo et al., 1995).

Interestingly, upon pretreatment with KH, no severe hemorrhage or edema was observed in the mucosa. Although vascular congestion was detected, this could have been due to increased blood flow in the gastric mucosa caused by ethanol, leading to hyperemia (Endoh et al., 1993). Nevertheless, hyperemia is not as serious a condition as hemorrhage. The presence of tissue granulation and leukocyte infiltration such as by monocytes and neutrophils in this group could indicate the occurrence of the rapid healing process. The healing process may be divided into three overlapping phases, which are the inflammatory, proliferative and maturation phases (Regan & Barbul, 1994). Leukocyte infiltration such as by circulating monocytes (macrophage) and neutrophils as well as lymphocytes are involved in the inflammatory phase, in which they are crucial for healing (Barbul et al., 1989; Leibovich & Ross, 1975). This is due to the function of the macrophage and neutrophils in removing tissue debris caused by injury. In addition, the presence of fibroblasts in the mucosa cells of the KH pretreated group was an indicator of the proliferative phase of the healing process. Fibroblasts are important in repair processes as they are responsible for the production of structural proteins such as collagen, fibronectin, glycosaminoglycan and hyaluronic acid for the reconstruction of the affected tissue (Regan & Barbul, 1994).

The antiulcer properties of KH suggest that it is high in antioxidant properties. KH, which is from the *Trigona* sp., is intense in colour and high in phenolic content (Kek et al., 2014). Its colour intensity indicates the presence of carotenoids and flavonoids, which are renowned as natural antioxidants (Moniruzzaman et al., 2013b; Saxena et al., 2010), while total phenolic content is one of the reliable parameters for indicating antioxidative activities (Bertoncelj et al., 2007; Beretta et al., 2005; Meda et al., 2005) as well as effectively healing induced gastric ulcers (Bafna & Balaraman, 2005).

**CONCLUSION**

Kelulut honey was found to be able to increase rats’ body weight as well as to possess antiulcer properties that were seen to reduce the total ulcer area and ulcer index in rats with ethanol-induced gastric.
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ABSTRACT
Biometric authentication refers to the use of measurable characteristics (or features) of the human body to provide secure, reliable and convenient access to a computer system or physical environment. These features (physiological or behavioural) are unique to individual subjects because they are usually obtained directly from their owner’s body. Multibiometric authentication systems use a combination of two or more biometric modalities to provide improved performance accuracy without offering adequate protection against security and privacy attacks. This paper proposes a multibiometric matrix transformation based technique, which protects users of multibiometric systems from security and privacy attacks. The results of security and privacy analyses show that the approach provides high-level template security and user privacy compared to previous one-way transformation techniques.
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INTRODUCTION
Multibiometric authentication systems use a combination of two or more biometric modalities to verify the identity of users.
approaches face challenges in terms of template security and fusion complexity (Kaur, 2013). Multibiometric systems are not exempted from security challenges, such as replay attacks. Legitimate users of multibiometric systems also face privacy violations, such as template sharing and cross-matching. The risk of identity loss also occurs if an attacker who obtains digital versions of users’ biometric data is able to reconstruct original biometric images from compromised biometric templates (Feng & Yuen, 2012; Li & Cot, 2011). Loss of identity is a severe risk because biometric modalities cannot be easily replaced unlike a password, PIN, or chip. This implies that victims will lose two or more biometric means of identity because multibiometric systems use at least two or more modalities. This paper addresses security, privacy and risk of loss of identity in multibiometric systems by proposing a one-way (or non-invertible) transformation approach known as matrix transformation. Matrix transformation is a simple and effective method that prevents security attacks on multibiometric systems and protects users against a privacy violation as well as identity loss. This approach guarantees the security of stored biometric data and the privacy of legitimate users, even if protected biometric data and security parameters are disclosed to an attacker. This approach also supports revocability or template renewability because a new biometric template can be created and used to replace the one suspected to have been stolen, corrupted or compromised.

Non-invertible transformation belongs to a general class of techniques known as cancellable biometrics, whose goal is to achieve ‘an intentional, repeatable distortion of a biometric signal based on a chosen transform’ (Ratha et al., 2001). This provides template security, revocability, unlinkability, and resistance to cross-matching attacks. Non-invertible transformations provide template security by preventing the recovery of original biometric data from a transformed template, even if an attacker knows the transformation parameters. Revocability allows administrators to remove a compromised template and reissue a new one based on the same biometric data. Template revocability is achieved by changing the transformation parameters used for the previous enrolment. Moreover, multiple transformed templates can be constructed from a single biometric input of the same subject, which provides unlinkability and prevents cross-matching among transformed templates that are stored in multiple databases.

Non-invertible transformation can be divided into two categories, namely image-level transforms and feature-level transforms. Image-level transforms, such as grid morphing, block permutation (Ratha et al., 2001), blind deconvolution (Campisi & Egiazarian, 2007; He et al., 2008), block re-mapping, texture warping (Farberbock et al., 2010; Hammerle-Uhl et al., 2009), GREY-COMBO (Zuo et al., 2008) and Log-Polar transform (Plesca & Morogan, 2013) are used to create an irreversible version of a given biometric image prior to feature extraction. Feature-level transformation uses approaches such as Cartesian; polar and functional transforms (Ratha et al., 2006; Ratha et al., 2007); revocable biotokens (Boult, 2006; Boult et al., 2007); pseudo-random permutations (Grassi & Faundez-Zanuy, 2009); Gaussian distribution (Jeong & Teoh, 2010); partial Hadamard matrix (Wang & Hu, 2013); pulse active transform (Safie et al., 2014); BIN-COMBO (Zuo et al., 2008); user-specific secret permutations (Rathgeb & Uhl, 2010); alignment-free adaptive bloom filter (Rathgeb et al., 2014); and the Delaunay triangle (Sandhya et al., 2016) to create non-invertible templates from extracted biometric features. A
number of techniques, such as user-dependent multi-state discretisation (Teoh et al., 2010), a combination of multi-dimensional iris codes, bit permutation and key binding (Ouda et al., 2011) and spiral cube (Moujahdi et al., 2012) focus on improving the security and recognition accuracy of some existing non-invertible transformation techniques.

Definitions

**Galois field.** A Galois (or finite) field contains a finite number of elements. A Galois field consisting of \( q \) elements is denoted as \( gf(q) \). Formally, a Galois field, \( gf(p^n) \) is defined in Equation 1 as:

\[
GF(p^n) = \{0, 1, 2, \ldots, p - 1\} \cup \{p, p + 1, p + 2, \ldots, p + p - 1\} \\
\cup \{p^2, p^2 + 1, p^2 + 2, \ldots, p^2 + p - 1\} \\
\cup \ldots \cup p^{n-1}, p^{n-1} + 1, p^{n-1} + 2, \ldots, p^{n-1} + p - 1
\]

(1)

where \( p \in \mathbb{P} \) and \( n \in \mathbb{Z}^+ \) \( p^n \) defines the order of the field or the number of elements in the field, \( p \) is the characteristic of the field and the degree of polynomial of each element is at most \( n-1 \) (Benvenuto, 2012). The binary (base-2 number) system represents each value as 0 or 1. The binary system provides an alternative way to represent the elements of a Galois field. Each decimal element, \( x \) of a Galois field, can be expressed in binary as \( a_n 2^n \). That is,

\[
x = \sum_{n \in \mathbb{N}} a_n 2^n
\]

(2)

where \( a_n \) is the binary coefficient and \( n \) is the degree of the polynomial.

A Galois field of two elements (also known as binary field), \( gf(2) \), contains values that are represented by 0 and 1. The concept of \( gf(2) \) is applicable to digital systems (such as computers) which represent data and operations in binary (series of 0s and 1s).

**Permutation matrices.** A permutation matrix is a square matrix whose elements are all 0s and 1s, with each row and column containing exactly a 1 (Fuzhen, 2011). It is a square matrix obtained from an \( n \times n \) identity matrix by a permutation of rows (Grinshpan, 2011). Formally, a permutation is defined in Equation 3 as:

\[
\pi = \begin{pmatrix}
\frac{1}{\pi(1)} & \frac{1}{\pi(2)} & \ldots & \frac{1}{\pi(m)} \\
\pi(1) & \pi(2) & \ldots & \pi(m)
\end{pmatrix}
\]

(3)

where \( \pi(1), \pi(2), \ldots, \pi(m) \in \{1, 2, \ldots, m\} \); thus, a permutation matrix can be expressed as

\[
P_{ij} = \begin{cases} 
1, & \text{if } i = \pi(j) \\
0, & \text{otherwise}
\end{cases}
\]

(Berisha et al., 2012).
Non-Invertible matrices. Given any two square \((n \times n)\) matrices \(A\) and \(B\), matrix \(A\) is said to be invertible (non-singular or non-degenerate) if the following condition holds:

\[ A \ast B = B \ast A = I_n \tag{4} \]

where \(I_n\) is an \(n \times n\) identity matrix and \(\ast\) denotes ordinary matrix multiplication. The matrix \(B\) referred to as the inverse of \(A\) (denoted by \(A^{-1}\)) is uniquely determined by \(A\). A square matrix which does not satisfy the condition above is said to be non-invertible. Non-invertible matrices are also called singular or degenerate matrices. A square matrix is singular if and only if its determinant is 0. A square matrix that is not invertible is called singular or degenerate. A square matrix is singular if and only if its determinant is 0. A singular matrix is obtained by performing a random selection based on a continuous uniform distribution of its entries.

Non-invertible matrices in a Galois field of two elements (or \(gf(2)\)) are obtained by performing an \(xor\) operation on a pair of permutation matrices in \(gf(2)\). If \(A = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}\) and \(B = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}\) are two elementary permutation matrices, a non-invertible matrix, is computed by the operation \(C = A \ xor \ B\). That is,

\[ C = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 1 & 1 \end{bmatrix} \]

The matrix is non-invertible because the values for its determinant and inverse are undefined. That is, if \(y = Cx\), then \(x = yC^{-1}\). \(C^{-1}\) is undefined. Hence \(x\) cannot be computed given the value of \(y\).

**METHODOLOGY**

This section discusses the methods used for feature extraction, implementation, performance evaluation and security analysis.

**Feature Extraction**

Binary feature vectors were extracted directly from pre-processed face images using the rotation invariant neighbour-based invariant local binary pattern (RINLBP) technique. RINLBP is a hybrid approach which integrates the generic local binary pattern (Ojala et al., 2002) and neighbour-based local binary pattern (Hamouchene & Aouat, 2014). The approach improves on the generic local binary pattern (LBP) by addressing poor recognition performance due to image rotation. The LBP is a texture classification method that combines a set of local texture descriptors to provide a global textural representation of an image. The LBP descriptor of a local circular region is computed by comparing the value of the central pixel with each of its
neighbours. The result of the comparison is 1 if the value of the pixel is greater than the central pixel, otherwise the result is 0. LBP is defined in Equation 5 as:

$$LBP_{r,p} = \sum_{p=0}^{P-1} s(g_p - g_c)2^p$$

such that

$$s(x) = \begin{cases} 1 & x \geq 0 \\ 0 & x < 0 \end{cases}$$

where

- $g_p$ is greyscale value of the neighbour pixel,
- $g_c$ is the value of the central pixel,
- $p$ is the index of the neighbour
- $R$ is the radius of the circular region
- $P$ is the number of sample points in the neighbourhood of the central pixel

(Ojala et al., 2002).

Figure 1 illustrates the operation of the generic LBP.

<table>
<thead>
<tr>
<th>12</th>
<th>9</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>6</td>
</tr>
</tbody>
</table>

thresholding

<table>
<thead>
<tr>
<th>1</th>
<th>1</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Local binary pattern: 11010101

Figure 1. Generic LBP

The LBP is popular because it is simple to calculate and shows good performance. It is also robust against changes in illumination, which leads to changes in the values of pixel intensities. This is because features are not represented using the actual pixel values. Rather, they are computed by comparing the intensity values of a central pixel and its neighbours. A change in intensity value of a central pixel will lead to a corresponding change in the values of the neighbour pixels. Neighbour-based LBP (NLBP) compares the pixel value of each neighbour
of the central pixel with its next neighbour along the circular region. Neighbour-based LBP is defined in Equation 7 as:

$$NLBP_{R,P} = \sum_{p=0}^{P-1} s(g_p - g_{p+1}) \cdot 2^p$$

such that

$$s(g_p - g_{p+1}) = \begin{cases} 
1 & g_p \geq g_{p+1} \\
0 & g_p < g_{p+1} 
\end{cases}$$

where

g_p is greyscale value of a neighbour pixel,
g_{p+1} is the value of the next pixel along the circular region,
p is the index of the neighbour
R is the radius of the circular region
P is the number of sample points in the neighbourhood of the central pixel (Hamouchene & Aouat, 2014).

The encoding begins with the topmost left neighbour and follows a clockwise direction (see Figure 2). This is unlike the generic LBP, which compares each neighbour with the central pixel. The generic LBP and the neighbour-based LBP generate different binary patterns from the same pixels.

![Neighbour-based LBP](image)

**Figure 2.** Neighbour-based LBP

NLBP code: 11010100

*Figure 2. Neighbour-based LBP*
The Rotation Invariant Neighbour-based LBP, \( \text{RINLBP}_{p,p} \), is defined in Equation 8 as:

\[
\text{RINLBP}_{p,p} = \sum_{p=0}^{P-1} s(g_p - g_{p+1}) \cdot 2^{mod(p-d,p)}
\]

such that

\[
s(g_p - g_{p+1}) = \begin{cases} 
1 & g_p \geq g_{p+1} \\
0 & g_p < g_{p+1} 
\end{cases}
\]

\(d = \max|g_p - g_c|\)

\(p \in (0,1 \ldots P - 1)\)

where

\(g_c, g_p, g_{p+1}, p, R \) and \(P\) are as previously defined,

\(d\) is the index of the neighbour pixel with the highest value, which defines the dominant direction in a neighbourhood. RINLBP provides rotation invariance by starting the encoding process with the neighbour pixel that has the highest value. This ensures that there is a corresponding rotation of the extracted binary pattern whenever the image is rotated.

The image in Figure 3 is rotated through an angle of 90° before applying the NLBP technique. The figure shows that RINLBP computes the same binary pattern from the original and the rotated images. This shows that image rotation does not affect the value of the binary pattern encoded by the RINLBP operator. We resized each face image to 16×8 before applying the RINLBP. This enabled us to obtain a 1,024-bit binary representation of the face image.
Segmentation isolates the iris from other structures that can affect the accuracy of the recognition process. This process involves detecting the inner and outer boundaries of the iris as well as the eyelids and eyelashes, which can interrupt the circular contour of the limbus boundary. The circular Hough transform is used for detecting the iris and pupil boundaries. Hough transform is defined as $x^2 + y^2 = r^2$, where $(x, y)$ are the coordinates of the centre of the iris and pupil and $r$ is the radius of the circular iris/pupillary boundaries. Figure 4 illustrates a segmented iris image.

Figure 4. Segmented iris

Normalisation addresses variations in pupil size and provides for translation and scale invariance in order to ensure that irises of different individuals are mapped onto a common domain, since pupil size can vary across subjects. Normalisation is defined in Equation 12 as:

$$I(x(r, \theta), y(r, \theta)) \rightarrow l(r, \theta)$$  \hspace{1cm} (12)

such that

$$x(r, \theta) = (1 - r)x_p(\theta) + rx_i(\theta)$$  \hspace{1cm} (13)
$$y(r, \theta) = (1 - r)y_p(\theta) + ry_i(\theta)$$  \hspace{1cm} (14)

where $I(x,y)$ is the iris image, $(x,y)$ denotes the original Cartesian coordinates, $(r,\theta)$ are the corresponding normalised polar coordinates, $(x_p,y_p)$ and $(x_i,y_i)$ are the coordinates of the pupil and iris boundaries along the $\theta$ direction (Masek, 2003). Normalisation is usually carried out using the rubber sheet (Daugman, 2002) model. The rubber sheet model is illustrated in Figure 5.
Each point within the Cartesian coordinate is translated to a pair of polar coordinates \((r, \theta)\), where \(r\) lies within the range \([0, 1]\) and \(\theta\) is an angle in the range \([0, 2\pi]\). Figure 6 illustrates a normalised iris image.

The rubber sheet model produces normalised irises of fixed dimension by taking both pupillary dilation and variations in pupil size into account. This ensures the extraction of iris codes of same dimension even if the size of the pupil varies across different subjects.

Feature extraction involves the application of a convolution operation to the 1D signals (obtained by breaking the 2D normalised iris image) using 1D Gabor wavelets. A Log-Gabor filter is defined in Equation 15 as:

\[
G(f) = \exp \left( \frac{-(\log(f/f_0))^2}{2(\log(\sigma/f_0))^2} \right)
\]

(15)

where \(f_0\) is the frequency and \(\sigma\) is the bandwidth of the filter (Field, 1987). The frequency response determines whether a given frequency value is quantised as 0 or 1. Feature extraction produces a binary template containing a number of bits of information that represent the iris image. The total number of bits in the template is two times the product of the angular resolution, the radial resolution and the number of filters used. A 1024-bit iris code is obtained by setting the values of angular resolution, radial resolution and filter to 8, 128 and 1, respectively.

The feature level fusion technique was used to create multibiometric templates from binary face and iris features. The process was carried out by transforming the templates into row vectors and appending one at the end of the other. That is,

\[
\text{MultiBio} = \text{FeatFace} \ast \text{FeatIris}
\]

(16)

where \(\text{MultiBio}, \text{FeatFace}\) and \(\text{FeatIris}\) are the multibiometric, face and iris feature vectors, respectively.
Implementation

The algorithm in Figure 7 describes the procedure for creating the transformation matrix.

\begin{algorithm}
\caption{Computation of transformation matrix}
\label{alg:transformation}
\begin{algorithmic}
\Require $P$
\For{$k = 1$ to $2$}
\State \textbf{Read} $i, j$
\State \text{row}(i) \leftrightarrow \text{row}(i \pm j)$
\EndFor
\Ensure $m_1, m_2$
\State $M_T = m_1 \oplus m_2$
\End
\end{algorithmic}
\end{algorithm}

Figure 7. Algorithm for computation of transformation matrix

Each elementary permutation matrix is computed by randomly selecting and interchanging a pair of rows of a general permutation matrix. Generally, a total of $n!$ elementary permutation matrices can be computed from an $n \times n$ general permutation matrix. The combination of two elementary permutation matrices (from a given set of $n!$ elementary permutation matrices) to obtain a non-invertible matrix produces a total of $\binom{n!}{2} = \frac{n!}{(n! - 2)!} = \frac{n!}{(n! - 2)!} \cdots (n! - 2 + 1)$ non-invertible matrices. The non-invertible matrix (or transformation key), $M_T$, is created by XORing two elementary permutation matrices, $m_1$ and $m_2$. That is,

\begin{equation}
M_T = m_1 \oplus m_2
\end{equation}

The binary string, $X$ (that is, the reference biometric template) is first converted into a one-dimensional column vector. A non-invertible template, $X_T$, is created by multiplying the transformation matrix, $M_T$, with the column vector representing $X$. That is,

\begin{equation}
X_T = M_T \ast X
\end{equation}

The transformed template, $X_T$, is stored in the database instead of the original feature vector, $X$. The algorithm for enrolment is shown in Figure 8.
The algorithm in Figure 9 describes the procedure for authentication.

**Algorithm 3: Authentication**

*Input* $M_T, N$  

*For all* $i \in N$  

*Read* $X^i$  

$X^i = M_T \cdot X^i$  

*End*

*Figure 9. Algorithm for authentication*

The algorithm in Figure 9 describes the procedure for authentication.

**Performance Evaluation**

The performance of the scheme was evaluated using 756 face images and 756 iris images of 108 subjects (or users) from CASIA Near Infrared face database (Li et al., 2007) and CASIA iris image database version 1 (biometrics.idealtest.org/dbDetailForUser.do?id=2), respectively. An additional dataset consisting of 196 face images of 100 subjects obtained from Labeled Faces in the Wild (Huang et al., 2008) was also used to evaluate the recognition accuracy of the proposed approach. The recognition accuracy was reported in terms of false acceptance...
rate (FAR) and false rejection rate (FRR). False rejection results from a situation where the Hamming Distance between a pair of same-user templates is greater than the threshold. False acceptance occurs when the hamming distance between a pair of transformed templates belonging to different users is less than the threshold. The threshold used for the experiments was 0.30. The justification for the choice of this value is explained as follows. The range of intra-class variation between iris textures of the same person is 10-20% whereas irises of different subjects differ by 40-60% (Hao et al., 2006). This means that a threshold of at most 20% or 0.20 would effectively discriminate same-person iris images from those of different subjects. The same threshold was applied to face and multibiometric data in order to provide a fair comparison of the performance of the matrix transformation technique on different biometric modalities.

Table 1 presents the performance evaluation results for the application of matrix transformation on face images obtained from CASIA Near Infra Red (NIR) database.

<table>
<thead>
<tr>
<th>Hamming distance</th>
<th>FRR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>4.629</td>
<td>78</td>
</tr>
<tr>
<td>0.25</td>
<td>0.231</td>
<td>99</td>
</tr>
<tr>
<td>0.30</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>0.35</td>
<td>0.0</td>
<td>100</td>
</tr>
</tbody>
</table>

Results in the table show that FRR decreases as the hamming distance increases while FAR increases with a corresponding increase in threshold value. This is because an increase in hamming distance lowers the rate at which legitimate users are treated as impostors but with an increase in the number of impostors who are accepted as valid users. Conversely, a lower hamming distance results in an increase in FRR and a reduction in FAR. That is, there is more likelihood for legitimate users to be regarded as impostors and less likelihood for impostors to be accepted as valid users. An increase in hamming distance results in low intra-class variation and low inter-class distance. That is, there is higher correlation among the biometric data of same subjects and less variation among the biometric data of different subjects.

Table 2 shows the performance evaluation results for the application of matrix transformation on face images obtained from Labeled Faces in the Wild (LFW) dataset.

<table>
<thead>
<tr>
<th>Hamming distance</th>
<th>FRR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>0.0</td>
<td>14.4</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0</td>
<td>33.1</td>
</tr>
<tr>
<td>0.30</td>
<td>0.0</td>
<td>88.9</td>
</tr>
<tr>
<td>0.35</td>
<td>0.0</td>
<td>100</td>
</tr>
</tbody>
</table>
The table shows that the FRR for all the Hamming distance values was 0%. This implies that a high correlation exists among face images of same users. The FAR increases with a corresponding increase in Hamming distance. A high Hamming distance value increases the collision among biometric data of different subjects. This leads to an increase in the rate at which impostors are accepted as valid users. A comparison of the results in Tables 1 and 2 shows that the proposed approach has better recognition accuracy for the LFW dataset than it does for the CASIA NIR database. This is because the LFW dataset consists of colour images while the CASIA NIR database contains greyscale images. The LBP and its variants have better recognition accuracy on colour images than greyscale images (Choi et al., 2012). However, both tables show that matrix transformation has low FRR (between 0% and ~4.63) but an intolerable FAR (between 14.4% and 100%). Hence, it is difficult to plot a suitable ROC curve based on the performance results obtained. This implies that the application of matrix transformation on face modality has poor recognition accuracy based on the chosen hamming distance values. Finding optimal hamming distance values required for good recognition accuracy for face (or any biometric) is outside the scope of this work. The focus of the work was to provide a fair comparison of the recognition performance of matrix transformation on face, iris and multibiometric data.

The result of the application of matrix transformation on iris data is presented in Table 3.

Table 3
Performance results – Matrix Transformation (Iris)

<table>
<thead>
<tr>
<th>Hamming distance</th>
<th>Recognition accuracy (%)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FRR</td>
<td>FAR</td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>64.35</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>32.02</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>8.769</td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>1.466</td>
<td>0.139</td>
<td></td>
</tr>
</tbody>
</table>

The table shows that FRR decreases from 64.35% to 1.466% as the hamming distance increases from 0.20 to 0.35. On the other hand, the FAR increases from 0% to 0.139% for the chosen hamming distance values. Increasing the hamming distance results in lower intra-class variations among the biometric data of same subjects and higher correlation among the data of different subjects. Low intra-class variation leads to the rejection of fewer valid users (lower false rejection) and acceptance of more impostors (higher false acceptance). Moreover, increasing the hamming distance allows more impostors to be accepted as valid users and fewer valid users to be treated as impostors.

Figure 10 is the ROC curve for the application of matrix transformation technique on iris templates. The graph illustrates the relationship between FAR and FRR for different values of Hamming distance.
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The maximum value of FRR is approximately 64.4% and the minimum value of FRR is slightly below 1.47%. FAR has a maximum value of about 0.14% and a minimum value of approximately 0%. The curve shows that FRR reduces as FAR increases and vice versa. The value of FAR for each hamming distance is lower than the corresponding value of FRR. This implies that the approach sacrifices recognition accuracy and user convenience for security.

Table 4 shows the performance evaluation results for the application of matrix transformation on multibiometric data.

<table>
<thead>
<tr>
<th>Hamming distance</th>
<th>Recognition accuracy (%)</th>
<th>FRR</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.20</td>
<td>29.78</td>
<td>0.007</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>19.75</td>
<td>0.46</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>10.42</td>
<td>5.17</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>4.93</td>
<td>20.67</td>
<td></td>
</tr>
</tbody>
</table>

The FRR for the lowest hamming distance is ~29.8% while the highest hamming distance value has a false rejection rate of ~4.9%. Increasing the hamming distance leads to a reduction in both intra-class variation and inter-class distance. In other words, the rate at which genuine users are treated as impostors reduces with a corresponding increase in hamming distance. On the other hand, an increase in hamming distance results in the acceptance of more impostors as valid users. A lower hamming distance results in the rejection of more genuine users (higher FRR) and the acceptance of fewer impostors (lower FAR).

The relationship between the false rejection rate and false acceptance rate based on the application of matrix transformation on multibiometric data is illustrated by the ROC curve in Figure 11.
Figure 11. ROC curve for matrix transformation (multibiometric)

The maximum value of FAR is ~20.7% and the minimum value is ~0.007%. FRR has maximum and minimum values of approximately 29.8% and 4.9%, respectively. The curve shows that the FRR for each threshold is higher than the corresponding FAR. This implies that a higher premium is placed on security than on user convenience.

Security Analysis

The security of the proposed scheme was analysed using selected parameters, such as key length, key space, entropy and probability of correct guess in order to determine its resistance to security attacks (such as guessing and key exhaustion), privacy attacks (such as record multiplicity and cross matching) and template reconstruction attack.

Key length is the number of bits in the transformation key. It is expressed as the square of the dimension of the transformation matrix. Key length, $K_l$, is defined in Equation 19 as:

$$K_l = n^2$$  \hspace{1cm} (19)

where $n$ is the dimension of the transformation matrix.

∴ key length $2^{20} = 1,048,576$ bits. These keys are long enough to prevent guessing attack.

Key space, $K_{space}$, is computed using the formula:

$$K_{space} = n!c_2 = \frac{(n!)!}{(n!-2)!} = \frac{n!(n!-1) \ldots (n!-2+1)}{2!}$$  \hspace{1cm} (20)

where $n$ is the dimension of the transformation key.
The value of $n$ used for the experiments is 1024.

$$K_e = \frac{(1024)!}{(1024-2)!} = \frac{1024!(1024!-1) \ldots (1024!-2+1)}{2!}$$

$$\gg 1024! \quad (\gg \text{is the symbol for much greater than})$$

The large key space prevents exhaustive search and cross-matching attacks.

Entropy, is expressed in Equation 21 as:

$$H = \log_2 N^K$$  \hspace{1cm} (21)$$

where $N$ is the symbol count and $K$ is the key length (Shannon, 1948).

The value of key length is $2^{20}$ (or 1,048,576) bits

$$\therefore H=\log_2 2^{1048576} = 1,048,576 \text{ bits.}$$

This is prohibitively large enough to prevent an attacker from carrying out a random guessing attack against the authentication system.

The probability of correct guess, $P_r(guess)$, measures the possibility that an attacker will guess a transformation key correctly. It is expressed as the inverse of the key space, $K_{space}$. That is,

$$P_r(guess) = \frac{1}{K_{space}}$$ \hspace{1cm} (22)$$

$$\therefore P_{guess} = \frac{1}{1024!} \ll 0. \text{ The probability of guessing a transformation key is very low (much less than 0).}$$

Theoretical analysis of irreversibility is used to determine the complexity of recovering an original biometric data from a transformed template and the transformation parameter. The analysis is presented as follows.

Consider a $4 \times 4$ general permutation matrix,

$$P = \begin{bmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}$$

An elementary permutation matrix, $p_a$, is obtained by interchanging the first and second rows of $P$. That is,

$$p_a = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}$$
The second elementary permutation matrix, $p_b$, is obtained by interchanging the third and fourth rows of $P$. That is,

$$p_b = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}$$

The transformation matrix or key, is computed by the operation $p_a \xor p_b$. Hence,

$$R = \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \end{bmatrix}$$

Now consider a one-dimensional column vector, $x = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix}$. The transformed template $Y$ is computed by the multiplication operation, $y = Rx$. That is,

$$y = \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} 1 \\ 0 \\ 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix}$$

The non-invertible analysis is carried out based on two scenarios, namely, “with respect to $R$ scenario” (that is, when an attacker knows the transformation key) and “with respect to without $R$ scenario” (that is, when an attacker does not have access to the transformation key).

(a) Non-invertible analysis with respect to $R$ scenario

$x = y/R^+$, where $R$ is the transformation matrix and $y$ is the transformed template.

Recall that $R = \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \\ 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \end{bmatrix}$

hence $R^+ = \begin{bmatrix} \text{inf} & \text{inf} & \text{inf} & \text{inf} \\ \text{inf} & \text{inf} & \text{inf} & \text{inf} \\ \text{inf} & \text{inf} & \text{inf} & \text{inf} \\ \text{inf} & \text{inf} & \text{inf} & \text{inf} \end{bmatrix}$

The inverse of $R$ is undefined because $R$ is a singular matrix. That is, the determinant of $R$, $\det(R) = 0$.

An alternative approach is to attempt to recover $x$ from $R$ and $y$ using a system of simultaneous equations constructed from $R$ and $y$ (Li & Hu, 2013). Based on the example above, we attempt to retrieve the original biometric vector.
The solutions for the equation will be the original biometric vector \( x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} \) using a system of linear equations

\[
\begin{align*}
0x_1 + 0x_2 + x_3 + x_4 &= 1 \\
x_1 + x_2 + 0x_3 + 0x_4 &= 1 \\
x_1 + x_2 + 0x_3 + 0x_4 &= 1
\end{align*}
\]

Substituting for \( x_3 \) in Equation 28, we have

\[
1 - x_4 + x_4 = 1 \quad \text{or} \quad 1 - 0 = 1
\]

Moreover, \( x_4 = 1 - x_3 \) (from Equation 28)

Substituting for \( x_3 \) in Equation 27, we have

\[
x_1 = 1 - x_2
\]

Using Equation 29 and 30,

\[
x_1 = 1 - x_2
\]

(from Equation 29)
Substituting for $x_1$ in equ. 30, we have

$$1 - x_2 + x_2 = 1 \text{ or } 1 - 0 = 1$$

Moreover, $x_2 = 1 - x_1$ (from Equation 30)

Substituting for $x_2$ in Equation 29, we have

$$1 - x_1 + x_1 = 1 \text{ or } 1 - 0 = 1$$

The result in all cases is 1. But we do not know which variable has the value of 1. This makes it difficult to assign values to each $x_i$ in $x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix}$

Hence, it is impossible to retrieve $x$ from $y$ even if $R$ is known.

(b) Non-invertible analysis with respect to without R scenario

In this case, only the transformed template $y = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}$ is available.

A compromise of the authentication scheme will require two steps:

(i) An attacker will have to generate all possible values of $x$. Each $x$ is an $n \times 1$ dimensional vector, where $n$ is the number of bits in the compromised transformed template. This requires an effort of $n!$

(ii) Each $x$ is transformed using each of the possible values of $R$.

This requires an effort of $n! \left( \frac{(n!)}{(n!-2)!} \right)$

For $n!$ vectors, the total effort required = $n! \left( \frac{(n!)}{(n!-2)!} \right)$

(iii) Each transformed $x$ is compared with the compromised $y$ resulting in an effort of $n! \left( \frac{(n!)}{(n!-2)!} \right)$

(iv) A match between a transformed $x$ and a compromised $y$ indicates that both of them are generated from the same feature vector.

The complexity of this analysis is defined in terms of the total effort required to obtain all possible transformed values of $x$ (exhaustive search) and to match each transformed $x$ with a compromised $y$

$$= n! \left( \frac{(n!)}{(n!-2)!} \right) + n! \left( \frac{(n!)(n!)}{(n!-2)!} \right) = 2 \left( n! \left( \frac{(n!)}{(n!-2)!} \right) \right)$$

Using this approach for a 4-bit template, we substitute $n = 4$. 

The total effort required \( 2 \left( 4! \left( \frac{(4^4)!}{(4^2-2)!} \right) \right) = 6.768 \times 10^{23} \) iterations.

Table 5 illustrates the relationship between the dimension of biometric data and complexity of an exhaustive search attack.

<table>
<thead>
<tr>
<th>Length of biometric template (n)</th>
<th>Complexity of operation (iterations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>(6.768 \times 10^{23})</td>
</tr>
<tr>
<td>5</td>
<td>(6.80 \times 10^{198})</td>
</tr>
<tr>
<td>6</td>
<td>overflow</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>1024</td>
<td>overflow</td>
</tr>
</tbody>
</table>

The complexity of irreversibility with respect to without \( R \) scenario increases as the dimension of biometric data increases. Matrix transformation uses a 1024-bit template, which makes it computationally infeasible to retrieve an original template from only its transformed version.

**Privacy Analysis**

The privacy capability of matrix transformation is analysed using the requirements proposed in the ISO/IEC JTC 1/SC 27 (BioKeySIII Final Report, 2011) standard. These include irreversibility, unlinkability, confidentiality and data minimisation.

**Irreversibility analysis.** With respect to matrix transformation, irreversibility is defined in terms of the difficulty an attacker faces in an attempt to recover original biometric data, from a transformed template, \( Y \). Detailed analysis of irreversibility has been using both “with respect to \( R \) and without \( R \)” scenarios. The analysis shows that an attacker faces a computationally difficult task in an attempt to recover original biometric data from a transformed template.

**Unlinkability analysis.** This is used to determine the effort (computational complexity) required to match biometric references across multiple databases or applications. A pair of biometric data is ‘linkable’ if it is possible to establish that they are obtained from the same user. The analysis of unlinkability is carried out by considering both the average case and worst-case scenarios.
Average case. The average case involves matching a compromised template with only half of the possible instances of transformed templates. The effort required, $E_{CM}$

$$E_{CM} = \frac{n!}{c_2} = \frac{(n!)!}{2(n! - 2)!} \frac{n! (n! - 1) \ldots (n! - 2 + 1)}{2(2!)} = \frac{n! (n! - 1) \ldots (n! - 2 + 1)}{4}$$

By substituting $n = 1024$, we have

$$\frac{1024!(1024!-1) \ldots (1024!-2+1)}{4} \gg 1024! \text{ iterations}$$

Worst case. This involves matching all possible instances of transformed templates. The effort required, $E_{CM}$

$$E_{CM} = \frac{n!}{c_2} = \frac{(n!)!}{(n! - 2)!} \frac{n! (n! - 1) \ldots (n! - 2 + 1)}{2!} = \frac{1024!(1024!-1) \ldots (1024!-2+1)}{2!} \gg 1024! \text{ iterations.}$$

The effort required when the entire transformed templates is matched is twice that which is required for matching only half of the transformed templates. However, the effort in both cases is in excess of $1024!$ iterations. This is prohibitively large enough to prevent a cross-matching attack in matrix transformation.

Confidentiality analysis. A secured template, $y$, is created by applying a transformation matrix, on a biometric data, $x$. That is,

$$y = Rx$$

The transformed template is stored in the database while the original biometric data, $x$, is discarded. The example above shows that the transformed template, $y = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 0 \\ 0 \\ 1 \end{bmatrix}$ is distinguishable from the original biometric data, $x = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 0 \\ 0 \\ 1 \end{bmatrix}$. In other words, the transformation operation uses $R$ to conceal $x$ in $y$.

Data minimisation. Matrix transformation stores only transformed templates, $y$, and possibly the transformation key, $R$. Sensitive biometric data that may violate users’ privacy are not retained in the authentication system during enrolment and authentication.
DISCUSSION OF RESULTS

Results in Tables 1, 2, 3 and 4 show that matrix transformation has low FRRs (between 0% and ~4.63%) when it is applied to face biometric than it does when applied to iris or multibiometric modality. However, this is achieved at the expense of intolerably high FARs (between 14.4% and 100%). This is due to the low inter-class distance among face images of different subjects (Wu & Yuan, 2010). High FARs also imply a high correlation among transformed templates of different users for the chosen hamming distance values. Low FRR and high FAR imply high usability (or user convenience) and low security. The application of matrix transformation on iris results in high FRRs of 64.35% and 32.02% for hamming distance values of 0.20 and 0.25, respectively. However, the FARs recorded for both hamming distance values is 0%. Increasing the hamming distance values to 0.30 and 0.35 results in improvements in recognition accuracy as the FRRs reduce to 8.796% and 1.466%, respectively. The FAR also increases from 0% to 0.007% and 0.139% for the respective hamming distance values. This implies that hamming distance values of 0.30 and 0.35 provides a good balance between security and user convenience in an iris-based matrix transformation scheme. Applying matrix transformation on multibiometric data results in high FRRs of 29.78%, 19.75% and ~10.42% for hamming distances of 0.20, 0.25 and 0.30, respectively. Increasing the hamming distance to 0.35 results in a lower FRR (~4.9%) and high FAR (~20.67%). Results from experiments show that the matrix transformation has better recognition accuracy when applied to iris biometric (especially at hamming distances of 0.30 and 0.35) than it does when it is applied to face or multibiometric data. The iris is a more reliable biometric modality because it exhibits low intra-class variation and high inter-class distance (Bowler et al., 2007). Matrix transformation also achieves improved performance results when it is applied to multibiometric modality than it does when face modality is used. This is because the presence of iris bits in multibiometric templates minimises the impact of the pervasiveness of the face on the recognition accuracy of the system. Security analysis shows that matrix transformation has long key length, large key space, high key entropy and low probability of correct guess of the key. Thus, matrix transformation is resistant to random guessing and exhaustive search attacks. Privacy analysis shows that matrix transformation provides irreversibility, confidentiality and data minimisation. The complexity of unlinkability analysis in matrix transformation is very high. This enables the approach to provide sufficient resistance against cross-matching attacks. Irreversibility prevents the recovery of original biometric data from transformed templates. Legitimate users are protected against loss of identity as attackers cannot reconstruct actual biometric images from compromised biometric templates.

A comparison of the recognition accuracy of the proposed matrix transformation and related works is presented in Table 6.
Results from previous works show that the proposed approach has lower recognition accuracy than the previous works. The alteration of the bits in the original template makes matching difficult in the transformation domain. Hamming distance provides limited error correction capability because it corrects only bit errors and does not address burst errors. The long dimension of biometric data (1024 bits) used by matrix transformation imposes a high overhead on the error correcting capability of hamming distance and this results in performance degradation. However, it is pertinent to mention that the main goal of matrix transformation is to provide high template security and user privacy.

Table 7 presents a comparison of the security of the proposed matrix transformation and related works.

Table 6
Comparison between our approach and previous studies (recognition accuracy)

<table>
<thead>
<tr>
<th>Author</th>
<th>Technique</th>
<th>Dataset</th>
<th>Performance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moujahdi et al., 2012</td>
<td>Spiral cube</td>
<td>Yale face</td>
<td>100</td>
</tr>
<tr>
<td>Zuo et al., 2008</td>
<td>BIN combo</td>
<td>MMU1 iris data set</td>
<td>100</td>
</tr>
<tr>
<td>GREY combo</td>
<td></td>
<td></td>
<td>99.5</td>
</tr>
<tr>
<td>Our approach</td>
<td>Matrix transformation</td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>Hammerle-Uhl et al., 2009</td>
<td>Block re-mapping</td>
<td></td>
<td>1.2</td>
</tr>
<tr>
<td>Image warping</td>
<td></td>
<td></td>
<td>1.3</td>
</tr>
<tr>
<td>Rathgeb et al., 2010</td>
<td>User-specific permutation</td>
<td>CASIA iris V3</td>
<td>3.821</td>
</tr>
<tr>
<td>Rathgeb et al., 2014</td>
<td>Alignment-free adaptive Bloom filter</td>
<td></td>
<td>2.05</td>
</tr>
<tr>
<td>Our approach</td>
<td>Matrix transformation</td>
<td></td>
<td>7.889</td>
</tr>
</tbody>
</table>

Table 7
Comparison between our approach and previous studies (security)

<table>
<thead>
<tr>
<th>Author</th>
<th>Modality</th>
<th>Technique</th>
<th>Security</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zuo et al, 2008</td>
<td>Iris image</td>
<td>Grey-combo</td>
<td>260</td>
</tr>
<tr>
<td></td>
<td>Binary iris code</td>
<td>Bin-combo</td>
<td>$2^{260}$</td>
</tr>
<tr>
<td>Rathgeb &amp; Uhl, 2010</td>
<td>Binary iris code</td>
<td>User-specific permutation</td>
<td>38!</td>
</tr>
<tr>
<td>Moujahdi et al., 2012</td>
<td>Face</td>
<td>Spiral cube</td>
<td>100$^{260}$</td>
</tr>
<tr>
<td>Sandhya et al., 2016</td>
<td>Fingerprint</td>
<td>Delaunay triangle</td>
<td>2.5 billion/8.35 billion</td>
</tr>
<tr>
<td>Our approach</td>
<td>Face, iris and multibiometric</td>
<td>Matrix transformation</td>
<td>2$^{1024}$</td>
</tr>
</tbody>
</table>

The proposed scheme has much higher key length, larger key space and higher entropy than the previous approaches. Its keys also have a much lower probability of correct guess compared to the previous schemes. Security and privacy analysis in Sections 5.7 and 5.8 show that the level of template security and user privacy provided by a biometric cryptosystem depends largely on its key length and key space. The proposed approach has a much higher key length and larger key space compared to the previous schemes. Hence, it is more robust to security and privacy attacks than existing approaches.

CONCLUSION

This paper proposed and applied the matrix transformation technique to three different biometric modalities (face, iris and multibiometric) unlike previous approaches that used only one biometric modality. The study highlights the effect of the nature of biometric data on the performance accuracy of the proposed approach. Matrix transformation provides high-level template security and user privacy compared to other approaches. The low recognition accuracy of the proposed multibiometric template protection scheme can be addressed by integrating a key binding technique that uses better error correction techniques; This will result in a hybrid multibiometric template protection scheme that provides improved template security and user privacy without compromising recognition accuracy.

Results from previous works show that the proposed approach has lower recognition accuracy than the previous works. The alteration of the bits in the original template makes matching difficult in the transformation domain. Moreover, Hamming distance provides limited error correction capability. That is, it corrects only bit errors and does not address burst errors. The long dimension of biometric data (1024 bits) used by matrix transformation imposes a high overhead on the error correcting capability of Hamming distance and this results in performance degradation. However, it is pertinent to mention that the main goal of matrix transformation is to provide high template security and user privacy.

ACKNOWLEDGEMENT

This material is based upon work supported by the Ministry of Higher Education Malaysia under Grant No. FRGS 08-01-15-1721FR.

REFERENCES


Multibiometric Template Protection Based on Matrix Transformation


Multibiometric Template Protection Based on Matrix Transformation


The Effects of Alkali Treatment on the Mechanical and Chemical Properties of Banana Fibre and Adhesion to Epoxy Resin

Zin, M. H.1,2*, Abdan, K.3, Norizan, M. N.3 and Mazlan, N.1,4
1Institute of Tropical Forestry and Forest Products, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, Malaysia
2Aerospace Malaysia Innovation Centre, German Malaysian Institute, Jalan Ilmiah, Taman Universiti, 43000 Bangi, Selangor, Malaysia
3Department of Biological and Agricultural Engineering, Faculty of Engineering, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, Malaysia
4Department of Aerospace Engineering, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, Malaysia

ABSTRACT

The main focus of this study was to obtain the optimum alkaline treatment for banana fibre and the its effect on the mechanical and chemical properties of banana fibre, its surface topography, its heat resistivity, as well as its interfacial bonding with epoxy matrix. Banana fibre was treated with sodium hydroxide (NaOH) under various treatment conditions. The treated fibres were characterised using FTIR spectroscopy. The morphology of a single fibre observed under a Digital Image Analyser indicated slight reduction in fibre diameter with increasing NaOH concentration. The Scanning Electron Microscope (SEM) results showed the deteriorating effect of alkali, which can be seen from the removal of impurities and increment in surface roughness. The mechanical analysis indicates that 6% NaOH treatment with a two-hour immersion time gave the highest tensile strength. The adhesion between single fibre and epoxy resin was analysed through the micro-droplet test. It was found that 6% NaOH treatment with a two-hour immersion yielded the highest interfacial shear stress of 3.96 MPa. The TGA analysis implies that alkaline treatment improved the thermal and heat resistivity of the fibre.

Keywords: Alkaline treatment, banana fibre, biocomposites, interfacial shear stress, natural fibre

INTRODUCTION

The usage of composite material has been found to increase significantly in the manufacture of aircraft parts, from 5% in the 90s to 50% in 2010 (Gent et al., 2010). The composite parts are mainly made of petroleum derivative products, such as carbon fibre.
However, most of the synthetic fibres are costly and non-biodegradable and they are facing depletion. The rise of global awareness of environmental issues has attracted researchers in various areas to develop renewable materials based on sustainability principles (Mahjoub et al., 2014). A huge shift in the usage of natural fibres to produce composites worldwide has been reported (John et al., 2008). Natural fibre reinforced composites (NFRC) have been used in construction and automotive applications for a while, and are now becoming more substantial as secondary structures for next-generation aircraft (Koronis et al., 2013). The advantages of using natural fibre composites are environmental gain, reduced energy consumption and reduced dependency on petroleum-based materials; in addition the material is light weight and provides improved insulation and sound absorption properties (Joseph et al., 2002). Natural fibres such as jute, sisal, hemp, kenaf, banana and pineapple leaf (PALF) are renewable and non-abrasive and they can be incinerated for energy recovery. They possess good calorific values and present low safety risk during handling. They also exhibit excellent mechanical properties, have low density and are inexpensive (Boopalan et al., 2013).

Numerous research and studies have been carried out on natural fibre reinforced composites (NFRC) in recent years (Alavudeen et al., 2015; John et al., 2008; Sanjay et al., 2015). To develop NFRC, it is vital to understand the chemical composition and the surface adhesive bonding properties of natural fibre. The components of natural fibre include cellulose, hemicellulose, lignin, pectin, waxes and water-soluble substances (Li et al., 2007). Since natural fibre is hydrophilic in nature, chemical modification of the fibre is required in order to improve the interfacial properties between the fibre and any polymer matrix (Asim et al., 2015). Various chemical treatments for natural fibre, namely alkaline, silane, acetylation, benzoylation, acrylation, maleated coupling agent, permanganate and peroxide treatment have been studied (Li et al., 2007). Alkaline treatment is one of the most commonly used chemical treatments for reinforcing thermoplastics or thermosets. Alkaline treatment increases surface roughness and increases the amount of exposed cellulose on the fibre surface by removing a certain amount of the cellulosic content that covers the external surface of the fibre cell wall (Gurunathan et al., 2015) to produce better mechanical interlocking. Atiqah et al. (2014) treated kenaf fibre with 6% sodium hydroxide (NaOH) solution for 3 hours and recorded optimum results for flexural, tensile and impact strengths. Merlini et al. (2011) attempted alkaline treatment of short banana fibre with 10% NaOH solution for 1 hour and Panyasart et al. (2014) treated pineapple leaf fibre (PALF) with 5% NaOH solution and a 5-hour immersion period at room temperature. The results obtained from these alkaline treatments showed superior behaviour in mechanical properties compared to the untreated fibre. The focus of this study was to obtain the optimum alkaline treatment for banana fibre and its effect on the mechanical and chemical properties, surface topography, heat resistivity, as well as interfacial bonding with epoxy matrix.

EXPERIMENTAL DETAILS

Material

For this research investigation, loose pseudo stem banana fibre was obtained from local farmers in Kuala Langat, Malaysia. The common mechanical properties of banana fibre are shown in Table 1.
For the resin system, epoxy resin DM15 made of Bisphenol A was chosen as it is widely used in the automotive and aerospace industries and has moderate viscosity, low molecular weight and high mechanical strength. The resin consists of part A (base) and part B (hardener). The formulation of the resin is as shown below:

\[
\text{DM15 (Part A): DM15 (Part B) = 5:1}
\]

Equation 1

**Chemical Composition of Banana Fibre**

Figure 1 shows strands of untreated banana fibre in loose form. The strands of fibre were cut into 400 mm length and separated into single filaments. The type of banana used cannot be revealed due to the confidential nature of the information.

![Figure 1. Untreated banana fibre in loose form](image)

However, the common chemical composition of banana fibre is cellulose, hemi-cellulose, lignin and other components as shown in Table 2.

**Table 1**

*Mechanical properties of banana fibre (Li et al., 2007; Merlini et al., 2011; Venkateshwaran et al., 2012)*

<table>
<thead>
<tr>
<th>Properties</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (g/cm³)</td>
<td>1.35</td>
</tr>
<tr>
<td>Tensile Strength (MPa)</td>
<td>161.8 ± 11.8</td>
</tr>
<tr>
<td>Young’s Modulus (GPa)</td>
<td>8.5 ± 0.9</td>
</tr>
<tr>
<td>Elongation at break (%)</td>
<td>2.0 ± 0.4</td>
</tr>
<tr>
<td>Diameter (µm)</td>
<td>120 ± 5.8</td>
</tr>
</tbody>
</table>
Chemical Treatment

The strands of banana fibre were treated with sodium hydroxide (NaOH) of different combinations of concentration and duration, as presented in Table 3. In order to fill the gap in the findings of a previous study by Venkateshwaran et al. (2013) and to determine the optimum treatment from a smaller range that meets with industrial requirement, 4% (w/v) to 8% NaOH (w/v) concentration with a 2- and 4-hour immersion time was selected. In addition, this study used purely single strand pseudo stem banana fibre unlike previous research, which used banana/epoxy fibre. The NaOH concentration and immersion period are shown in Table 3.

<table>
<thead>
<tr>
<th>Sample</th>
<th>NaOH %</th>
<th>Duration (Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4% 2h</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>4% 4h</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>6% 2h</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>6% 4h</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>8% 2h</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>8% 4h</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

The alkaline treatment method was adopted from a previous study by Mahjoub et al. (2014). In short, sodium hydroxide pellets were weighed according to the designated concentration; 40g NaOH was dissolved in 1 litre of distilled water to make 4% NaOH solution. Strands of banana fibre were cut into approximately 400-mm length and immersed in alkaline solution according to the period specified for each designated concentration. Each series was labelled with the group name and the type of treatment condition. Once the immersion time ended, the fibres were washed thoroughly with distilled water and pH paper was used to check the alkalinity of the treated strands of fibre. The pH paper was immersed in the solution in which the treated fibre strands were soaked and rinsed with distilled water. The fibres were washed until the neutral value of pH 7 was obtained. Finally, the strands were dried in an oven at 60°C for 24 hours.

Physical Analysis

The diameter of a single strand of banana fibre was measured using an Olympus SZX 12-CCD Digital Image Analyser at 20-times magnification. For each fibre strand, the diameter was
measured at five different points, and the average value was taken. For each combination of NaOH treatment, an average of 10 single fibre samples were obtained for recording.

**Morphology Analysis**

The surface microstructure of untreated and treated fibre strands was observed using a Hitachi S-3400N Scanning Electron Microscope (SEM) set at 5.0 kV and a magnification between 300 and 800 times.

**Functional Chemical Group Analysis**

Fourier Transformed Infrared Spectroscopy (FTIR) was performed on a Perkin Elmer Spectrum 100 instrument with a resolution setting of 4 cm\(^{-1}\) to identify the functional groups in untreated and treated fibres.

**Mechanical Analysis**

A single-fibre tensile test was conducted using an Instron 3365 Dual Column Table Top Universal Testing Systems with a 5 kN maximum load at a rate of 2 mm/min per ASTM D3039. A single strand of banana fibre was attached to a paper holder, as shown in Figure 2.

![Figure 2. Banana fibre filament attached to a paper holder](image)

The sample was then attached to the tensile machine gripper for testing. For each combination of NaOH treatment, the average based on 10 single fibre samples was recorded.

**Adhesion Analysis**

The micro-droplet test was conducted to evaluate the interfacial shear strength between the epoxy resin and the banana fibre using a technique adopted from a previous researcher, Dai et al. (2011). The resin was mixed according to a 5:1 ratio and then stirred for a few minutes. The resin was wetted onto the single banana fibre strand that had been fixed to a paper holder.
to form a micro-droplet surrounding the fibre diameter due to surface tension. The embedded length of the micro-droplet was measured using a digital image analyser. The force required to de-bond the solid resin droplet from the fibre while the loading blade held the droplet was recorded. The schematic of the micro-droplet test is illustrated in Figure 3.

![Figure 3. Schematic of the micro-droplet test](image)

The figure shows vertical arrangement of the micro-droplet test. The top part of the fibre was clamped and pulled upwards while the bottom part of fibre strand was left unclamped. While the fibre was pulled upwards, the resin droplet was held by the loading blade, resisting the clamping force direction. The resisting force was recorded until the fibre breakage point. The interfacial shear strength (IFSS) was calculated based on:

\[ \tau = \frac{F}{\pi DL} \]  

Equation 2

where F is the maximum load, D is the fibre diameter and L is the embedded length. The method was adopted from previous work by Dai et al. (2011). For each treatment condition, 10 samples were tested and recorded. The tensile test was carried out on the droplet samples using the Instron 3365 Dual Column Table Top Universal Testing Systems with 5 kN maximum load at a rate of 0.1 mm/min.

**Thermal Stability Analysis**

A thermogravimetric analysis (TGA) was performed to evaluate the thermal properties of banana fibre using the TA Instrument TGA Q500 with a temperature setting between 30°C
and 600°C at a rate of 10°C/min. Thermogravimetric analysis measures the amount and the changing rate of material weight as a function of time or temperature in a controlled atmosphere (Boopalan et al., 2013). TGA can also be used to characterise the effect of decomposition, oxidation and dehydration on the material’s weight loss or gain.

RESULTS AND DISCUSSION

Physical Analysis

The average diameter (10 samples for each combination) for all treatment conditions is shown in Table 4.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Average Diameter (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated</td>
<td>0.11 ± 0.01</td>
</tr>
<tr>
<td>4% 2h</td>
<td>0.10 ± 0.01</td>
</tr>
<tr>
<td>4% 4h</td>
<td>0.10 ± 0.006</td>
</tr>
<tr>
<td>6% 2h</td>
<td>0.11 ± 0.007</td>
</tr>
<tr>
<td>6% 4h</td>
<td>0.11 ± 0.008</td>
</tr>
<tr>
<td>8% 2h</td>
<td>0.09 ± 0.006</td>
</tr>
<tr>
<td>8% 4h</td>
<td>0.08 ± 0.005</td>
</tr>
</tbody>
</table>

In general, the average diameter showed slight variation in value across different concentrations of NaOH. The diameter of the untreated single fibre was 0.11 mm, which was close to the finding reported by another researcher, Idicula et al. (2005). The fibre diameter started showing reduction beyond 6% NaOH concentration. At the highest NaOH concentration of 8% and with a 4-hour immersion period, the diameter became reduced by 33% compared to the untreated fibre diameter. This could be due to the fact that higher alkaline concentration increases the delignification of banana fibre, thus reducing the diameter of the fibre, as reported by Gurunathan et al. (2015). The fibre delignification is illustrated in the FTIR Spectrography shown in this paper.

Morphology Analysis

The effect of alkaline treatment can be explained by considering SEM micrographs presented in Figures 4a, 4b and 4c.
Figure 4a shows considerable deposits of impurities and natural components on the surface of the untreated fibre. The deposits led to poor fibre-matrix interfacial adhesion by reducing the interfacial area of contact between the matrix and the fibre. This result was in agreement with previous work by Asumani et al. (2012). Figure 4b shows a rougher surface of treated banana fibre, as well as the removed impurities. Damage to the fibre is noticeable at a few locations. Removed impurities, as well as increased surface contact area, contribute to better surface interlocking between the fibre and epoxy resin, as also found by Mahjoub et al. (2014).
However, as shown in Figure 4c, as the NaOH concentration reached 8%, the fibre damage was more severe, which in turn, reduced the strength of the banana fibre. This was in line with the tensile testing results as explained earlier.

**Functional Chemical Group Analysis**

The FTIR spectrum of untreated and treated banana fibres, which reflects the lignocellulosic components of the fibres, is illustrated in Figure 5.

![FTIR spectrum of treated and untreated fibres](image)

*Figure 5. FTIR elements of treated and untreated fibres*

The wide band at 3320 cm\(^{-1}\) indicates vibrational stretching of the hydroxyl group (OH) for natural fibre, as stated by Merlini et al. (2011). The treated fibre showed reduced hydroxyl stretching, which is responsible for the hydrophilic character of the fibre as also mentioned by Benitez et al. (2013) in their study. The sharp band at 2886 cm\(^{-1}\) demonstrates C-H stretching of methyl and methylene (alkene) groups. A similar pattern was reported by Corrales et al. (2007). The stretch at band 1603 cm\(^{-1}\) implies the presence of associated carbonyls (C=O) in the lignin, which was apparent in untreated banana fibre. This trend was also found by Asim et al. (2015).
The absorption reduced with alkaline treatment. The presence of C-H group with the frequency of vibration interval between 1535 cm\(^{-1}\) and 1330 cm\(^{-1}\) indicates the characteristic of methoxy radical in lignin, as also reported by Benítez et al. (2013). The reduced stretching within the region demonstrates that alkali treatment removed hemicelluloses and lignin from the surface of the natural fibre, as also reported for other vegetable fibre, as confirmed by Sgriccia et al. (2008). Meanwhile, the absorption at band 1245 cm\(^{-1}\) and 1027 cm\(^{-1}\) indicated C-O stretching of the acetyl group in hemicellulose, which reduced with alkaline treatment of NaOH. This result confirmed the finding by a previous team of researchers, Guimares et al. (2009).

Mechanical Analysis

Figure 4a presents the average ultimate tensile strength (UTS) and the tensile strain of the alkaline treated and untreated single banana fibre strands.

Based on the histogram, the tensile strength of the untreated fibre was 212 MPa, which is 30% higher compared to that reported in a previous study by Merlini et al. (2011). This could be due to various factors such as species, variety, type of soil used, plant age and weather factors, as mentioned by Rowell et al. (2000). The trend shows improved tensile properties for alkaline-treated banana fibre up to a certain point, followed by deteriorating tensile properties with increasing NaOH concentration and immersion time. The improvement in tensile properties was most noticeable for the fibre treated with 6% NaOH for 2 and 4 hours. The highest tensile strength recorded for a single strand of banana fibre was 371 MPa when treated with 6% NaOH with a 2-hour immersion time, which is equivalent to a 75% increment compared to that of untreated fibre. From the result, the tensile strength decreased with higher NaOH concentrations and longer immersion periods. This is because excessive delignification of natural fibre occurs in higher alkaline concentrations, resulting in weaker or damaged fibre. The result is in agreement with previous work by Asumani et al. (2012). This can be proven from the morphology as illustrated in Figure 4c.
Increased tensile strain was noticed for alkaline-treated samples. The increasing trend implies that alkaline treatment improved the fibre’s ductility due to the removal of impurities, such as lignin and pectin, as found by a previous researcher, Gu (2009), hence resulting in more flexible fibre.

Figure 6b presents the tensile modulus of a single strand of banana fibre subjected to various alkaline treatments.

The variation in tensile modulus with alkaline concentration is similar to that of tensile strength, as presented in Figure 6a. In general, it can be observed that alkaline treatment improved the tensile modulus property of a single strand of banana fibre compared to that of untreated fibre. This was most noticeable for the fibre treated with 4% and 6% NaOH. The highest tensile modulus was 12.49 GPa, which was treated with 6% NaOH and given a 2-hour immersion time. The value was 53% higher than that of untreated fibre, with 8.09 GPa. Alkaline treatment may enhance fibre stiffness and expedite rearrangement of fibrils along the direction of the tension force after eliminating binding materials, as reported by Lopattananon et al. (2008). However, at 8% NaOH treatment, the tensile modulus reduced significantly, indicating decreased tensile strength due to the degradation of banana fibre, as also mentioned by Meon et al. (2012).

**Adhesion Analysis**

The interfacial shear strength is shown in Table 5.

<table>
<thead>
<tr>
<th>Sample</th>
<th>IFSS (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untreated</td>
<td>1.12 ± 0.03</td>
</tr>
<tr>
<td>4% 2h</td>
<td>2.87 ± 0.02</td>
</tr>
<tr>
<td>4% 4h</td>
<td>3.74 ± 0.03</td>
</tr>
<tr>
<td>6% 2h</td>
<td>3.96 ± 0.03</td>
</tr>
<tr>
<td>6% 4h</td>
<td>3.85 ± 0.02</td>
</tr>
<tr>
<td>8% 2h</td>
<td>3.24 ± 0.02</td>
</tr>
<tr>
<td>8% 4h</td>
<td>2.51 ± 0.03</td>
</tr>
</tbody>
</table>
Looking at the trend, the interfacial shear stress increased with alkaline treatment to a certain value, then decreased with higher NaOH concentration. The interfacial shear strength of untreated fibre was 1.12 MPa, while 6% NaOH and a 2-hour immersion period treatment yielded the highest interfacial shear strength for treated fibre at 3.96 MPa. The same treatment condition also recorded the highest tensile strength for the treated single fibre strand, as illustrated in Figure 6a, which could be due to increased surface roughness, leading to better interlocking adhesion and greater amount of exposed cellulose on the fibre surface. The results obtained are in agreement with those obtained by previous researchers, Mostafa et al. (2015). This condition allowed better fibre wetting through increased number of possible reaction sites. Alkaline treatment also improved the surface adhesion properties of the fibre through the removal of natural and artificial impurities, and also created rougher surface topography. A similar trend was seen in Anuar et al. (2008). In this study, this was shown in the surface morphology result in Figure 4b and the FTIR spectroscopy results in Figure 5. Further treatment containing higher concentration of NaOH reduced the tensile strength due to excessive delignification, causing damaged and weaker fibre strands. The outcome was in accordance with that reported by Mishra et al. (2003).

**Thermal Stability Analysis**

Figure 7a illustrates the thermogravimetric analysis (TGA) of combustion residue for treated and untreated single banana fibre strands.

An initial weight loss of about 9.5% was recorded at a low temperature of 130°C due to the removal of moisture from untreated fibre. A similar pattern was found by Shih et al. (2014). The greatest weight loss occurred after 290°C with 75.61% weight reduction in untreated banana fibre, corresponding to component degradation and decomposition such as cellulose,
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hemicellulose and lignin content in the fibre. The result is in line with the work of Zainudin et al. (2009). The starting temperature of weight loss for treated fibre shifted to a temperature beyond 290°C. This indicates that alkaline treatment resulted in higher thermal stability for the fibre, as also reported by Nopparut et al. (2016). For treated banana fibre, moisture was released from the fibre between 40°C and 175°C, and further degradation of cellulosic substances occurred between 175°C and 375°C. Nevertheless, subsequent decomposition requires elevated temperature as residues form and accumulate during degradation. The final residue degradation was recorded at 600°C. The higher percentage of residue for treated fibre (24.43%) showed that less fibre was burnt due to higher heat resistivity. This result is in line with the findings by Benítez et al. (2013).

The combustion temperature for treated and untreated fibre is shown in Figure 7b.

Figure 7b. TGA combustion temperature for treated and untreated fibres

The result showed that the decomposition temperature for untreated fibre at different weight-loss levels was lower than those of the alkaline-treated fibre. The burning of treated fibre occurred at 287.93°C, which was about 17°C higher than that required for untreated fibre. This indicated that NaOH treatment had slightly increased the fibre’s heat resistivity due to the presence of inorganic materials such as sodium (Na) in the fibre, which requires a higher decomposition temperature, as also reported by Parker (2000).

CONCLUSION

This study showed that the optimum alkaline treatment for banana fibre is 6% NaOH concentration with a 2-hour immersion period, which resulted in 371 MPa tensile strength, 12.45 GPa tensile modulus and 3.96 MPa interfacial shear strength. The tensile strain increases with higher NaOH concentration. As the concentration increases beyond 6%, the mechanical properties of banana fibre deteriorate significantly. The removal of impurities and natural
deposits was evident through FTIR spectroscopy. The SEM micrographs showed that alkali treatment increased the surface roughness of the fibre, while the TGA results showed that the treatment enhanced the heat resistivity of the fibre.
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ABSTRACT

Phenol Formaldehyde (PF) resin has been extensively used in the manufacturing industry as a binding agent, especially in the production of wood-based panels because of its ability to provide good moisture resistance, exterior strength and durability as well as excellent temperature stability. However, due to the use of limited petroleum-based phenol in its formulation, there is a strong interest in exploring renewable biomass material to partially substitute the petroleum-based phenol. In this study, the slow pyrolysis of biomass decomposition process was used to convert two types of biomass, namely, oil palm frond and Rhizophora hardwood, into bio-oil. The phenol-rich fraction of the bio-oil was separated and added into the formulation of PF resin to produce an environmentally-friendly type of PF resin, known as bio-oil-phenol-formaldehyde (BPF) resin. This BPF resin was observed to have comparable viscosity, better alkalinity, improved non-volatile content and faster curing temperature than conventional PF resin. Moreover, the particleboard bonded with this BPF resin was observed to have just as excellent bonding strength as the one bonded using conventional PF resin. However, the BPF resin exhibited an increased level of free formaldehyde and less thermal stability than the conventional PF resin, probably due to the addition of the less reactive bio-oil.

Keywords: Phenol formaldehyde resin, bio-oil, oil palm frond, Rhizophora hardwood

INTRODUCTION

PF resin, also known as phenolic resin, is a reddish-brown resin mainly produced from condensation reaction of petroleum-based phenol and excess formaldehyde. The reaction is also catalysed by an alkali to produce resole-type resin (Athanassiadou et al., 2002). The resole, frequently in liquid form, can be cured to a solid thermosetting network polymer using heat.
PF resin is extensively used in the manufacturing industry for production of moulding forms, thermo-insulation materials, rubbers, laminates as well as abrasive and frictional materials in which the resin acts as a binding agent. PF resin is also used as a binding agent in composite wood panels or wood-based panels such as particleboards, fibreboards, plywood and orientated strand boards (OSB). The latter application represents the major application segment of PF resin, with over 34% of the total volume production. In 2014, approximately 4.7 million tons of PF resin was produced globally, especially in the Asia-Pacific region, which consumed around 35% of the global consumption. In terms of revenue, the production of PF resin was valued at approximately USD10 billion in 2014 and is expected to reach approximately USD14 billion by 2020 (Zion Research, 2015).

As a matter of health concern, there are two potential sources of formaldehyde emission from composite wood panels or wood-based panels, namely, the unreacted free formaldehyde from synthesis of PF resin and the formaldehyde release resulting from breakdown of cured resin. The release of unreacted free formaldehyde from the panels can be greatly limited by controlling the formaldehyde to phenol molar ratio during resin production. In the case of PF resin, the amount of free formaldehyde has been reported as undetectable (Chaouch et al., 2014; Cheng et al., 2011; Shakhreet et al., 2013).

A potentially greater source of formaldehyde emission comes from the chemical breakdown of cured resin, known as hydrolysis, which usually occurs in the presence of water. However, it was reported that panels bonded with PF resin emit nearly no formaldehyde (Shakhreet et al., 2013). This is because PF resin tends to be more chemically stable than other formaldehyde-based resin such as urea formaldehyde (UF) resin or melamine-urea formaldehyde (MUF) resin. Furthermore, the chemical structure of cured PF resin is less hydrophilic towards water, which contributes to the fact that PF resin has good moisture resistance. The two characteristics make cured PF resin much less susceptible to hydrolysis that will induce formaldehyde emission. In both the United States and Europe, panels bonded with PF resin are classified as non-emitting and are exempted from formaldehyde emission regulations (Böhm et al., 2012).

However, the main drawback of conventional PF resin is that it can be very expensive due to the price of phenol. Hence, the use of more natural products such as bio-oil has been utilised. Bio-oil is a very suitable option because it is rich in phenols, which are mainly found within the bio-oil in the form of pyrolytic lignin (Kim et al., 2010).

Several attempts have been made to utilise bio-oil as a phenol substitute to produce BPF resin. These attempts include the incorporation of bio-oil obtained from fast pyrolysis of pine wood (Sukhbaatar et al., 2009), direct liquefaction of white pine sawdust (Cheng et al., 2011) as well as fast pyrolysis of white spruce and trembling aspen (Chaouch et al., 2014). From there, it was noticed that all of the available literature reported on the use of bio-oil originating from softwood biomass, probably because softwood contains a relatively higher content of lignin than any other types of biomass, and in turn, promotes the production of bio-oil with a higher amount of phenols (Demirbas, 2010).

This study was conducted to describe the area still unexplored in research related to the synthesis of BPF resin originating from non-softwood biomass, oil palm frond and Rhizophora hardwood. The rationale behind the selection of oil palm frond was due to its abundant availability across the world. Oil palm frond is usually harvested annually at about
10.9 tons per hectare from more than 13.5 million hectares of oil palm plantation around the world. Since oil palm frond has a very limited utility, an initiative was taken by this study to optimally exploit the enormous amount of oil palm frond (Kelly-Yong et al., 2007). Meanwhile, bonding strength of the BPF resin was determined by blending the resin with Rhizophora wood particles to produce a Rhizophora particleboard, which would be most beneficial in the diagnostic radiography industry (Abuarra et al., 2014). Therefore, the similar origin of resin and wood particles was chosen to investigate whether or not it would enhance the resulting bonding strength.

During this study, the expensive petroleum-based phenol usually used in conventional PF resin was substituted with phenol-rich bio-oil obtained from slow pyrolysis. It was believed that with the use of the environmentally-friendly bio-oil, BPF resin with comparable or better capability than the conventional PF resin might be produced.

**MATERIALS AND METHODS**

**Materials**

Oil palm frond was harvested in August 2014 in a plantation of Universiti Sains Malaysia (USM), Nibong Tebal, Pulau Pinang, Malaysia (5°08’48.2”N 100°29’32.0”E). Oil palm frond that was abandoned from the harvesting process was collected and the leaves attached to them were removed using a machete. Rhizophora hardwood was also collected in August 2014 from a charcoal factory in Kuala Sepetang, Perak, Malaysia (4°50’12.1”N 100°38’13.9”E). During the collection, bark of the Rhizophora was removed using a bark spud and a total of two units of bark-free hardwood were randomly chosen.

Immediately after retrieval, the oil palm fronds and the Rhizophora hardwood were dried in a Venticell oven at 105°C until their moisture content was reduced to less than 10 mf wt% to avoid growth of fungus or microorganism (Abdullah et al., 2014). Then, a Hitachi band saw machine was used to cross cut the sample to an appropriate length. This was important to ensure that the samples could be milled by a Riken grinder with screen size of 1.5 mm. The properties of the two samples were later determined and are presented in Table 1. The reagents used during the synthesis of BPF resin were liquefied phenol (99%), formaldehyde (37%), sodium hydroxide (50%) and anhydrous ethanol (99%). All the reagents were of analytical or pharmaceutical grade.

**Preparation of Bio-Oil: Slow Pyrolysis**

In brief, slow pyrolysis of oil palm frond and Rhizophora hardwood was carried out in a fixed bed reactor (modified Thermolyne F62700 muffle furnace) equipped with a liquid collection system. In a typical run, approximately 200 g of biomass sample was introduced into a stainless steel pyrolyzer (diameter=7 cm, length=15 cm) and placed inside the muffle furnace. All of the related apparatus was then assembled according to the experimental setup shown in Figure 1. From the start, nitrogen gas was purged into the pyrolyser at 100 ml/min to facilitate the removal of pyrolysis vapour into the liquid collection system (Ertaş & Alma, 2010).
The furnace was then heated to 375°C at a steady rate of 100°C/min. These parameters correspond to the optimised yield of phenols obtained in the bio-oil (unpublished data). After one hour of holding time, the muffle furnace was turned off and allowed to stabilise to room temperature. The bio-oil, as obtained from the condensation of pyrolysis vapours, was collected, separated using dichloromethane and analysed as in Table 2 before it was used in the synthesis of BPF resin.

Table 1
Properties of oil palm frond and Rhizophora hardwood

<table>
<thead>
<tr>
<th>Properties</th>
<th>Oil palm frond</th>
<th>Rhizophora hardwood</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structural analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cellulose (wt%)</td>
<td>47.34 ± 1.07</td>
<td>49.42 ± 0.94</td>
<td>D1103 (ASTM, 1978a)</td>
</tr>
<tr>
<td>Hemicellulose (wt%)</td>
<td>27.25 ± 1.92</td>
<td>26.63 ± 1.19</td>
<td>D1104 (ASTM, 1978b)</td>
</tr>
<tr>
<td>Lignin (wt%)</td>
<td>20.08 ± 2.42</td>
<td>18.65 ± 1.84</td>
<td>D1106 (ASTM, 2001a)</td>
</tr>
<tr>
<td>Extractive (wt%)</td>
<td>3.60 ± 0.06</td>
<td>1.28 ± 0.04</td>
<td>D1107 (ASTM, 2007)</td>
</tr>
<tr>
<td>Elemental analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C (wt%)</td>
<td>42.91 ± 1.21</td>
<td>44.15 ± 1.94</td>
<td></td>
</tr>
<tr>
<td>H (wt%)</td>
<td>6.88 ± 1.36</td>
<td>7.13 ± 1.05</td>
<td>Perkin Elmer Series II</td>
</tr>
<tr>
<td>N (wt%)</td>
<td>0.47 ± 0.09</td>
<td>0.34 ± 0.05</td>
<td>CHNS/O Analyzer</td>
</tr>
<tr>
<td>S (wt%)</td>
<td>0.03 ± 0.02</td>
<td>0.41 ± 0.04</td>
<td></td>
</tr>
<tr>
<td>O (wt%)</td>
<td>46.27 ± 2.41</td>
<td>47.38 ± 2.10</td>
<td></td>
</tr>
<tr>
<td>Proximate analysis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moisture content (wt%)</td>
<td>7.47 ± 0.25</td>
<td>7.61 ± 0.15</td>
<td>A&amp;D MX-50 moisture analyzer</td>
</tr>
<tr>
<td>Volatile matter (wt%)</td>
<td>82.42 ± 1.39</td>
<td>84.63 ± 0.52</td>
<td>E872 (ASTM, 2006)</td>
</tr>
<tr>
<td>Ash (wt%)</td>
<td>3.44 ± 0.30</td>
<td>0.59 ± 0.24</td>
<td>D1102 (ASTM, 2001b)</td>
</tr>
<tr>
<td>Fixed carbon (wt%)</td>
<td>6.67 ± 1.42</td>
<td>7.16 ± 0.64</td>
<td>By difference</td>
</tr>
</tbody>
</table>

Figure 1. Experimental setup of pyrolysis

The furnace was then heated to 375°C at a steady rate of 100°C/min. These parameters correspond to the optimised yield of phenols obtained in the bio-oil (unpublished data). After one hour of holding time, the muffle furnace was turned off and allowed to stabilise to room temperature. The bio-oil, as obtained from the condensation of pyrolysis vapours, was collected, separated using dichloromethane and analysed as in Table 2 before it was used in the synthesis of BPF resin.
The synthesis procedure was maintained in a closed system. In brief, the required volume of reagents was measured using a Fisherbrand pipette. Then, liquefied phenol, ethanol and sodium hydroxide were loaded into a three-necked flask connected to a pressure-equalising addition funnel, thermometer and cooling condenser and placed on a ceramic heating plate equipped with magnetic stirrer. Bio-oil, after the separation procedure, was also used to substitute the liquefied phenol at 25% and 75% of the total amount required. The mixture was heated to 65°C and maintained at that temperature for 30 minutes to ensure a homogenous alkaline medium was produced (Chaouch et al., 2014). After homogenisation had occurred, the temperature was raised to 80°C and formaldehyde solution was added step-wise over a period of 10 minutes. Finally, the reaction mixture was heated to 95°C and kept at that temperature for a period of time to allow condensation reaction and polymerisation to occur. After the required viscosity had seemingly been reached, the reaction was stopped and allowed to stabilise to room temperature before being dissembled. The BPF resin was then refrigerated in a sealed glass...
bottle to prolong its pot life by minimising any additional slow polymerisation of phenolic rings (Sukhbaatar et al., 2009).

**Characterization of BPF Resin**

Several analyses such as viscosity, pH, non-volatile measurements, free formaldehyde level, pot life evaluation, DSC, TGA and bonding strength determination were conducted to study the properties of BPF resin. These properties were then compared with the properties of conventional PF resin.

Viscosity measurement was conducted using the Visco Basic Plus viscometer with L1 spindle according to D1084 (ASTM, 2016a). The pH value of the resin was determined using an Accumet AB15 pH meter. The non-volatile content of the BPF resin was evaluated at 105°C in reference to D4426 (ASTM, 2013). Free formaldehyde level was measured according to 11402 (ISO, 2012). In addition, pot life was denoted as the time taken for the initial viscosity of the resin to become twice its original, according to D1337 (ASTM, 2016b). Therefore, the viscosity of BPF resin was determined regularly, at a fixed time of interval from the first week of synthesis until the fifth week of storage.

On the other hand, DSC analysis was conducted to evaluate thermal curing properties of BPF resin using the Perkin Elmer DSC Pyris 6. Approximately 10 mg of resin was sealed in the given DSC aluminium pan, placed onto the sample holder and heated from 30°C to 250°C at 10°C/min. A flow of nitrogen gas at 20 ml/min was maintained over the sample to create a dry and reproducible atmosphere. Meanwhile, TGA was carried out to analyse thermal behaviour of the resin using the TGA/DSC-1 Mettler Toledo. The analysis started by heating the resin sample from room temperature to 700°C at a heating rate of 10°C/min. Together with the heating, nitrogen gas was purged into the system at a flow rate of 50 ml/min. To pronounce the decomposition pattern of each resin, cured conventional PF and BPF resins were used. These cured resins were obtained by heating the respective resins to their curing temperature as obtained from the DSC analysis.

Moreover, bonding strength was determined by fabricating a *Rhizophora* particleboard with 10% of the resin as binding agent. The fabrication procedure of the particleboard was conducted according to previous literature (Ngu et al., 2015). Following that, bonding strength was measured according to A5908 (JIS, 2015).

**RESULTS AND DISCUSSION**

**Formulation**

The formulation used to synthesise BPF resins was tabulated in Table 3. For easy reference, abbreviation of BPF(OP) and BPF(RS) was used denoting BPF resin originated from bio-oil of oil palm frond and bio-oil of *Rhizophora* hardwood, respectively.
From the preliminary study, molar ratio of formaldehyde to phenol at 1.3 was observed to produce free formaldehyde level less than the standard permissible value for formaldehyde-based resin, which was set at 0.4 wt% (Cetin & Özmen, 2002). Meanwhile, 0.3 to 0.5 molar ratio of sodium hydroxide to phenol was engaged to conform to the typical pH value of conventional PF resin, which is usually around 11 (Ayrilmis et al., 2008; Chaouch et al., 2014; Zhao et al., 2010). Different substitution levels of sodium hydroxide were initiated to counteract the different amount of acidic bio-oil within the formulation. In the case of ethanol, a lower ratio of ethanol to phenol reduced the solubility of bio-oil in the resin solution. From the preliminary study, it was observed that when the molar ratio of ethanol to phenol was less than 0.4, the BPF resin separated into two different fractions.

In general, for the same amount of bio-oil substituted during BPF resin synthesis, a similar amount of reagents and time was required to achieve the desired viscosity, regardless of the origin of the bio-oil. This was expected since the properties of the two bio-oils were comparable, as found from previous characterisation.

Meanwhile, when comparing different substitution levels of the same bio-oil, BPF resin with higher percentage of bio-oil reached the desired viscosity in a shorter time. The occurrence was most likely because a much larger and complex molecular structure existed in the bio-oil as compared to the petroleum-based phenol, increasing its degree of condensation and polymerisation (Cheng et al., 2011).

Furthermore, it was noticed that the condensation time required to achieve the desired viscosity was different in this study. Other studies reported that the condensation time taken was from 1 to 3 hours, whereas in this study, 3 to 5 hours was needed (Chaouch et al., 2014; Zhao et al., 2010). This could be explained by the inclusion of the low molar ratio of formaldehyde to phenol and the high molar ratio of ethanol to phenol during the synthesis. It is known that a low amount of formaldehyde would reduce the rate of reaction between formaldehyde and phenol, while a high amount of ethanol would slow down the condensation process as it introduced a side reaction between the ethanol and phenol (Mo et al., 2015; Yan et al., 2008). Hence, to ensure that maximum reaction and condensation occurred, a longer time was needed. Despite having an unfavourable effect on the synthesis procedure, the low amount of formaldehyde and the high amount of ethanol were still chosen to ensure that the final properties of the BPF resin were approximately similar to the conventional PF resin.

### Table 3
**Formulation of BPF resin**

<table>
<thead>
<tr>
<th>Type of Resin</th>
<th>Bio-oil Substituted</th>
<th>F/P</th>
<th>Molar Ratio NaOH/P</th>
<th>EtOH/P</th>
<th>Time to Reach 200 cP (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPF(OP25)</td>
<td>25</td>
<td>1.3</td>
<td>0.3</td>
<td>0.4</td>
<td>5.0</td>
</tr>
<tr>
<td>BPF(OP75)</td>
<td>75</td>
<td>1.3</td>
<td>0.5</td>
<td>0.4</td>
<td>3.5</td>
</tr>
<tr>
<td>BPF(RS25)</td>
<td>25</td>
<td>1.3</td>
<td>0.3</td>
<td>0.4</td>
<td>5.0</td>
</tr>
<tr>
<td>BPF(RS75)</td>
<td>75</td>
<td>1.3</td>
<td>0.5</td>
<td>0.4</td>
<td>3.5</td>
</tr>
</tbody>
</table>
Properties of BPF Resin

The BPF resins obtained were homogenous and dark brown in color, slightly different from the reddish-brown conventional PF resins. This was probably due to the addition of dark-brown coloured bio-oil during the synthesis. The properties of the BPF resin were determined and are presented in Table 4. It was observed that all of the BPF resins successfully reached the desired viscosity of around 200 cP, as in conventional PF resin.

Table 4
Properties of resins

<table>
<thead>
<tr>
<th>Type of Resin</th>
<th>Viscosity (cP)</th>
<th>pH</th>
<th>Non-volatile content (wt%)</th>
<th>Free Formaldehyde Level (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional PF</td>
<td>250-500, 200, 233</td>
<td>11.75, 11.16, 10.5</td>
<td>47, 64, 49</td>
<td>Undetectable</td>
</tr>
<tr>
<td>PF</td>
<td>209 ± 3</td>
<td>9.36 ± 0.03</td>
<td>42.40 ± 0.11</td>
<td>0.00 ± NA</td>
</tr>
<tr>
<td>BPF(OP25)</td>
<td>220 ± 4</td>
<td>11.60 ± 0.03</td>
<td>56.96 ± 0.86</td>
<td>0.17 ± 0.05</td>
</tr>
<tr>
<td>BPF(OP75)</td>
<td>204 ± 2</td>
<td>11.83 ± 0.05</td>
<td>42.60 ± 0.41</td>
<td>0.41 ± 0.04</td>
</tr>
<tr>
<td>BPF(RS25)</td>
<td>227 ± 4</td>
<td>11.37 ± 0.02</td>
<td>59.21 ± 0.24</td>
<td>0.11 ± 0.02</td>
</tr>
<tr>
<td>BPF(RS75)</td>
<td>215 ± 2</td>
<td>11.60 ± 0.06</td>
<td>45.66 ± 0.20</td>
<td>0.35 ± 0.02</td>
</tr>
</tbody>
</table>

When comparing the origin of the resins, it was found that BPF(OP) resin had lower viscosity than BPF(RS) resin for both substitution levels. The lower viscosity of resin achieved after having similar formulation and time of condensation indicated that the BPF(OP) resin had a lower molecular weight than the BPF(RS) resin, probably due to the nature of the bio-oil (Cheng et al., 2011; Zhao et al., 2010).

It was also shown that the conventional PF resin had significantly lower pH than the other BPF resins. In most studies, it was reported that the ideal pH value for phenolic resin was between 10 and 12 (Ayrilmis et al., 2008; Chaouch et al., 2014; Zhao et al., 2010). Those with a lower pH may exhibit poor curing properties as polymerisation and curing of phenolic resin accelerated at a very alkaline pH. However, due to the complicated mechanism of the alkaline catalyst, the explanation behind the occurrence was reported as unclear (Pizzi, 1994). In this study, the formulation was prepared according to the typical pH value of conventional PF resin instead of the purchased conventional PF resin, hoping that with a higher pH, the curing properties of the BPF resin would improve.

In addition, for the similar amount of bio-oil substituted, BPF(OP) resin had a higher pH than did the BPF(RS) resin, even though a similar amount of sodium hydroxide was added. This finding was in accordance with the pH value of the respective bio-oil.
Furthermore, it was noticed that all of the BPF resins had higher non-volatile content than the conventional PF resin. The high amount of non-volatile content is favourable as it reduces the required amount of resin to be added during the production of panels; hence, decreasing the consumption of the formaldehyde-based resin makes it more economical and user-friendly.

Non-volatile content of phenolic resin is closely dependent on the volatile components such as free phenol and free formaldehyde. High amount of volatile components in the resin causes low value of non-volatile content as in the case of conventional PF resin. It was observed that the conventional PF resin had low free formaldehyde level, which raised the possibility that it might use a low level of formaldehyde. It is worthy to note that the addition of a low level of formaldehyde caused an imbalance reaction between the phenol and formaldehyde, leaving excess unreacted phenol at the end of the synthesis procedure. Upon heating, this free phenol vapourised from the resin and as phenol has a higher molecular weight than formaldehyde, the vaporisation of free phenol from the resin caused a more significant reduction in terms of non-volatile content than the vaporisation of formaldehyde.

On the other hand, when comparing a different substitution level of the same bio-oil, those with a higher substitution level had a lower value of non-volatile content. The most possible explanation was that together with the increase of bio-oil, the amount of unreacted free formaldehyde might have increased as well. Therefore, when this type of resin was heated, a large amount of volatile was evaporated and finally, the non-volatile content was reduced significantly. Similarly, when comparing the origin of the resins, BPF(OP) resin had lower non-volatile content. Hence, it was expected that this type of resin had a higher amount of free formaldehyde than the BPF(RS) resin.

From Table 4, it was found that all the resins exhibited free formaldehyde levels around 0.4 wt%. As for the purchased conventional PF resin, the free formaldehyde level was reported as being not detectable, cited from the Safety Data Sheet (SDS) provided by the supplier. Meanwhile, for all other BPF resins, the free formaldehyde level was observed to increase with an increase of the substitution level of phenol with bio-oil. This was mostly due to the lower reactivity of bio-oil over phenol or the lower number of active sites especially in –ortho and –para position to the phenolic hydroxyl group of the bio-oil that might cause poor interaction between phenol and formaldehyde, leaving an amount of free formaldehyde at the end of the synthesis. When comparing the origin of the BPF resins, it was found that BPF(OP) resin had a higher free formaldehyde level than BPF(RS) resin, which suggested lower reactivity of bio-oil produced from oil palm frond than the one produced from Rhizophora hardwood, possibly due to lesser active sites in the phenolic rings (Chaouch et al., 2014; Cheng et al., 2011).

Pot life of the BPF resin was also investigated by constantly measuring of the viscosity for five consecutive weeks, as shown in Figure 2. In the earlier weeks, the viscosity increased at a slower rate. However, since resole-type phenolic resin is capable of curing without any addition of heat or curing agent, slow polymerisation occurred during storage time. The polymerisation process is an exothermic reaction due to the formation of new polymer chains that enhance the release of heat energy. This heat energy catalyses the rate of polymerization, causing an exponential increase in viscosity over time.
From Figure 2, it was seen that conventional PF resin had the greatest stability over time, with only 35% of increase from the initial. Since it had a lower pH value than the other BPF resins, its rate of polymerisation is lower, improving its stability over time. It was also observed that the viscosity of BPF resin with 25% substitution level increased at a slower rate compared to those with a 75% substitution level, with a total change of 38-44% and 53-58%, respectively. As previously characterised, the added bio-oil had a small amount of ash/char that affected the stability of bio-oil negatively (Pollard et al., 2012). Therefore, a higher substitution level of bio-oil in place of phenol increased the amount of ash/char in the BPF resin, which consequently reduced its stability compared to those with a lower substitution level. Similarly, the more pronounced increase in the viscosity of BPF(OP) resin than in that of BPF(RS) resin can be explained by the higher amount of ash/char content in the corresponding bio-oil.

Although the pot life of resins was observed to be around the fifth week (the week at which the viscosity of the resin doubled), it was important to note that with proper storage in a low temperature environment, the pot life can be prolonged.

Thermal curing properties of the resins were analysed using DSC results. In an attempt to enhance the exothermic peak of each resin, the DSC curves were plotted from 100°C to 230°C, shown in Figure 3. The temperature at which curing reaction occurred was represented by this exothermic peak. During curing reaction, further condensation and polymerisation occurred to produce a more stable cross-linked resin structure. Curing patterns obtained for all resins were found to be consistent with those typically observed for conventional PF resin, with a single exothermic peak only (Mo et al., 2015).
However, it has been previously reported that the exothermic peak temperature of conventional PF resin was usually at 150°C (Cheng et al., 2011; Zhao et al., 2010). In this study, it was observed that the conventional PF resin had a higher exothermic peak temperature, with a value of 166°C. Since the detailed composition of the conventional PF resin used in this study and other studies was not known, it was difficult to speculate on the mechanism associated with the behaviour of both. However, the high peak temperature of the conventional PF resin used in this study might be attributed to its low pH value, causing it to less likely favour the condensation reaction and, therefore, require higher heat energy to allow complete condensation and polymerisation.

Interestingly, the curing temperature of BPF resins obtained was lower than that of the conventional PF resin used in this study and comparable with the conventional PF resin used in the other studies. The peak temperature of BPF(OP25), BPF(OP75), BPF(RS25) and BPF(RS75) resins were obtained at 154°C, 156°C, 152°C and 154°C, respectively. The occurrence was probably due to the enhanced alkaline environment of the BPF resins, which in turn helped to promote condensation and accelerate curing reaction (Pizzi, 1994).

One previous study suggested that the presence of bio-oil actually improved curing properties. A small amount of bio-oil was believed to favour thermal curing reaction governed by phenol, while a high amount of bio-oil would retard the thermal curing reaction due to the low reactivity of bio-oil (Cheng et al., 2011). In this study, the curing reaction between the BPF resins indeed supported the previous deduction.

In addition, the thermal stability of cured PF and BPF resins was evaluated according to the TG analysis. The result showed that all of the resins had an approximately similar thermal decomposition pattern. It has been previously reported that the decomposition of phenolic resins occurred in three major events known as post-curing, thermal decomposition and ring-stripping (Cheng et al., 2011). Post-curing reaction, which could be attributed to further cross-linking and polymerisation reactions, usually occurs when cured resin is subjected to elevated
temperature. The purpose of post-curing reaction is to improve the mechanical properties of resin. However, during this post-curing reaction, low molecular weight compounds such as unreacted phenol or formaldehyde and short-chain polymers tend to vapourise (Ko & Ma, 1998). Meanwhile, thermal decomposition of resin could have been ascribed due to the breakdown of the previously formed methylene bridges linkage into aldehydes and phenols (Papadopoulou & Chrissafis, 2011, Chaouch et al., 2014). Ring stripping was associated with the breakdown of the phenolic ring network (Chaouch et al., 2014). All of these events consequently contribute to the weight loss of resin during TG analysis.

From Figure 4.16, it was observed that the first thermal event occurred from 50°C to 250°C with a total weight loss of 11% for conventional PF resin and 17% to 20% for BPF resins. The second thermal event was obtained from 250°C to 500°C with a total weight loss of around 10% for conventional PF, BPF(OP25) and BPF(RS25) resins. BPF(OP75) and BPF(RS75) resins experienced a significantly higher percentage of weight loss at 23% and 24%, respectively. The third thermal event was observed to occur within 500°C to 700°C with a comparable percentage of weight loss. Both conventional PF and BPF resins showed total weight loss between 9% and 12%.

![TGA of resins](image)

**Figure 4.** TGA of resins

It can be concluded that thermal stability of PF resin was superior to any other BPF resins, with the lowest percentage of weight loss happening in all three thermal events and the highest amount of final weight residue. In the case of BPF resin, it was seen that when a higher substitution level of bio-oil was incorporated, more pronounced weight loss occurred throughout the heating, resulting in lower weight residue. The occurrence was probably due to the addition of the less reactive and complex bio-oil to the synthesis of resin, causing an increase in the formation of any side chain present within the bio-oil molecules, such as the Tollens reaction, where the lignin side chains are substituted by aliphatic methyol groups.
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(Kalia & Avérous, 2016). This undesired side chain was easily decomposed with an increased temperature. Furthermore, the presence of an undesired chain might result in a rather weak cross-linked network of polymers and, therefore, affect thermal stability negatively (Cheng et al., 2011, Chaouch et al., 2014).

From Table 5, it was noticed that when different types of resin were used, no significant change to bonding strength was observed, except for a slight increase or decrease in accordance to the viscosity of resin. In cases of resin with lower viscosity such as PF resin and BPF resin with 75% substitution level, the ability of the resin to readily flow and spread itself within the particleboard increased. When this occurred, the distribution of the resin across the particleboard improved, causing more interaction between the resin and Rhizophora wood particles. During particleboard formation, the distributed resin cured to a stable polymer and became chemically attached to the wood particles, giving the particleboard higher bonding strength (Pizzi, 1994).

Table 5

<table>
<thead>
<tr>
<th>Type of Resin</th>
<th>Bonding Strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF</td>
<td>1.61 ± 0.13</td>
</tr>
<tr>
<td>BPF(OP25)</td>
<td>1.46 ± 0.03</td>
</tr>
<tr>
<td>BPF(OP75)</td>
<td>1.65 ± 0.10</td>
</tr>
<tr>
<td>BPF(RS25)</td>
<td>1.37 ± 0.13</td>
</tr>
<tr>
<td>BPF(RS75)</td>
<td>1.51 ± 0.02</td>
</tr>
</tbody>
</table>

CONCLUSION

The bio-oil produced from slow pyrolysis of oil palm frond and Rhizophora hardwood was successfully used to partially substitute petroleum-based phenol in the formulation of resole-type BPF resin. In this study, all of the synthesised resins were seen to successfully imitate the properties of conventional PF resin. These BPF resins were more than capable of reaching the typical viscosity and pH value of conventional PF resin. The BPF resins also had an improved value of non-volatile and better curing properties than the conventional PF resin. Bonding strength of particleboard bonded with the BPF resins was also found to be comparable with those bonded with conventional PF resin. The only downsides to these BPF resins were the increase in free formaldehyde level and the reduction of their thermal stability. These outcomes were produced probably due to the addition of less reactive bio-oil, preventing maximum interaction between phenol and formaldehyde during the synthesis procedure as well as inducing various undesired side reactions that would easily decompose in high temperature.
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ABSTRACT

Fibre-rich manure derived from grass-fed cattle showed significantly higher intrinsic sorption efficiency on Cr(VI) solution as compared to corncob, sawdust and cogon grass. This observation could be attributed to the ligneous nature and rough surface morphology of the cattle manure. Four-factor, three-level, face-centred composite design (FCCD) suggested the process was greatly affected by initial pH of the solution, contact time and sorbent dosage (p<0.0001), while stirring rate had negligible effect. Highest percentage removal (≥70%) happened at pH 1-1.56, 0.79-1 g sorbent and 57-300 min contact time in 200 mg/L Cr(VI) solution. The process is spontaneous, endothermic and best described by pseudo-second-order and Langmuir model. It was found that adsorbed Cr(VI) could be recovered and CM could be reused at least three times with >50% adsorption efficiency. It is predicted that both physisorption and chemisorption are involved in the sorption process.

Keywords: Biosorption, cattle manure, chromium (VI), heavy metals, response surface methodology

INTRODUCTION

Heavy metal (HM) pollution has long been a serious environmental issue due to its perniciousness even at trace concentration. Non-biodegradability allows HMs to bio-accumulate and bio-magnify along the food chain; this worsens an already alarming situation. Discharge of untreated industrial effluent is the root cause, especially in
developing countries where more than 70% of industrial effluent is discharged without prior treatment (Water, 2009). Hexavalent chromium, Cr(VI), is a harmful HM categorised as a group 1 human carcinogen (IARC, 2012) as it is known to cause various cancers. Cr(VI) is commonly found in wastewater due to its high water solubility, which facilitates the release of toxicity into the environment.

Conventional methods such as chemical precipitation, membrane filtration, electrodialysis, ion exchange and adsorption perform at a comparable level of efficiency and thus, cost plays a decisive role in removing heavy metals from the surrounding environment. The sorption method (ion exchange and adsorption) is preferred due to its relatively cheaper cost (up to 200 USD/million litres) compared to other methods, which can cost up to 500 USD/million litres (Barakat, 2011; Fu & Wang, 2011; Gupta et al., 2012). Although the sorption method is more economical, the synthetic resin and activated carbon used in this method are still a heavy burden for industry to bear.

Agricultural waste (AW) with high lignocellulosic content possesses potential as a cost-effective alternative to replace commercial products. Various surface functional groups contributed by lignocellulose and some proteins of AW make AW suitable for removing divalent HMs (Bailey et al., 1999; Garg et al., 2008). Furthermore, the threatening environmental and disposal issues emerging from the overproduction of AW further intensify the value-added initiative, which is an ideal solution to achieve zero-waste.

Numerous studies on various types of AW have been carried out as stated in the review paper of Ngah and Hanafiah (2008). Miretzky and Cirelli (2010) focussed on the list of AW that were tested to remove Cr. Sawdust, corn waste, leaves, weeds, barks, bagasse and husk were some types of AW that have been studied. Animal waste, a subgroup of AW, is seldom used to remove Cr although it has been shown to have high sorption efficiency for other divalent HMs. Fresh manure excreted from different animals such as turkey (Lima & Marshall, 2005b), sheep (Al-Rub et al., 2002), poultry (Lima & Marshall, 2005a), broiler (Uchimiya et al., 2010), and swine (Meng et al., 2014) showed positive results. Similar studies have also been carried out on cattle-manure compost and cattle-manure vermicompost (Jordão et al., 2010; Jordão et al., 2011; Zaini et al., 2009). Fresh cattle manure (CM), however, has received less attention. It is estimated that there are 1.47 billion head of cattle throughout the world (FAOSTAT, 2013). According to Hofmann and Beaulieu (2006), cattle with an average weight of 635 kg can produce 14 tons of CM annually. Since CM is in abundance and it has higher fibre content over poultry and swine manure due to its feed intake (Chen et al., 2003), it has greater potential to be a cost-effective biosorbent.

The aim of this study was to investigate the feasibility of using native CM excreted from grass-fed cattle to remove Cr(VI). The efficiency was compared with other previously studied lignocellulose materials, namely corncob (C), sawdust (S) and cogon grass (CG) in their native form without structural modification through physical or chemical treatment. The response surface methodology (RSM) was employed to optimise and investigate the single and interactive effect of the important process variables, namely, initial solution pH, contact time (CT), stirring rate (SR) and sorbent dosage (SD) on the sorption process. In addition, the sorption process was examined through kinetic, isotherm and thermodynamic studies.
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METHODOLOGY

Materials

Potassium dichromate ($K_2Cr_2O_7$), sodium chloride (NaCl) and nitric acid (HNO$_3$) were purchased from Fisher Scientific, USA. Sodium hydroxide (NaOH) and hydrochloric acid (HCl) were purchased from Merck Millipore, USA. All the chemicals were of analytical reagent grade except for the HNO$_3$ which was classified as trace metal grade.

Biosorbent Preparation

Corn cob (C) was collected from the local corn industry; hardwood S was purchased from Northeastern Products Corp., NY, USA; CG was collected from a wild grass lawn around Selangor, Malaysia. Fresh CM excreted from grass-fed cattle was collected from the animal farm in Universiti Putra Malaysia. All AW was cleaned and washed with distilled water until no visible surface particulates were observed. Then, they were dried in a hot air oven at 70°C for 1 hour to kill pathogens followed by 60°C for 24 h. The AW was ground using a blender and sieved to particle size of ≤250 µm and stored in an air-tight container for further use. Physical chemical properties of AW are shown in Table 1. Moisture content, total solid, volatile solid and ash content were determined using the EPA method (EPA, 2001). Total carbon and nitrogen were analysed using the CNS TruMac analyser (LECO, USA). Cellulose, hemicellulose and lignin content were determined upon neutral detergent fibre, acid detergent fibre and acid detergent lignin analysis. Total surface negative charge was determined using the modified Boehm (1966) method described in Lima and Marshall (2005b). Point of zero charge was determined using the pH drift method as described in Zaini et al. (2009). The surface morphology before and after sorption experiment (Figure 1[a]-[h]) was observed using scanning electronic microscope (JSM-6400, JOEL, Japan).

Metal Solution Preparation

A Cr(VI) stock solution of 1000 mg/L was prepared by dissolving 2.282 g of $K_2Cr_2O_7$ metal salt in 200 mL of ultrapure (Type 1) water (18.2 MΩ at 25°C) and brought up to 1000 mL with ultrapure (Type 1) water. Working Cr(VI) solutions with different initial metal concentrations (MC) were freshly prepared by diluting the stock accordingly before use.

Table 1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>C</th>
<th>S</th>
<th>CG</th>
<th>CM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moisture content (% wet weight)</td>
<td>11.76</td>
<td>9.62</td>
<td>64.20</td>
<td>76.79</td>
</tr>
<tr>
<td>Total solid content (TS, % wet weight)</td>
<td>88.24</td>
<td>90.38</td>
<td>35.80</td>
<td>23.21</td>
</tr>
<tr>
<td>Volatile solid content (VS, % dry weight)</td>
<td>98.38</td>
<td>99.06</td>
<td>93.79</td>
<td>80.89</td>
</tr>
<tr>
<td>Ash content (% dry weight)</td>
<td>1.62</td>
<td>0.94</td>
<td>6.21</td>
<td>19.11</td>
</tr>
<tr>
<td>Total negative charge (mmol H+/g)</td>
<td>1.50</td>
<td>1.50</td>
<td>2.70</td>
<td>3.70</td>
</tr>
</tbody>
</table>
Table 1 (continue)

<table>
<thead>
<tr>
<th></th>
<th>pH</th>
<th>Bulk density (g/cm³)</th>
<th>Total carbon (TC, % dry weight)</th>
<th>Total nitrogen (TN, % dry weight)</th>
<th>Neutral detergent fibre (NDF, % dry weight)</th>
<th>Acid detergent fibre (ADF, % dry weight)</th>
<th>Acid detergent lignin (ADL, % dry weight)</th>
<th>Cellulose content (% dry weight)</th>
<th>Hemicellulose content (% dry weight)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>pzc</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.10</td>
<td>6.80</td>
<td>6.80</td>
<td>7.30</td>
<td>67.28</td>
<td>31.36</td>
<td>4.13</td>
<td>27.23</td>
<td>35.92</td>
</tr>
<tr>
<td></td>
<td>6.80</td>
<td>0.20</td>
<td>0.26</td>
<td>0.33</td>
<td>0.38</td>
<td>0.45</td>
<td>0.51</td>
<td>33.20</td>
<td>19.07</td>
</tr>
<tr>
<td></td>
<td>6.80</td>
<td>0.33</td>
<td>30.10</td>
<td>25.22</td>
<td>74.63</td>
<td>57.54</td>
<td>4.41</td>
<td>30.10</td>
<td>30.73</td>
</tr>
<tr>
<td></td>
<td>7.30</td>
<td>0.38</td>
<td>0.51</td>
<td>1.13</td>
<td>74.63</td>
<td>54.40</td>
<td>22.15</td>
<td>25.22</td>
<td>32.25</td>
</tr>
</tbody>
</table>

Figure 1. SEM image of (a) C before sorption, (b) C after sorption, (c) S before sorption, (d) S after sorption, (e) CG before sorption, (f) CG after sorption, (g) CM before sorption, (h) CM after sorption (× 1000)
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**Batch Biosorption Studies**

Biosorption efficiency of C, S, CG and CM on Cr(VI) was carried out (i) in low (20 mg/L) and high (200 mg/L) concentrations of Cr(VI) solution at pH 4 (ii) at pH 2 and pH 4 in 200 mg/L Cr(VI) solution. The MC of 200 mg/L was employed because it is the upper limit of the majority of real-life conditions (Masood & Malik, 2011; Shazili et al., 2006). Biosorption was also carried out at 10 times lower MC (20 mg/L) to investigate the performance variation of biosorbents in low MC. Both pH 2 and pH 4 were selected as the initial pH of the solution because the pH of the effluents from the two major contributors of Cr(VI) i.e.: electroplating and tannery industries range from pH 2.2-pH 4.2 (Chowdhury et al., 2015; Vikramjit et al., 2016). Both MC and solution pH were set close to real-life conditions to ensure a practical and applicable biosorbent was identified from this study. Five hundred milligram of biosorbent in 50 mL of metal solution was allowed to equilibrate at 25±2°C for 24 h in both (i) and (ii). Control experiments were carried out without sorbents, and were taken as initial MC. The biosorption process of CM was further investigated in subsequent analysis. A kinetic experiment was performed in 200 mg/L Cr(VI) solution at 25±2°C with CT of 15-1440 min. Sorption isotherm and thermodynamic studies were carried out in MC range of 20-300 mg/L at 25±2°C, 35±2°C and 45±2°C with an equilibrium time of 480 min. The pH was adjusted using 0.1 M HNO3 and 0.5 M NaOH, and measured using a pH meter (Mettler Toledo Ross FE20, USA). The mixture was stirred at 350 r/min using a Teflon-coated magnetic stir bar on a stirring hotplate (Fisher Scientific, USA). It was then filtered through a 0.22 µm PVDF filter (JET BiofilFPV-213-000, China) with the aid of a vacuum pump (Rocker 300, Rocker Scientific Co. Ltd.). The final Cr(VI) concentration after sorption was analysed by ICP-OES (Perkin Elmer Optima 8300). The percentage removal and uptake of Cr(VI) was calculated using Equation [1] and Equation [2]. Graphs were drawn and analysis was done using GraphPad Prism Version 5.02.

\[
\text{Percentage removal} \% = \frac{(C_0 - C_e)}{C_0} \times 100 \tag{1}
\]

\[
\text{Uptake, } q_e (mg/g) = \frac{(C_0 - C_e) \times V}{m} \tag{2}
\]

where \( C_0 \) and \( C_e \) are the initial and final MC (mg/L), respectively, \( V \) is the volume of the metal solution (mL) and \( m \) is the amount of biosorbent used (g).

**RSM Experimental Design**

Biosorption of Cr(VI) by CM was optimised by the four-factor and three-level face-centred central composite design (FCCD) generated using Design Expert 7.0.0 software. The independent variables concerned were the initial pH of the metal solution (\( x_1 \), pH), CT (\( x_2 \), min), SR (\( x_3 \), r/min) and SD (\( x_4 \), g). A set of 30 experimental runs with 16 factorial points, eight axial points, and six replicates at the centre point was produced in the FCCD. Experimental runs were conducted randomly in batch mode at room temperature (RT) (25±2°C) in 200 mg/L Cr(VI) solution. The coded and actual values, as well as the range of the independent variables are shown in Table 2. The dependent variable i.e. the percentage removal (%) of Cr(VI) was related to independent parameters through a quadratic polynomial generated from regression analysis.
The generalised quadratic polynomial is shown in Equation [3]:

\[ Y = \beta_0 + \sum_{i=1}^{k} \beta_i x_i + \sum_{i=1}^{k} \beta_{ii} x_i^2 + \sum_{i=1}^{k-1} \sum_{j=i+1}^{k} \beta_{ij} x_i x_j \]  

[3]

where \( Y \) is the dependent response (percentage removal of Cr(VI)), \( \beta_0 \) is the intercept, \( \beta_i, \beta_{ii}, \beta_{ij} \) are linear, quadratic and interaction coefficients, respectively; \( x_i \) and \( x_j \) are independent variables in actual unit and \( k \) is the number of tested independent variables.

Table 2
*The coded and actual values of independent variables*

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Unit</th>
<th>Symbol</th>
<th>Range and Level (Coded)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1</td>
</tr>
<tr>
<td>pH</td>
<td>pH</td>
<td>( x_1 )</td>
<td>1</td>
</tr>
<tr>
<td>Contact time</td>
<td>min</td>
<td>( x_2 )</td>
<td>15</td>
</tr>
<tr>
<td>Stirring rate</td>
<td>r/min</td>
<td>( x_3 )</td>
<td>60</td>
</tr>
<tr>
<td>Biosorbent dosage</td>
<td>g</td>
<td>( x_4 )</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Desorption and Regeneration

Cattle manure (CM) (0.5 g) was allowed to equilibrate in 50 mL of 200 mg/L metal solution at 25±2°C, pH 2 and 350 r/min for 24 h. The sorbent was then recovered and immersed in 50 mL desorbing agent (0.1 M NaOH) for 30 min, 5 h and 24 h at 25±2°C. The adsorption-desorption cycle was repeated three times to test the regenerability of the sorbent. Desorption efficiency was calculated using Equation 4.

\[ \% \text{ desorption} = \frac{C_d}{C_0 - C_e} \times 100 \]  

[4]

where \( C_0, C_e \) and \( C_d \) are the initial, equilibrium and desorbed MC (mg/L), respectively.

Quality Assurance

All glassware and plasticware were soaked in 2% HNO₃ overnight and rinsed five times with ultrapure water before use to prevent the contamination of metal ions present in the environment.

RESULTS AND DISCUSSION

Biosorption Efficiency of Biosorbents

The intrinsic biosorption efficiency of C, S, CG and CM in both low (20 mg/L) and high (200 mg/L) Cr(VI) solutions is shown in Figure 2. The sorbents did not undergo surface chemistry and structural modification by either thermochemical (pyrolysis) or chemical pre-treatment. The experimental conditions for the biosorption efficiency tests of the sorbents was kept the same to ensure a fair comparison of the results. At pH 4, higher biosorption was observed in 20 mg/L Cr(VI) solution for all sorbents tested (22.89% for C, 32.50% for S, 54.09% for
Biosorption of Cr(VI) using Cattle Manure

CG and 72.53% for CM). As the sorbents’ binding sites to metal ions ratio is higher, lower competition increases the chance of Cr(VI) adhering to the binding sites. Biosorption of 200 mg/L Cr(VI) at pH 4 was extremely low for all the sorbents tested (9.49% for C, 14.08% for S, 18.25% for CG and 26.23% for CM), while increased sorption was observed when the pH decreased to pH 2 (35.94% for C, 35.64% for S, 38.37% for CG and 58.68% for CM). In acidic conditions, Cr(VI) exists as \( \text{Cr}_2\text{O}_7^{2-} \) and \( \text{HCrO}_4^- \) anionic form, and surface protonation occurs when pH of the solution is less than pH \( \text{pzc} \); thus, higher sorption was observed at pH 2. Biosorption of CM was significantly higher than C, S and CG, while C exhibited the lowest biosorption performance in both low and high MC and initial pH. Distinctive sorption efficiency may be related to physicochemical characteristics and surface morphology of the sorbents. Although the indigestible fibre content for all types of AW is high (NDF>67% dry weight), their lignocellulose components are different (Table 1). Hemicellulose is the major fibre component of C, while cellulose is the major component in S and CM. CG is composed of almost equal amounts of cellulose and hemicellulose. CM consists of the highest amount of lignin, double the amount of lignin in S and five times those in CG and C. High lignin content in CM could be due to the concentration of lignin after the digestion of cellulose and hemicellulose in the rumen of cattle (Harman et al., 2007). Lignin is an extensively-branched polyphenolic polymer composed of various functional groups responsible for the sorption of Cr(VI) such as hydroxyl, carbonyl and carboxyl groups. Dupont et al. (2004) demonstrated that Cr preferably adhered to microstructures rich in lignin.

A similar finding was reported whereby lignin played a significant role in the biosorption of Cr, but no appreciable sorption was observed in pure cellulose (Dupont & Guillon, 2003). The study claimed that lignin acts as an electron donor and reduces Cr(VI) to Cr(III) in acidic conditions, while oxidation of lignin results in the increase of hydroxyl and carboxyl functional groups, which promotes the adhesion of Cr(III) to sorbents. This indicates that lignin plays the major role in the sorption of Cr(VI), and therefore explains the high biosorption efficiency.

Figure 2. Biosorption efficiency of C, S, CG and CM in 20 mg/L Cr(VI) solution at pH 4 and 200 mg/L Cr(VI) solution at pH 2 and 4 (SD: 0.5 g, SR: 350 r/min, temperature: 25°C, CT: 24 h). Different letters indicate significant difference \((p<0.05)\) between sorbents in the same MC and initial pH. Values are mean ± SD \((n=3)\)
of CM. Besides lignocellulosic content, the surface morphology also influenced the sorption performance (Figure 1). Although S is composed of significantly higher lignin content than CG, it did not show greater sorption efficiency. This may have been due to the smooth surface of S although defined pores were observed, while CG possessed uneven surface and smaller pores, thus increasing the overall surface area and strengthening the adhesion between Cr ions and sorbent. Rough surface was also observed in CM, further explaining the high sorption performance. The surface of C consisted of observable pores, but the overall surface was sleek. In addition, protonation occurred less significantly in C than in the other sorbents as the pH\text{pzc} of C was 4.10, which resulted in low Cr(VI) sorption. The synergistic effect of high lignin content, high pH\text{pzc} and the rough surface morphology of CM was exemplified with high intrinsic sorption efficiency for Cr(VI).

**Application of RSM**

**Determination of parameters range of operation.** Before proceeding to RSM, a screening process was done to determine the region of interest and to select the suitable range of operation for the independent variables involved i.e. initial pH, CT, SR and SD. The effect of CT (15, 30, 60, 90, 180, 300, 480, 600, 840 and 1440 min) and SD (0.1, 0.25, 0.5, 0.75 and 1.0 g) were investigated in 50 mL of 200 mg/L Cr(VI) solution at pH 2 and RT. The respective % removal of Cr(VI) at different time intervals was 29.15%, 36.30%, 38.95%, 39.58%, 46.15%, 53.51%, 54.33%, 55.02%, 59.41% and 60.43%. The corresponding quantity SD range that was studied gave 30.58%, 50.30%, 62.62%, 79.89% and 84.96% of sorption. The ranges of 15-300 min and 0.1-1.0 g of SD were selected as rapid changes and the region of interest fall within this range. The range of initial pH was set at pH 1-5 because the sorption of Cr(VI) happens effectively at lower pH values (pH<3) (Saha et al., 2012). An SR with the range of 60-350 r/min was selected as higher SR increases the cost of operation, making it economically undesirable.

**Model fitting.** The 30 experimental runs of the four-factor three-level FCCD and their output responses (% removal) are shown in Table 3. The data were analysed through cubic, quadratic, two-factor interaction and linear models. A suitable model was selected based on a few important factors i) highest order polynomial where additional terms are significant, ii) not aliased, iii) insignificant lack-of-fit and iv) highest adjusted and predicted R-squared. A quadratic model was selected as it fulfilled all the aforementioned aspects (adjusted R²=0.9635, predicted R²=0.8819). The selected quadratic model was improved using backward elimination regression with alpha to exit equals to 0.1. Backward elimination bypassed terms with the highest p-value one by one until the next term satisfied the alpha criterion. SR was eliminated throughout the process as it showed insignificant effect and was not required to support the hierarchy of the model. Table 4 shows the analysis of variance (ANOVA) for the reduced quadratic model. The lowest and highest percentage removal was 15.90% and 74.63%, respectively. The biosorption of Cr(VI) was highly influenced by the initial pH, CT and SD (p<0.0001). Furthermore, the quadratic effects of pH and CT as well as the interactive effect of pH and SD also affected biosorption significantly (p<0.0001). The reduced quadratic model was statistically significant (p<0.0001) with a high R² (0.9788) and adjusted R² (0.9733). The predicted R² (0.9601) was in reasonable
agreement with the adjusted $R^2$ and had high adequate precision (48.649). This indicated that the model gave a good prediction on the response. Furthermore, the lack-of-fit test was also insignificant ($p>0.05$); this confirmed that the empirical relationship between the response and the variables involved can be sufficiently described through the following polynomial:

$$\% \text{ Removal} = 28.10 - 13.53x_1 + 0.16x_2 + 54.14x_3 - 8.80x_1x_4 + 1.99x_1^2 - (3.75E-004)x_2^2$$

Table 3
**Face-centred central composite design (FCCD) of four independent factors along with output responses**

<table>
<thead>
<tr>
<th>Standard</th>
<th>Run</th>
<th>Independent Variables</th>
<th>Percentage Removal (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$x_1$</td>
<td>$x_2$</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>19</td>
<td>8</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>25</td>
<td>10</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>17</td>
<td>11</td>
<td>1</td>
<td>157.5</td>
</tr>
<tr>
<td>30</td>
<td>12</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>28</td>
<td>13</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>23</td>
<td>14</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>26</td>
<td>16</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>18</td>
<td>17</td>
<td>5</td>
<td>157.5</td>
</tr>
<tr>
<td>29</td>
<td>18</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>24</td>
<td>19</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>22</td>
<td>20</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>27</td>
<td>21</td>
<td>3</td>
<td>157.5</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>5</td>
<td>300</td>
</tr>
<tr>
<td>16</td>
<td>23</td>
<td>5</td>
<td>300</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>5</td>
<td>300</td>
</tr>
<tr>
<td>15</td>
<td>25</td>
<td>1</td>
<td>300</td>
</tr>
<tr>
<td>11</td>
<td>26</td>
<td>1</td>
<td>300</td>
</tr>
<tr>
<td>3</td>
<td>27</td>
<td>1</td>
<td>300</td>
</tr>
<tr>
<td>20</td>
<td>28</td>
<td>3</td>
<td>300</td>
</tr>
<tr>
<td>12</td>
<td>29</td>
<td>5</td>
<td>300</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>1</td>
<td>300</td>
</tr>
</tbody>
</table>

$x_1$: initial pH; $x_2$: CT (min); $x_3$: SR (r/min); $x_4$: SD (g)
Effect of single factor. The perturbation graph shows and compares the effect of each factor on the percentage removal of Cr(VI) at the middle level in the design space (Figure 3a). Initial pH of the solution affected the biosorption most significantly, as the percentage removal increased from 30.60% to 62.70% when the pH decreased from 5 to 1 while the other factors remained constant. The initial pH of the solution had a high influence on biosorption because the pH not only affected the surface characteristic of the sorbent, but also changed the speciation of chromium ions. At pH < 6, the dominant Cr(VI) species is Cr$_2$O$_7^{2-}$ and HCrO$_4^{-}$ anion (Rai et al., 1989). Meanwhile, the surface of the sorbent was protonated at pH < pH$_{pzc}$ (pH$_{pzc}$=7.30), causing the surface to become positively charged. The dominant anionic species HCrO$_4^{-}$ and Cr$_2$O$_7^{2-}$ were therefore highly attracted to the positively-charged surface of the sorbent at low pH. As the pH increased, the degree of protonation decreased, making the surface less positive, which in turn reduced the percentage removal. Initial pH of the solution had little effect on biosorption at pH > 4.

The SD affected percentage removal to the same extent as that of the initial pH of the solution. The percentage removal of Cr(VI) increased linear from 21.75% to 50.96% when the SD increased 10 times from 0.1 g, while the other factors remained constant. This is because there were more available sorption sites for the metal ions, creating a less competitive...
environment as the SD increased; thus, more metal ions were successfully attached to the sorbent. The percentage removal had not reached saturation in the studied SD range.

Followed by initial pH of the solution and SD, the percentage removal of Cr(VI) was significantly influenced by CT. Biosorption happened rapidly from 15 min to around 240 min, where the percentage removal increased from 23.95% to 38.29% and reached a plateau around 240 min onwards and recorded 38.15% at 300 min. CT did not have a significant interactive effect with both solution pH and SD. Thus, the same trend was observed at different initial pH and SD ranges where biosorption was completed at around 240 min.

The SR was not included in the reduced quadratic model as it did not have a significant effect on the biosorption. Although SR was expected to increase the kinetic energy of metal ions and enhance diffusion of metal ions through the sorbent, the percentage removal had a negligible effect when the SR increased from 60 to 350 r/min in the whole range of initial pH and SD studied. SR also did not accelerate the sorption process. This indicated that vigorous agitation is not required to enhance the biosorption, but minimum agitation which provides enough mixing of the mixture was adequate. This is good as increasing agitation speed would definitely increase the cost of operation.

**Interaction between factors.** The interaction between the solution’s initial pH and SD was highly significant (p<0.0001). Interaction plots showed the interaction between these two variables at 157.5 min and 60 r/min (Figure 3b). The combined effect of low pH and high SD accounted for the highest percentage removal of Cr(VI) (78.31% removal at pH 1 and 1.0 g). However, the synergistic effect was greatly reduced as the pH increased from 1 to 5. At pH 1 and 3, the percentage removal increased from 37.50% to 78.31% and 21.75% to 50.96%, respectively when the SD was raised from 0.1 g to 1.0 g. The sorption efficiency was doubled at both pH 1 and 3 when SD was 10 times higher. However, the increment in sorption efficiency caused by higher SD dropped dramatically at pH=5. Only 27.74% removal was observed in 0.1 g sorbent and this increased slightly to 36.85% in 1.0 g of sorbent. This phenomenon occurred because protonation happened at low pH, causing the surface of the sorbent to be positively charged, aiding the sorption of anionic species of Cr(VI), i.e. HCrO$_4^-$ and Cr$_2$O$_7^{2-}$. Therefore, when the SD increased at low pH, all the active sites were adequately protonated; there were more functional positively-charged active sites available for sorption. However, when the pH shifted towards pH 5, the degree of protonation slowed down, hence, even when the SD was higher, the surface of the sorbent was not available for metal ions as they were not sufficiently protonated. The non-protonated active sites were unable to adsorb the anionic species due to the repulsive force between like charges.
Figure 3. (a) Perturbation graph of the effect of single variables (b) Interactive effect of pH and SD and (c) Contour plot shows the optimum condition for the biosorption of Cr(VI) at the middle level in the design space.
Response optimisation and validation experiment. The contour plot and numerical optimisation function in Design Expert 7.0.0 software can be used to predict the optimum condition. The optimum operational range was roughly estimated through the contour plot and the exact optimum range was determined through numerical optimisation function. The goal (maximise, minimise, target to or in range) was set for each variable and output response, and a list of solutions with desirability were generated. In the optimisation process, SR was minimised (60 r/min) since this variable had little effect on biosorption. Through numerical optimisation and the analysis of the contour plot generated as shown in Figure 3c, the maximum range of percentage removal (≥70%) occurred at the following optimum range: initial pH 1-1.56, 0.79-1 g of sorbent and 57-300 min CT. The specific optimum operating condition for maximum removal was then determined by setting the goal for initial pH, SD and CT within the optimum range as stated above. The predicted maximum percentage removal (78.43%) could be achieved at pH 1.04, 212.37 min, 60 r/min and 0.99 g of sorbent in 50 mL of 200 mg/L metal ion solution with desirability of 1. In order to validate the quadratic model, the solutions suggested by software were carried out experimentally (Table 5). In all three solutions, the goal for all the variables was set within the experimental range except when the SR was minimised. The output response for solution 1 and 2 was maximised, while it was set within the range of 50%-74.63% in solution 3. The experimental results were close to the predicted value with residual less than 4.65% in all the three solutions tested. A chi-square test ($X^2$) was carried out to determine the goodness-of-fit between the experimental and predicted values at the degree of freedom = 2. The results were accepted as significant when $X^2$ was more than the critical value at the 0.05 level of significance (5.991). The chi-square (0.47) obtained was smaller than the critical value (5.991), which indicated that there was no significant difference between the experimental and predicted values ($p>0.05$). In other words, the model was able to give a valid prediction.

Table 5
Response optimisation and model validation

<table>
<thead>
<tr>
<th>Solution</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>D</th>
<th>Percentage Removal (%)</th>
<th>R</th>
<th>$X^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est.</td>
<td>Exp.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.04</td>
<td>157.97</td>
<td>60</td>
<td>0.99</td>
<td>1.000</td>
<td>77.21</td>
<td>79.00</td>
<td>1.79</td>
</tr>
<tr>
<td>2</td>
<td>1.15</td>
<td>212.11</td>
<td>60</td>
<td>0.96</td>
<td>1.000</td>
<td>75.25</td>
<td>75.07</td>
<td>0.18</td>
</tr>
<tr>
<td>3</td>
<td>1.07</td>
<td>162.19</td>
<td>60</td>
<td>0.40</td>
<td>1.000</td>
<td>50.49</td>
<td>55.14</td>
<td>4.65</td>
</tr>
</tbody>
</table>

$x_1$: initial pH; $x_2$: CT (min); $x_3$: SR (r/min); $x_4$: SD (g); D: desirability; Est.: estimated; Exp.: experimental; R: residual; $X^2$: Chi-square

Biosorption Kinetics

The pseudo-first-order equation is based on Lagergren’s first-order equation (Lagergren, 1898), in which metal ions are assumed to bind to only one binding site and the adsorption rate is
proportional to the number of available sorption sites as expressed in Equation [5]. The integral and linear form is shown in Equation [6].

\[ \frac{dq_t}{dt} = k_1 (q_e - q_t) \quad [5] \]

\[ \log(q_e - q_t) = \log q_e - \frac{k_1}{2.303} t \quad [6] \]

where \( t \) is the CT (min), \( q_e \) and \( q_t \) are the metal uptake of sorbent at equilibrium and at time \( t \) (mg/g), respectively, and \( k_1 \) is the pseudo-first-order rate constant (min\(^{-1}\)). Estimated \( q_e \) and \( k_1 \) were determined from the slope and intercept of the graph of \( \log (q_e - q_t) \) against \( t \) (Figure 4a).

The pseudo-second-order reaction, in contrast, assumes metal ions are adsorbed to two binding sites (Ahmady-Asbchin et al., 2015). The relationship between the driving force, \((q_e - q_t)\) and the adsorption rate is expressed in Equation [7], and its integral and linear form is shown in Equation [8].

\[ \frac{dq_t}{dt} = k_2 (q_e - q_t)^2 \quad [7] \]

\[ \frac{t}{q_t} = \frac{1}{q_e^2 k_2} + \frac{1}{q_e} t \quad [8] \]

where \( k_2 \) is the pseudo-second-order rate constant (g mg\(^{-1}\) min\(^{-1}\)). The slope and intercept of the straight line from the plot of \( t/q_t \) against \( t \) (Figure 4b) were used to obtain \( k_2 \) and estimated \( q_e \).

The parameters of both the pseudo-first-order and pseudo-second-order models are shown in Table 6. The biosorption data were best fitted in the pseudo-second-order with \( R^2=0.9964 \) rather than the pseudo-first-order, in which the \( R^2 \) was only 0.9427. Besides that, the good agreement of the experimental \( q_e \) (12.09 mg/g) to the estimated \( q_e \) (12.00 mg/g) from the pseudo-second-order further supported the conclusion that the sorption process is best described by pseudo-second-order model.
Biosorption Isotherm

Adsorption isotherm describes the equilibrium relationship between sorbate and sorbent. It also provides a better understanding of the sorption capacity and pathway involved. Langmuir and Freundlich isotherms are two widely used models in liquid-solid adsorption system.

Langmuir isotherm (Langmuir, 1916) presumes that the sorbent has a homogenous surface with a finite number of sorption sites that possess constant sorption affinity for the sorbate. It suggests monolayer adsorption, in which there is no interaction between adjacent adsorbed molecules. The Langmuir model and its linear form are expressed in Equation [9] and [10], respectively.

\[
q_e = \frac{q_m b C_e}{1 + b C_e} \quad [9]
\]

\[
\frac{C_e}{q_e} = \frac{1}{b q_m} + \frac{1}{q_m} C_e \quad [10]
\]

where \( q_e \) and \( C_e \) are the metal uptake of sorbent (mg/g) and final MC at equilibrium, respectively; \( q_m \) is the maximum monolayer sorption capacity (mg/g) and \( b \) is the Langmuir equilibrium constant related to sorption affinity (L/mg) obtained from the plot of \( C_e/q_e \) against \( C_e \) (Figure 5a).

The \( b \) value can be used to obtain the dimensionless separation factor through Equation [11]

\[
R_L = \frac{1}{1 + b C_0} \quad [11]
\]

where \( R_L \) is the dimensionless separation factor, \( b \) is the Langmuir constant and \( C_0 \) is the initial MC. \( R_L > 1 \) indicates unfavourable sorption, \( 0 < R_L < 1 \) indicates favourable sorption, \( R_L = 0 \) indicates irreversible sorption and \( R_L = 1 \) is linear sorption.

The Freundlich isotherm (Freundlich, 1906), in contrast, is used to describe sorption on heterogeneous surfaces with varying sorption affinity. This model can be applied in a multilayer...
sorption system, and it assumes that the sorption affinity decreases when a sorption site is being occupied (Vijayaraghavan et al., 2006). The relationship is expressed in Equation [12]

\[ q_e = k_f C_e^{1/n} \]  

[12]

The linear Freundlich model is shown in Equation [13]

\[ \log q_e = \log k_f + \frac{1}{n} \log C_e \]  

[13]

where \( k_f \) is the Freundlich constant related to multilayer adsorption capacity and \( n \) is the Freundlich constant related to adsorption intensity. The slope and intercept of the graph of \( \log q_e \) against \( \log C_e \) (Figure 5b) were used to determine \( k_f \) and \( n \), respectively.

The isothermal parameters of both models at different temperatures (298 K, 308 K and 318 K) are shown in Table 7. The \( q_m \) and \( k_f \) values increased with temperature. This may be due to the rise in kinetic energy, which improves the collision frequency between metal ions and the sorbent (Khan et al., 2012). In addition, the heat dilates the pores and slightly opens up the structure of the sorbents, which eases intraparticle diffusion within the pores (Meena et al., 2008). The \( n \) value obtained from the Freundlich model lay in the range of 1-10 (2.2753-2.6048), while the separation factor, \( R_L \), was in the range of 0.03-0.45; both observations suggested favourable adsorption (Slejko, 1985; Treybal, 1980) in the whole range of the initial MC and temperature studied. Based on the correlated coefficient, the equilibrium relationship was better described by the Langmuir models (\( R^2 > 0.9882 \)) compared to the Freundlich models (\( R^2 < 0.9523 \)).

Figure 5. (a) Langmuir and (b) Freundlich isotherm for biosorption of Cr(VI) by CM at different temperatures (pH: 2, SD: 0.5 g, SR: 350 r/min, CT: 480 min)
Thermodynamic Studies

Thermodynamic parameters i.e. Gibb’s free energy change (ΔG), enthalpy energy change (ΔH) and entropy energy change (ΔS) are related to each other in Equation [14] and ΔG is defined in Equation [15].

\[ \Delta G = \Delta H - T \Delta S \]  
[14]

\[ \Delta G = -RT\ln K \]  
[15]

\[ K = \left( \frac{C_s}{C_e} \right) \]  
[16]

Equation [14] and [15] are combined and to yield the Van’t Hoff equation as shown in Equation [17]

\[ \ln K = \left( \frac{\Delta H}{R} \right) - \left( \frac{\Delta S}{RT} \right) \]  
[17]

where R is the universal gas constant (8.314 J·mol⁻¹·K⁻¹), T is the absolute temperature (K), \( C_s \) and \( C_e \) are the MC on the sorbent and the final MC remains in the solution at equilibrium (mg/g), respectively. ΔH and ΔS can be obtained from the Van’t Hoff plot of ln K against 1/T.

The thermodynamic parameters are shown in Table 8. The negative value of ΔG indicated that the sorption process was spontaneous. ΔG was more negative in the lower initial MC and became less negative as the concentration increased, which revealed that the sorption process was more spontaneous in lower initial MC. This can be attributed to high availability of free sorption sites in relatively low MC solution. When the initial MC increased to 300 mg/L, the biosorption became unfavourable (ΔG became positive at 298 K and 308 K) as the binding sites of the sorbent had reached saturation. ΔG also reflected that the spontaneity was greater when the temperature increased. The positive value of ΔH indicated the biosorption process was endothermic. The positive value of ΔS indicated the increase in randomness of the sorbent-solution interface during the biosorption process (Ahmady-Asbchin et al., 2015).

### Table 7

<table>
<thead>
<tr>
<th>Isotherm Models</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>298 K</td>
</tr>
<tr>
<td>Langmuir</td>
<td>( q_m ) (mg/g)</td>
<td>12.14</td>
</tr>
<tr>
<td></td>
<td>b (L/mg)</td>
<td>0.0621</td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>0.9950</td>
</tr>
<tr>
<td></td>
<td>R_L</td>
<td>0.05-0.45</td>
</tr>
<tr>
<td>Freundlich</td>
<td>( k_f[(mg/g)(L/mg)^{(1/n)}] )</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>n (g/L)</td>
<td>2.4349</td>
</tr>
<tr>
<td></td>
<td>R²</td>
<td>0.9523</td>
</tr>
</tbody>
</table>
Table 8

Thermodynamic parameters for the Biosorption of Cr(VI) by CM

<table>
<thead>
<tr>
<th>Initial MC, C0 (mg/L)</th>
<th>Temperature (K)</th>
<th>ΔG (KJ mol⁻¹)</th>
<th>ΔH (KJ mol⁻¹)</th>
<th>ΔS (KJ mol⁻¹ K⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>298</td>
<td>-5.288</td>
<td>14.377</td>
<td>0.0668</td>
</tr>
<tr>
<td></td>
<td>308</td>
<td>-6.670</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>318</td>
<td>-6.591</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>298</td>
<td>-4.418</td>
<td>29.054</td>
<td>0.1129</td>
</tr>
<tr>
<td></td>
<td>308</td>
<td>-6.072</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>318</td>
<td>-6.652</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>298</td>
<td>-2.103</td>
<td>47.081</td>
<td>0.1657</td>
</tr>
<tr>
<td></td>
<td>308</td>
<td>-4.417</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>318</td>
<td>-5.389</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>298</td>
<td>-0.929</td>
<td>53.408</td>
<td>0.1814</td>
</tr>
<tr>
<td></td>
<td>308</td>
<td>-1.856</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>318</td>
<td>-4.596</td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>298</td>
<td>-0.412</td>
<td>15.102</td>
<td>0.0523</td>
</tr>
<tr>
<td></td>
<td>308</td>
<td>-1.146</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>318</td>
<td>-1.449</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>298</td>
<td>1.280</td>
<td>24.966</td>
<td>0.0791</td>
</tr>
<tr>
<td></td>
<td>308</td>
<td>0.823</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>318</td>
<td>-0.318</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Desorption and Regeneration

The amount of Cr(VI) desorbed after 30 min, 5 h and 24 h CT was 14.50 mg/L, 34.03 mg/L and 67.51 mg/L, respectively (Figure 6[a]). Since the concentration of NaOH could not be increased further as it would have destroyed the morphology of the sorbent (Wang et al., 2013), 24 h CT was chosen to desorb Cr(VI) in the regeneration study as it showed a higher desorption. Desorption efficiency in the first, second and third desorption cycle was 35.66%, 46.0% and 54.62%, respectively (Figure 6b). The adsorption efficiency decreased from 76.35% in the first cycle to 52.51% in the third cycle, suggesting that some Cr(VI) that had formed a stronger interaction with the binding sites were more difficult to desorb and they remained attached to the binding site; thus, fewer binding sites were available for subsequent sorption.
Sorption Pathway

During rapid sorption in the first 30 min, $\Delta G$ in the range of -20 to 0 KJ mol$^{-1}$ and $\Delta H$<40 KJ mol$^{-1}$ in majority conditions indicated that physisorption was involved (Poulopoulos & Inglezakis, 2006; Weil, 1981). However, the endothermic nature observed wherein the $q_m$ increased with temperature and a long equilibrium time (major sorption completed at 300 min) suggested that chemisorption also played a role in the sorption (Tran et al., 2016). Possible desorption confirmed that physisorption on the surface of the sorbents was involved. Nevertheless, low desorption efficiency and the significant drop in adsorption efficiency with the number of adsorption-desorption cycles confirmed that stronger chemical bonds were involved in addition to the physical bonding.

CONCLUSION

Biosorption of Cr(VI) using fresh CM without structural modification was examined in this study. Results showed that CM possessed significantly higher sorption efficiency compared to C, S and CG due to its fibrous, ligneous nature and rough surface morphology. The solution’s initial pH, CT and SD significantly affected biosorption, while SR had negligible effect on biosorption. The combined effect of high SD and low pH was responsible for the highest sorption efficiency. The initial pH of the solution 1-1.56, 0.79-1 g of sorbent and 57-300 min of CT were able to remove ≥70% Cr(VI). Kinetic studies confirmed that the biosorption of Cr(VI) obeyed the pseudo-second-order model ($R^2$=0.9964). The equilibrium relationship between the sorbent and metal ions was well described by the Langmuir isotherm model ($R^2$>9882). The maximum monolayer sorption capacity of the CM was 12.14 mg/g at 298 K. Thermodynamic studies confirmed that the sorption process was spontaneous and endothermic. The recovery of Cr(VI) was possible and the CM was able to be reused at least three times with adsorption efficiency remaining >50%. Based on the combined observation of the kinetic, isotherm, thermodynamic and regeneration studies, it is suggested that the sorption of Cr(VI) involved both the physisorption and chemisorption processes. Intrinsically, the advantageous properties of CM (plentiful, low-cost, regenerable, fibrous, ligneous, rough surface morphology and
significantly high sorption for Cr(VI)) enabled it to be employed with minimum requirement of subsequent chemicals or thermochemical pre-treatment to enhance its sorption efficiency. Therefore, CM is a potential low-cost and an environmentally-friendly biosorbent for Cr(VI) removal.
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ABSTRACT
Amusement parks have been growing rapidly in Indonesia in the past five years but they seem affordable only for the middle and higher classes of society. Surabaya in East Java has several amusement parks that cater for low budgets and they have good-quality equipment and are safe to use. The purpose of this research is to show the results of building a low-cost amusement park. The amusement park was built by a player in the amusement park industry in collaboration with the Computer Engineering Department of Bina Nusantara University. An infinity mirror room (IMR) was built in one of the new amusement parks in Surabaya called Suroboyo Night Carnival. The full design of the IMR is discussed in this paper including the equipment used in the design. The IMR mainly uses fibre optics, LED and a mirror. The amusement park began operation on July 28, 2013, and the amount spent on one room was around US$8,500. No safety breaches have been reported. The facility has been able to attract 500 visitors on average from 2013 to 2016. The breakeven point of this facility was achieved in the first year of operation.

Keywords: Amusement park, infinity mirror room, fibre optics, low-cost, Surabaya

INTRODUCTION
According to Anand (1993), Clave (2007) and Milman (2010), entertainment is a human need. Amusement or theme parks provide pleasure for many (Nye, 1981; Lewi (2015), with many families flocking to visit them at weekends (Weinstein, 1992). This phenomenon is also true for Indonesia, a developing country. It has been observed that small amusement parks or trolley-parks that are less safe (Davis, 1996) have grown
Understanding the need for low cost, good quality and safe amusement parks that can cater for lower-income families, one player in the amusement park industry collaborated with the Computer Engineering Department of Bina Nusantara University to study, research and build an infinity mirror room (IMR) (Applin, 2012; Cutler, 2017; Kusama, 2013) in Surabaya, East Java. The IMR is an entertainment room that uses lights, mirrors and illusion to create special effects for the entertainment of visitors. The IMR in Surabaya was built similar to the one built by Ripley in Pattaya, Thailand (R. E. Inc., 2011) and to Infinity Gold Coast, Australia (I. Ltd., 2000), but at a lower cost while maintaining high quality. Before the project was undertaken, full research was carried out to ensure that the IMR would be built based on these requirements: safe design, low cost and good effects.

A scalable IMR was developed by the Computer Engineering Department, Bina Nusantara University. The laboratory work was funded by Srimulia Indo Pertiwi Ltd. We studied the effectiveness of light propagation and its reflectivity before finally building the IMR in Surabaya. The selection of light source, fibre optics and materials for the mirror walls are discussed in this paper with the objective that any developing country may also build low-budget yet safe and high quality IMRs if so desired. The IMR, as one feature of the amusement park, which offered a science exhibition, children’s playground, racing arena and wax museum, among its features, was to be a room using illusion conjured through the interplay of light, mirrors and fibre optics to provide entertainment for visitors.

Since the IMR involved the use of mirrors and fibre optics, safety was a crucial issue. Therefore, it was important to use products that were strong and durable. In addition, visitors would be asked to use gloves and socks when entering the room. Closed circuit televisions would also be mounted in key areas including the emergency exit routes.

**DESIGN AND IMPLEMENTATION**

Our task was to build a dark chamber that could be used to create the illusion of infinity. We built a small mirror chamber measuring 40 cm × 40 cm × 40 cm that had holes drilled at random on one surface. Twenty strands of end-point fibre optics (Jeff, 2004) were attached in each hole and the total mirror surface covered with a vinyl sheet. The result can be seen in Figure 1. We were able to create an effect of stars sparkling in the deep space although lights were attached to only one side of the mirror as shown in Figure 2. The number of fibres to attach was a huge consideration in later implementations. The details can be seen in the block diagram of the experiment (see Figure 3).
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Figure 1. Infinity effect created in a mirror room

Figure 2. One side of the mirror chamber drilled and attached with 20 fibre optic strands per hole

Figure 3. Block diagram of the experiment

In the early stage, we found that 5 mm hole was the smallest diameter that could be found in the Indonesian market. Thus, the number of fibre optic strands that should be filled in the hole had to be not less than 20 pieces. Due to this constraint, we chose a 2-mm acrylic mirror (Taylor, 1999) sheet so that we could drill holes that were 0.5 to 1 mm in diameter. The holes could be drilled in a specific pattern or in random design depending on the size of the mirror and how dense we wanted the light effect to be. Fibre optics imported from China, which came in small diameter sizes was used later in the actual chamber. The light source for the first experiment was a small LED powered by a 5-V battery, while the fibre optics were taken from children’s toys and ornaments without detailed specification. Acrylic mirrors are safer than regular mirrors since they are not easily cracked in case of accidents. Its durability is due to the adhesive that holds the surface together.

Figure 4 is a map of the IMR. The infinity effect was focussed in the electron maze and star chamber room. The difference in the pattern of each room was determined by the name of the room. The electron maze room was designed to make people who entered the room feel like electrons were moving across the room, while the star chamber room was designed to show some of the constellations. However, the star chamber was only built later.
In the early stage, we found that 5 mm hole was the smallest diameter that could be found in the Indonesian market. Thus, the number of fibre optic strands that should be filled in the hole had to be not less than 20 pieces. Due to this constraint, we chose a 2-mm acrylic mirror (Taylor, 1999) sheet so that we could drill holes that were 0.5 to 1 mm in diameter. The holes could be drilled in a specific pattern or in random design depending on the size of the mirror and how dense we wanted the light effect to be. Fibre optics imported from China, which came in small diameter sizes was used later in the actual chamber. The light source for the first experiment was a small LED powered by a 5-V battery, while the fibre optics were taken from children’s toys and ornaments without detailed specification. Acrylic mirrors are safer than regular mirrors since they are not easily cracked in case of accidents. Its durability is due to the adhesive that holds the surface together.

Figure 4 is a map of the IMR. The infinity effect was focussed in the electron maze and star chamber room. The difference in the pattern of each room was determined by the name of the room. The electron maze room was designed to make people who entered the room feel like electrons were moving across the room, while the star chamber room was designed to show some of the constellations. However, the star chamber was only built later.

![Figure 4. Infinity mirror room design](image-url)
For additional safety, we applied tempered glass (USA Patent No. US 2177324 A, 1939) in front of the acrylic mirror so that visitors would not be in direct contact with the vinyl fibre optics or any other electric circuit exposed behind the mirror. We also used a tempered glass mirror for the floor so that a dramatic optic illusion of sparkling lights could be seen all around the room. As for the ceiling, we used an acrylic mirror sheet, which is lighter and more economical than using a tempered glass mirror (see Figure 5). These safety measures proved effective as no accidents were reported in the period 2013 to 2016 when the IMR was in operation. The mirror itself did not crack until the IMR was converted into a Kids' Play Station.

For the dramatic illusion of light, we used an LED fibre optic light engine, which produced a mix of red-green-blue colours and an end-side sparkling vinyl fibre optics. The items were supplied by a company in China; the quality of each item was good and the items were available at a lower cost. Building and instalment of the IMR took 3 months to complete.

DISCUSSION

Before finally building the IMR and installing the apparatus, we ran many tests to study and fine-tune the intended effect. We expected the light that was reflected from one side of the acrylic mirror to be refracted (Crowell, 2012) due to the fact that the surface of the acrylic mirror was not exactly flat. When we first designed the fibre attachment on the back side of the mirror, we expected that the laser ray would be reflected in the possible path shown in Figure 6. However, due to the fact that the surface was not flat, we could not get a good reflection of the laser light in the electron maze chamber. This interfered with the intended optical illusion
effect of infinity. To solve this problem, the number of fibre optics placed in the mirror was increased and the distance between the holes was made to be less than 1 cm. Each hole was fit only with a single strand of the fibre optics as shown in Figure 7.

![Diagram of fibre optics](image)

*Figure 6. The solid lines are possible physical paths for light rays travelling from A to B or A to C (Crowell, 2012)*

Although we had planted a great number of fibre optic strands in one mirror wall, numbering about 2,000 strands of fibre optics per each mirror wall of 2 m x 1 m, the reflection from the other side of the wall did not give as good an image as in our first experiment (see Figure 1). We used Side Sparking Fibre Optic, Mitsubishi fibre, 1250 pcs 4 m, 0.75 mm, 3 cm dots distance, connected by an engine connector. We also used an LED fibre optic light engine, six colours, with a remote controller, 220 V, UK plug as the light source. We found that the distance between the mirror planted with fibre optics and the two-way mirrors, which were placed parallel to one another, also played a crucial role, as shown in Table 1. Excellent reflection means that the reflection results were similar to those shown in Figure 1. The narrower the distance, the better the reflection we got. However, this condition could not be performed as the number of visitors entering the maze would have to be limited.

<table>
<thead>
<tr>
<th>No.</th>
<th>Distance Between Two-Way Mirror Walls</th>
<th>Reflection Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2 metres</td>
<td>Poor/No reflection</td>
</tr>
<tr>
<td>2</td>
<td>1.5 metres</td>
<td>Poor/No reflection</td>
</tr>
<tr>
<td>3</td>
<td>1 metres</td>
<td>Fair</td>
</tr>
<tr>
<td>4</td>
<td>0.8 metres</td>
<td>Good</td>
</tr>
<tr>
<td>5</td>
<td>0.5 metres</td>
<td>Excellent</td>
</tr>
<tr>
<td>6</td>
<td>0.4 metres</td>
<td>Excellent</td>
</tr>
<tr>
<td>7</td>
<td>0.3 metres</td>
<td>Excellent</td>
</tr>
</tbody>
</table>
From this we understood that a good reflection could be achieved by planting 10 to 20 strands of fibre optics in one hole as shown in Figure 2 and using flat mirrors for the wall instead of acrylic mirrors. The infinity effect rested on the flatness of the mirrors’ surface. The distance between two mirrors was also an important consideration in generating good continual reflectivity as expected.

Air circulation also played an important role in this design. A centralised air conditioner was chosen for use but having a ceiling duct would reduce the optical illusion. A completely dark room enhances light travelling across it, making it starkly visible to the eyes. Therefore, we used a split air conditioner that was placed behind the acrylic mirror in the service area. Good air circulation would ensure long life for both the LED engine and fibre optics. Since there was also a small space between the ceiling and the acrylic mirror sheet, air could flow easily to fill the chamber for the comfort of the visitors. The light engine produced attractive patterns of different colours.

The first budget estimation for this project was US$12,500 (US$1 = Rp. 10000,-) for the imported products we used. The price was considered high due to the purchase tax that we had to pay. We managed to source for good products at a lower price, and were able to bring the cost down to US$8,500. This was our biggest expense, due mainly to the use of tempered glass for the mirrors.

We looked forward to constructing a model of the star chamber, which would be designed to show some of the constellations on the walls of the chamber. The number of visitors who visited the IMR can be seen in Figure 8; the average number fell to 500 visitors per month in 2014. The IMR itself reached breakeven point in the first year, but the number of visitors to the amusement park started to decrease in 2015. At the beginning of 2016, the new management of Suroboyo Night Carnival decided to remodel 30% of the amusement park’s facilities, including the IMR. Most of the acrylic mirrors and fibre optics were still used but the chamber was transformed into a Kids’ Play Station.
Cheaper entrance tickets did play a role in attracting visitors in the beginning but perhaps the attraction of the display faded after a while. The data revealed that the IMR had visitors did not revisit the IMR more than twice; this was one of the reasons why the new management demolished the IMR and some other facilities as well. Amusement parks need to provide new attractions every three years to draw public interest. It was considered easy and economical to demolish the facilities and construct new ones because the cost was low and the attractions could reach breakeven point quickly.

CONCLUSION

This research was simple but its results have wide reaching implications. The prototype can be used for students of physics to study reflection of light in a mirror chamber. The IMR also provides an experience of space and light for teachers and students. It is also a useful study aid for students of art, design and architecture. We also learned that the flatness of a mirror as well as the distance between two mirrors play important roles in generating continued reflectivity. The light source and the darkness of the room are also important considerations. This qualitative research can also benefit other developing countries that might desire to build an IMR for their amusement parks as it provides an affordable model using good quality products that are also safe.

The IMR built in the Suroboyo Night Carnival Amusement Park was inside the Rumah Kinclong building, which was visited by an average of 500 visitors per week. The ticket price was only US$1, which is affordable for low-income families. The IMR was safe; no accidents were reported among visitors or workers. However, the IMR lost its appeal among the public after about three years. Visitors were not interested to visit it more than twice. To retain public interest in its offerings, the new management of the amusement park closed the IMR in 2016, converting it into a Kids’ Play Station.

Figure 8. Number of visitors to the IMR
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ABSTRACT

The aim of this study was to evaluate the value of MRI spectroscopy and association with the altered glucose metabolism on 18-FDG PET/CT in patients with suspicious breast cancer. Eight selected breast cancer patients with BIRADS 4 or 5 on mammogram were recruited and patients underwent 18F-FDG PET/CT MRI (spectroscopy). The standardise uptake value (SUVmax) was analysed to determine the degree of the altered glucose metabolism on the PET. The metabolites of tumor lesions were measured using in vivo proton MR spectroscopy (MRS) of the breast. There were eight females with a mean age of 55.3±12.2 years with a biopsy result of invasive ductal carcinoma (2), lobular carcinoma (1) and benign lesion (5). There was a significant difference between the mean of the malignant tumour (SUVmax 4.28±3.74 g/ml) and the mean of the benign tumour (SUVmax: 2.33±0.9 g/ml). On the per-lesional basis of the MRS correlate with SUVmax, the suspicious breast tissue exhibited raised creatinine metabolites (mean: 3.39±0.54u) with significant correlation SUVmax mean 3.06±2.34 as compared to N-acetyl Aspartate (NAA), (mean: 2.84±0.99u) and choline (mean: 2.46±0.70 u). This study showed that high SUVmax was associated with malignant cancer and the high creatinine metabolite that correlated with the SUVmax could potentially be utilised as a surrogate marker in detecting breast cancer.

Keywords: Magnetic Resonances Imaging Spectroscopy, Computed tomography, positron emission tomography, [18F]-fluorodeoxyglucose, multimodality

INTRODUCTION

Worldwide, breast cancer is becoming a leading cause of death. Mortality due to breast cancer increased from 20,100 deaths in 2008 to 21,700 deaths in 2012 worldwide, as reported by the International Agency for Research on Cancer (IACR) Globocan of the
World Health Organisation (WHO). The risk factors that contribute to breast cancer include hormone replacement therapy for a long period of time, being overweight especially after menopause and mutations in cancer-related genes (erbB2). Recent studies found that the development of cancer was due to choline intake (Zhang et al., 2013).

In breast cancer cells, the level of choline was found markedly higher compared to in normal human mammary epithelial cells (Aoyama et al., 2004). Both choline phosphorylation and transport were found to be augmented in human breast cancer cells (Cho et al., 2007). Overexpression of choline kinase (CK) will induce progression of human mammary epithelial cells from a normal to a malignant phenotype. These choline kinase will catalyse the phosphorylation of choline to form phosphocholine, followed by generation of phosphatidylcholine in tumor cell membranes (Molina et al., 2004). Recent studies proved that choline kinase, which transforms choline to phosphocholine (PCho), was increased in malignant tumours and caused progression of mammary epithelial cells in vitro (Ramirez et al., 2004).

In vivo proton MR spectroscopy (1H-MRS) is a non-invasive technique that has great potential to generate tumor metabolism, which is a useful process in evaluation and diagnosis of the response to treatment of tumour progression (Meisamy et al., 2004). Recently, breast 1H-MRS has been shown to improve cancer diagnosis based on elevated choline-containing compounds’ (tCho) metabolite peak (Baek et al., 2008). Several researchers have found that 1.5T of in vivo 1H-MRS can be used to detect and distinguish between malignant and benign cancer tissue (Baik et al., 2006). Nowadays, FDG ia used to detect tumour progression by providing useful information about tumor characterisation, staging, patient prognosis and monitor response of anticancer therapy to patients with suspected malignancies. Besides that, FDG uptake correlates with tumour growth and viability in recent studies (Fathinul Fikri et al., 2014). A combination of non-invasive imaging techniques of Positron Emission Tomography (PET) and MRI are beneficial in detecting the response to treatment to target tumours using the metabolics of choline. The aim of this study was to evaluate the value of metabolic MRI spectroscopy and its association with altered glucose metabolism on FDG-18 PET/CT in patients suspected of developing breast cancer tissue as evaluated by the BIRADS scoring system.

MATERIALS AND METHODS

Patient Selection

In the prospective group, eight selected breast cancer patients with mammogram results showed BIRADS 4 or 5, recurrent breast cancer and biopsy results with proven breast mass were recruited from an endocrinology clinic. Patients undergoing chemotherapy or who had undergone surgery were excluded from the studies. All the patients underwent 18F-FDG PET CT and MRI spectroscopy prospectively. All the patients who participated in this study gave written consent before commencement of the study.

Patient preparation. All the patients were required to fast from food consumption for at least 6 hr before examination. The fasting blood glucose level was measured in the morning and followed by injection of the tracer of 8-10mCi of 18F-FDG intravenously. The patients
were required to rest with an uptake time approximately 60 min in a confinement room before examination. All the patients underwent MRI imaging first, followed by PET-CT imaging studies according to standard protocol.

**Imaging Technique**

**18F-FDG.** The dedicated integrated PET-CT system (Siemens Biograph-64, Germany) was used to standardise the value of 18F-FDG uptake. This dedicated PET scanner with optimum performance in 3-D Imaging using Lutetium Oxyyorthosilicate (LSO) scintillator crystal technology was used to provide efficient rejection of random events, fast coincidence timing, high count rates and high light output. The device was incorporated with a multislice CT scanner with capability for high spatial resolution and a 64-slice CT. For higher sensitivity, the acquisition time for PET using this system was calibrated using a 2-min-per-table position. The CT data were resized from a 512x512 matrix to a smaller matrix, 128x128, to match the PET data to allow the fusion image and CT transmission map to be generated. Ordered-subsets expected maximisation (OSEM) was used to reconstruct the PET images with segmented measurement of attenuation correction using CT data with four iterations and 16 subsets. Post reconstruction smoothing of images was performed using a 5-mm FWHM Gaussian filter. The PET and CT images were then fused, creating an image of distributed 18F-FDG overlying the corresponding anatomy and physiology generated using a dedicated workstation.

**MRI spectroscopy.** MRI was performed using a 3.0-T system (Prisma, Siemens HealthCare). All patients were examined in a prone position. A body coil was used for transmission and a double-breast coil (4-element Breast Matrix Coil, Siemens HealthCare) was used for the MR spectroscopy. All the MRI sequence steps were performed using a single-voxel 1H MRS with a point-resolved spectroscopy sequence (PRESS). The parameter of MRS was 1,620/270; voxel size 10x10x10 mm3; 256 acquisitions; spectral width 1000Hz; 1,024 data points; and the time of acquisition, 7 min. For voxel placement, coronal and sagittal positions were used as scout images, and a voxel of interest was placed to include the lesion. Shimming was performed automatically first, followed by manual shimming on the water resonance for optimisation of the homogeneity in each volume of interest. Water-peak line widths of 10-20Hz (full width at half-maximum [FWHMI]) were typically achieved. After the shimming procedure, spectra were acquired with water suppression by applying three chemical shift-selective excitation pulses. By spectral suppression using dual band-selective inversion with gradient dephasing, the transverse magnetisation was selectively dephased before and after the second spin-echo pulse.

**Image Analysis**

The PET/CT scans and MRI breast images were read and interpreted by an experienced radiologist with more than five years’ clinical experience, who was blinded to the history and diagnosis of each patient and was unaware of any clinical findings or information.

**18F-FDG.** The results were analysed according to the qualitative assessment on a per-lesion basis in each patient who had undergone the FDG-PET/CT examination. On per lesion basis,
the higher inherent metabolic activity was compared to the mediastinal blood pool on the FDG-PET/CT and the lesions were considered positive lesions. All of the reviews of the PET images and the determination of the PET parameter were performed via software using a setting that allowed maximum intensity projection (MIP) and three-dimensional displays (transaxial, coronal, sagittal) of PET, CT and fused PET/CT images. The SUVmax was derived from the mean of all the FDG-positive lesions. The CT scans were also analysed for lesion location, size and the pattern of regional tumour infiltration. For the quantitative assessment, a circular region of interest (diameter 1.5 cm) was placed over the tumour in the slice with the maximum SUV in the baseline scan (Figure 1).

**Figure 1.** A circular region of interest (diameter 1.5 cm) was placed over the tumour in the slice with the maximum SUV of 3.49ug/dl.

**MRI spectroscopy.** The obtained spectrum represents specific metabolites appearing in certain frequencies due to their specific chemical shifts. The resonance spectrum identifies metabolites by locating their peaks. Several peaks can characterise the same compound (i.e. doublet or triplet). Graphic representation of acquired data includes these metabolite peaks (represented on the horizontal axis of the graph) expressed as parts per million (ppm) and their relative signal amplitude in the vertical axis. The area or integral under each peak represents the relative concentration of the detected metabolite (Figure 2).

**Figure 2.** (a) The peak of tCho with 1.41 ppm, integral at 0.08 in benign tumour. (b) The circular region drawn at the breast lesion with b value of 50 showed non-restricted ADC value of 1.65mm²/s, which was benign.
Statistical Analysis

All the patients with biopsy-proven cancer were dichotomised into groups based on malignant and benign cancer. Univariate descriptive analysis was carried out using socio-demographic characteristics (age group and biopsy results). Numerical data described using means and standard deviation depending on the distribution of respective variables (Table 2). An independent t test was used to compare between the groups (Table 3). Data were analysed using the Pearson correlation coefficient. All statistics were analysed using the Statistical Package for Social Sciences programme for Windows 21.0 (SPSS 21) (IBM Corp, Somers, New York). P values <0.05 were considered statistically significant.

Table 1
Descriptive patient characteristics (n=8)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N (n=8)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age Group (Years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>1</td>
<td>12.5</td>
</tr>
<tr>
<td>31-40</td>
<td>5</td>
<td>62.5</td>
</tr>
<tr>
<td>41-50</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>Biopsy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fibroadenomatous</td>
<td>3</td>
<td>37.5</td>
</tr>
<tr>
<td>PASH</td>
<td>1</td>
<td>12.5</td>
</tr>
<tr>
<td>Fibroadenosis</td>
<td>1</td>
<td>12.5</td>
</tr>
<tr>
<td>IDC</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>ILC</td>
<td>1</td>
<td>12.5</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Patient Characteristics

The mean age of the patients in our study was 55.3±12.2 years, with middle age of 31-40 years being predominant (62.5%). Most of the subjects showed BIRADS 4 majority. The biopsy results showed five benign patients with three fibroadenoma, one Pseudoangiomatous Stromal Hyperplasia (PASH) and one fibroadenosis, while three patients showed malignant tumours with two Invasive Ductal Carcinoma (IDC) and one Invasive Lobular Carcinoma (ILC) (Table 1).

The relationship between biopsy with SUVmax and parameter of MRI spectroscopy. Table 2 shows there was significant relationship between SUVmax (p<0.05) and the biopsy results; the mean for malignant tumours was 4.28±3.74 and the mean for benign tumours was 2.33±0.90, while there was no significant correlation between the biopsy results and the MRI parameters.
Correlation between SUV\textsubscript{max} and parameter of MRI spectroscopy. There was significant and direct correlation between FDG uptake with a mean of 3.06±2.34 and the creatinine mean of 3.39±0.54, where p=0.02. Besides that, there was also a significant and direct correlation between the FDG uptake with a mean of 3.06±2.34 and the N-acetyl Aspartate (NAA) mean of 2.84±0.99, where p=0.05 (Table 3).

Table 2
\textit{Relationship between biopsy with FDG uptake (SUV\textsubscript{max}) and MRI spectroscopy using independent t test}

<table>
<thead>
<tr>
<th>Biopsy</th>
<th>n</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDG (SUV\textsubscript{max})</td>
<td>malignant</td>
<td>3</td>
<td>4.28</td>
<td>3.74</td>
</tr>
<tr>
<td></td>
<td>benign</td>
<td>5</td>
<td>2.33</td>
<td>0.90</td>
</tr>
<tr>
<td>MRI spectroscopy choline</td>
<td>malignant</td>
<td>3</td>
<td>3.25</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>benign</td>
<td>5</td>
<td>2.00</td>
<td>0.34</td>
</tr>
<tr>
<td>MRI spectroscopy creatinine</td>
<td>malignant</td>
<td>3</td>
<td>3.45</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>benign</td>
<td>5</td>
<td>3.39</td>
<td>0.52</td>
</tr>
<tr>
<td>MRI spectroscopy N-acetyl Aspartate (NAA)</td>
<td>malignant</td>
<td>3</td>
<td>2.77</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>benign</td>
<td>5</td>
<td>2.88</td>
<td>0.93</td>
</tr>
</tbody>
</table>

*statistical significance p<0.05

Table 3
\textit{The correlation between FDG uptake (SUV\textsubscript{max}) and parameter of MRI spectroscopy using Pearson correlation}

<table>
<thead>
<tr>
<th>SUV\textsubscript{max} vs MRI spectroscopy</th>
<th>mean±S.D</th>
<th>r value</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>-FDG (SUV\textsubscript{max})</td>
<td>3.06±2.34</td>
<td>0.16</td>
<td>0.32</td>
</tr>
<tr>
<td>-MRI spectroscopy choline</td>
<td>2.46±0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-FDG (SUV\textsubscript{max})</td>
<td>3.06±2.34</td>
<td>0.63</td>
<td>*0.02</td>
</tr>
<tr>
<td>-MRI spectroscopy creatinine</td>
<td>3.39±0.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-FDG (SUV\textsubscript{max})</td>
<td>3.06±2.34</td>
<td>0.5</td>
<td>*0.05</td>
</tr>
<tr>
<td>-MRI spectroscopy NAA</td>
<td>2.84±0.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* statistical significance p<0.05
The level of choline in the human breast cancer cells was found to be markedly higher than in normal human mammary epithelial cells (Aoyama et al., 2004). Both choline transport and phosphorylation were found to be augmented in the human breast cancer cells. Progression of human mammary epithelial cells from normal to malignant phenotype was shown to be associated with an induced overexpression of choline kinase (CK) that catalysed the phosphorylation of choline to form phosphocholine followed by generation of phosphatidylcholine in the tumour cell membranes (Molina et al., 2004). In previous studies, the increased choline uptake in tumour cells was mainly explained by the upregulation of choline kinase due to an increased demand of membrane constituents (Molina et al., 2004). Recent studies found that the development of cancer was due to choline intake (Zhang et al., 2013). Besides that, other studies have proven that CK and phosphorylcholine (PCho) production increased in growth factor-induced mitogenic signaling of primary human breast epithelial cells in response to insulin and hydrocortisone (Ramirez et al., 2004).

Imaging of tumour cell metabolism has been remarkably successful in recent years. Numerous studies have demonstrated that malignant tumours can be detected with high sensitivity and specificity by imaging increased metabolic rates for glucose. FDG Positron Emission Tomography (PET) has been extensively used as an imaging biomarker for diagnosis (Kelloff et al., 2005) and for monitoring of treatment response in cancer patients. An accumulation of the radiotracer-marked glucose, in terms of 18f-fluorodeoxyglucose, indicates an increased metabolic activity of viable tumour cells that can be quantified by SUV measurements. Our studies showed that there was a significant and increased FDG uptake in malignant lesions with a mean of 4.28±3.74 compared to in benign lesions with a mean of 2.33±0.90. This study showed that a high SUVmax was associated with malignant cancer.

In the mammary gland area, total choline, tCho or Cho, is considered the most important metabolite in proton MR spectroscopy. It has been reported that the degree of elevated choline-containing compounds is related to the grade of the tumour, with higher levels in high-grade than in low-grade lesions (Baik et al., 2006). Malignant lesions are more likely to show high levels of choline-containing compounds compared to benign or normal breast tissues. In this preliminary study utilising the 3.0T MR revealed that there was insignificant relationship
between biopsy results with and without choline. The mean tCho for malignant lesions is 2.58±1.01u compared to benign lesions, with a mean of 2.39±0.82u (p>0.05). Confounding factors i.e. patient motion, contamination by hemorrhage and inclusion of lipids interspersed with stromal and inflammatory cells may affect a small preliminary sample and would not yield a significant statistical results. The 3.0 Tesla MRI can unveil new potential surrogate molecular markers for aggressive lesions.

The Positron Emission Tomography (PET) and MR methods are two clinically translatable, non-invasive imaging techniques that are increasingly being used to detect physiological changes and the response of tumors to target therapy. Based on our study, we may conclude that there is direct and significant correlation between SUVmax 3.06±2.34g/dl and the parameter of MRI spectroscopy i.e. creatinine 3.39±0.54u and N-acetyl Aspartate (NAA). The metabolite landscape pattern showed that the highest mean was creatinine followed by N-acetyl Aspartate (NAA), (mean: 2.84±0.99u) and choline (mean: 2.46±0.70u).

The limitation of this study was its small sample size and high number of benign cases that made it difficult to generalise the results to the general population. Besides that, small and non-palpable lesions bonded to a small volume of the samples, and these were below the PET resolutions. Future studies are recommended to used large sample sizes with various histologic prognostic parameters such as nuclear grade and estrogen receptor status that can correlate with PET/CT and MRI spectroscopy in detecting primary breast cancer.

CONCLUSION

This study showed that high SUVmax associated with malignant cancer and high creatinine metabolites that correlate with SUVmax could potentially be utilised as surrogate markers for suspicious lesions in detecting breast cancer lesion suspected during mammography. Thus, a combination PET/CT and MR spectroscopy can be used to classify breast lesion as indicating stability or progressive disease with potential therapeutic relevance in underpinning breast cancer.
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ABSTRACT

The aims of this research are to study vertically integrated moisture flux convergence (VIMC) over Southeast Asia and to analyse its relationship to rainfall over Thailand during the period 1999 to 2013. Data reanalysed by the National Oceanic and Atmospheric Administration (NOAA) during the period 1999 to 2013 are used in this study. The monthly mean rainfall data are taken from the Global Precipitation Climatology Project (GPCP). Vertically integrated moisture transport (VIMT) is calculated by vertically integrating moisture fluxes of the $u$ and $v$ components. The finite difference method is applied to the vertically integrated moisture flux divergence (VIMD). The results show that VIMD over the Indian Ocean is strong, and the moisture is directed from the Indian Ocean to Thailand by southwest winds that cause strong moisture convergence over Thailand during the rainy season, while moisture in the summer season is a strong divergence. Moisture increases from the South China Sea to Thailand during October to December, causing more moisture convergence over northern and northeastern Thailand. That the relationship between rainfall and VIMC averaged over Thailand from the years 1999 to 2013 is confirmed by large positive correlations. The average from the years 1999 to 2013 over the study area is confirmed by Thailand’s rainfall pattern.

Keywords: Moisture transport, moisture flux, rainfall, Southeast Asia, Thailand.
INTRODUCTION

The Southwest Monsoon and the Northeast Monsoon are related to rainfall over Thailand. The Southwest Monsoon, from May through September, brings a stream of warm moist air from the Indian Ocean towards Thailand, causing more rainfall over the area. The cold and dry air from the anticyclone on the China mainland migrates over Thailand during the Northeast Monsoon, starting in October (Climatological Group, 2015). Thailand had the highest average annual rainfall in 2011 and the lowest average annual rainfall in the year 2005, as presented by the Thai Meteorological Department (2014).

Agriculture in Thailand is highly competitive, diversified and specialised, and its exports are very successful internationally. Agricultural production as a whole accounted for an estimated 9% of Thai GDP and 40% of the population work in agriculture-related jobs (Luedi, 2016). Water is the main factor in agriculture, but the amount of rainfall is uncertain depending on whether it is a drought year or a wet year. This makes it difficult to manage the use of water in Thailand.

This research studied the factors that influence rainfall in Southeast Asia to attend to the predicted rainfall for sufficient water management especially in the drought years and wet years. The period 1999 to 2013 was also studied to determine the trend of rainfall.

Typical anomalous summer rainfall patterns of China were analysed using observational precipitation data (Zhou & Yu, 2005), the NCEP/NCAR and ERA40 reanalysis data related to the vertically integrated atmospheric water vapour transports derived from the Bay of Bengal and the South China Sea. These agreed with Wang and Chen (2012). They showed that mainly, atmospheric water vapour over south-eastern China during summer transported from the Indian Ocean and the tropical western Pacific occurred during the Indian and East Asian Monsoons. Ullah and Gao (2012) presented the convective centres of vertically integrated moisture transport flux over Pakistan and neighbouring regions from the divergent regions of the Arabian Sea and the Bay of Bengal, from which vertically integrated moisture convergence was deep in 1994. Ribeiro et al. (2014) found that winds in low level circulation from the ocean taking more moisture and the change of the wind vectors at high levels of the atmosphere supplied more rainfall in Belém. Trenberth, Fasullo and Mackaro (2011) stated that a better evaluation of the hydrological cycle components was provided by the atmospheric moisture budget, and the results also advised about $E - P$ information. Guo et al. (2017) presented that the tropical cyclones associated with the moisture transport and rainfall over East Asia, and showed the comparison of the contribution of tropical cyclones to the area of water budget with other contributors. Jongaramrungruang, Seo and Ummenhofer (2017) found that convergence mainly due to low-level moisture was strong in the negative Indian Ocean dipole years. Further, He (2015) showed that anomalous northward moisture was taken from the western Pacific to central China, and summer precipitation anomalies were significantly positive over central China.

Other research has found one interesting factor affecting rainfall, namely, moisture transport. Therefore, the aim of this research was to study vertically integrated moisture flux convergence (VIMC) over Southeast Asia and to analyse its relationship to rainfall over Thailand during the period 1999 to 2013. We divided the seasons into three: summer (March-May), the rainy season (June-September) and winter (November-February).
THE STUDY AREA AND DATA USED

The Study Area

Southeast Asia was the designated study area. It is defined by latitude 0°S - 25°N and longitude 85°E - 120°E as shown in Figure 1. The map of Southeast Asia was plotted using the coastline extractor created by Signell (2014).

Data Used

The data taken from the National Oceanic and Atmospheric Administration (NOAA) including the National Center for Environmental Prediction (NCEP) and the National Center for Atmospheric Research (NCAR) reanalysed data during the period 1999 to 2013, focusing on the u and v winds, specific humidity at the pressure levels 300 hPa, 400 hPa, 500 hPa, 600 hPa, 700 hPa, 850 hPa, 925 hPa and 1000 hPa and surface pressure at a resolution of 2.5° long × 2.5° lat (Kalnay et al., 1996; The NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, 2014). The monthly mean rainfall data were taken from the Global Precipitation Climatology Project (GPCP) at a resolution of 2.5° long × 2.5° lat during the period 1999 to 2013 (Adler et al., 2003; The NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, 2014). The evaporation minus precipitation (E-P) data were taken from the NCAR at a resolution of 0.7° long × 0.7° lat., which was the monthly mean during the period 1999 to 2013 (National Center for Atmospheric Research Staff, 2014; Trenberth & Fasullo, NCAR, 2014). All the data were interpolated with the computational grid at a resolution of 1° long × 1° lat.
**The Moisture Conservation Equation**

Water flux and transport information is important for understanding the global hydrological cycle, oceanic dynamics and global climate (Stewart, 2003). The moisture conservation equation in flux form of vertical integration suggested by Trenberth et al. (2011) is

\[
\frac{\partial W}{\partial t} = -\nabla \cdot \left( \frac{\rho}{g} \int_{300}^{\infty} q V dp \right) + E - P + R,
\]

where, \( q \) is specific humidity; \( p \) is pressure; \( p_s \) is surface pressure; \( V \) is wind vector; \( g \) is gravitational acceleration; \( E \) is evaporation; \( P \) is precipitation and \( R \) is runoff. The left-hand side of Equation (1) is the change of total precipitable water \( (W) \) in column. The right-hand side of Equation (1) is the difference between evaporation and precipitation, vertically integrated moisture flux divergence (VIMD) and runoff (Ullah & Gao, 2012; Mo & Higgins, 1996; Trenberth & Guillemot, 1998).

The tendency term is small for long-term means; this is recommended by Mo and Higgins (1996). So, Equation (1) is now:

\[
E - P = \nabla \cdot \left( \frac{\rho}{g} \int_{300}^{\infty} q V dp \right).
\]

Equation (2) is the principal balance between \( E - P \) and vertically integrated moisture divergence (Trenberth et al., 2011). In this research, \( E - P \) is calculated from the NCAR data (National Centre for Atmospheric Research Staff, 2014; Trenberth & Fasullo, NCAR, 2014). The wind vector, \( V \), is defined by \( V = (u, v) \), where \( u \) and \( v \) are the east-west and north-south components of wind. The vertically integrated moisture transport (VIMT) improved from Fasullo and Webster (2003) and Arias, Fu, Hoyos, Li and Zhou (2011) is calculated by \( \int_{300}^{\infty} q V dp / g \), and the vertically integrated moisture fluxes of \( u \) and \( v \) components are calculated by \( \int_{300}^{\infty} qu dp / g \) and \( \int_{300}^{\infty} qv dp / g \), respectively.

Specific humidity is small above the 300 hPa level and is not an effect to vertically integrated moisture transport (Fasullo & Webster, 2003). The vertically integrated moisture flux divergence (VIMD) is calculated by

\[
\nabla \cdot \left( \frac{\rho}{g} \int_{300}^{\infty} q V dp \right) = \frac{\partial}{\partial x} \left( \int_{300}^{\infty} qu dp / g \right) + \frac{\partial}{\partial y} \left( \int_{300}^{\infty} qv dp / g \right).
\]
The finite difference method using the central difference scheme is applied in Equation (3), which is a calculation of the monthly mean over Southeast Asia during the period 1999 to 2013. Thus, the VIMD can be approximated by

\[
\left( \frac{\partial \left( \int_{300}^{g} q u d p / g \right)}{\partial x} + \frac{\partial \left( \int_{300}^{g} q v d p / g \right)}{\partial y} \right)_{i,j} = \frac{\left( \int_{300}^{g} q u d p / g \right)_{i+1,j} - \left( \int_{300}^{g} q u d p / g \right)_{i-1,j}}{2 \Delta x} \\
+ \frac{\left( \int_{300}^{g} q v d p / g \right)_{i,j+1} - \left( \int_{300}^{g} q v d p / g \right)_{i,j-1}}{2 \Delta y}.
\]

(4)

where, \( \Delta x \) and \( \Delta y \) are the grid spacing along east-west directions and north-south directions, respectively. The no-slip condition is used as the boundary condition in this paper. The specific humidity above pressure level 300 hPa is not an effect in studying vertically integrated moisture transport; this is recommended by Kalnay et al. (1996) and Fasullo and Webster (2003). Thus, the VIMT and VIMD perform from 300 hPa to the surface pressure level.

The vertically integrated moisture flux convergence (VIMC) averaged for Thailand during the period 1999 to 2013 was computed in this study. The VIMC is the negative of VIMD. The correlation between rainfall and VIMC averaged over Thailand was computed by:

\[
r = \frac{n \sum_{i=1}^{n} X_i Y_i - \left( \sum_{i=1}^{n} X_i \right) \sum_{i=1}^{n} Y_i}{\sqrt{n \sum_{i=1}^{n} X_i^2 - \left( \sum_{i=1}^{n} X_i \right)^2} \sqrt{n \sum_{i=1}^{n} Y_i^2 - \left( \sum_{i=1}^{n} Y_i \right)^2}}.
\]

(5)

where, \( X_i \) is rainfall averaged for Thailand; \( Y_i \) is the VIMC averaged for Thailand; \( n \) is the total number of months and \( i \) is the indices of the months. The formula for correlation coefficient \( r \) in Equation (5) was suggested by Hanke, Wichren and Reitsch (2001).

Absolute error was computed by \( | VIMD - (E - P) | \), where \( E - P \) is the difference between evaporation and precipitation and VIMD is the vertically integrated moisture flux divergence over the study area, as suggested by Olver (2008).

RESULTS

Moisture Transport

The VIMT and vertically integrated moisture fluxes of \( u \) and \( v \) components averaged from the years 1999 to 2013 are shown in Figure 2. In the colour bar, arctic relates to negative VIMT, and purple relates to positive VIMT. The results show that moisture transport appears from the southwest to the east of the study area towards Thailand from the Indian Ocean during the rainy season (June-September). Strong moisture with moisture components from the Indian Ocean
towards Thailand is carried by a southwest wind during the Southwest Monsoon associated with the rainy season in Thailand. The moisture transport is strongest (dark purple) in August and the vertically integrated moisture transport over Andaman Sea is strong at this time. This moisture transports from the Indian Ocean towards Thailand, and may bring more rainfall over Thailand. Moreover, strong moisture is in the South China Sea, and the moisture transports flow to the South China Sea during the rainy season. In the summer season (March-May), weak moisture flows from the east to west of the study area.

**Moisture Convergence and Rainfall**

The VIMD and winds averaged from the years 1999 to 2013 are shown in Figure 3. Blue relates to negative VIMD and purple relates to positive VIMD. The VIMC has the opposite sign of VIMD. During the rainy season, the VIMD over the Indian Ocean in September has high positive VIMD (dark purple), which is stronger than in June and July. Moisture direct from the Indian Ocean to Thailand by southwest winds causes strong moisture convergence over Thailand. Moisture convergence over Thailand is strongest in August (dark blue), inducing more rainfall during this period. Moisture convergence is strong over Thailand in May, which is the summer season. A strong divergence over the South China Sea occurs during October through December. Moisture is directed from the South China Sea through the Gulf of Thailand into Thailand during October to December; this causes more moisture convergence over the northern and northeastern parts of Thailand.

Figure 4 a) presents the monthly average values of rainfall and VIMC over Thailand from the years 1999 to 2013. The VIMC over Thailand during the rainy season is high, while during summer and winter it is low; rainfall during summer and winter is low. The relationship between rainfall and VIMC over Thailand from the years 1999 to 2013 has a high positive correlation of 0.8674. The monthly average values of rainfall and VIMC over Thailand in the years 2005 (a dry year) and 2011 (a wet year) are shown in Figure 4 b) and Figure 4 c), respectively. The correlation is highly positive i.e. 0.8938 and 0.8967, respectively. Obviously, VIMC in the year 2005 was smaller than the VIMC in the year 2011 during the rainy season, causing more rainfall in 2011. Figure 4 d) shows the difference of monthly averaged VIMC between the years 2011 and 2005. The difference in VIMC between the years 2011 and 2005 is visibly positive from July to September i.e. the rainy season. It can be inferred that moisture convergence from July to September in the year 2011 was greater than in 2005, and the rainfall in the year 2005 was also less than in 2011. There was a small difference in VIMC between the years 2011 and 2005 in the other months.
Figure 2. VIMT (kg/ms) shown as colour bars and vertically integrated moisture fluxes of u and v components averaged from the years 1999 to 2013 shown as vector during a) January, b) February, c) March, d) April, e) May, f) June, g) July, h) August, i) September, j) October, k) November and l) December.
Figure 3. VIMD (kg/m²s) shown as colour bars and winds averaged from the years 1999 to 2013 shown as vector during a) January, b) February, c) March, d) April, e) May, f) June, g) July, h) August, i) September, j) October, k) November and l) December.
Model Comparison with $E - P$

The $E - P$ values averaged from the years 1999 to 2013 over the study area are shown in Figure 5. The $E - P$ data were taken from the National Center for Atmospheric Research Staff (2014) and Trenberth and Fasullo, NCAR (2014). The $E - P$ values were negative over the study area during May to October and highly negative over Thailand during the rainy season. It can be inferred that there was more precipitation than evaporation, causing more precipitation during the rainy season of Thailand. However, $E - P$ values during January, February, March, April, November and December were positive over northern, northeastern, central and eastern parts of Thailand. The results show that there was more evaporation than precipitation; this corresponds to less precipitation during those periods over Thailand. Absolute error was employed in the evaluation study to find the absolute value of the difference between the calculated and actual values. If absolute error is very small, it can be said that $E - P$ can be estimated by VIMD. In this study, the absolute error of $E - P$ and VIMD are shown in Table 1. The small difference between $E - P$ and VIMD infers that VIMD can be used to estimate $E - P$. The $E - P$ value is the quantity that indicates the amount of water.
Figure 5. $E - P$ taken from NCAR (National Center for Atmospheric Research Staff, 2014; Trenberth & Fasullo, NCAR, 2014) averaged from the years 1999 to 2013 (mm/day) during a) January, b) February, c) March, d) April, e) May, f) June, g) July, h) August, i) September, j) October, k) November and l) December.

Table 1

<table>
<thead>
<tr>
<th>Month</th>
<th>Absolute Error</th>
<th>Month</th>
<th>Absolute Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>January</td>
<td>0.000118</td>
<td>July</td>
<td>0.000010</td>
</tr>
<tr>
<td>February</td>
<td>0.000096</td>
<td>August</td>
<td>0.000009</td>
</tr>
<tr>
<td>March</td>
<td>0.000091</td>
<td>September</td>
<td>0.000065</td>
</tr>
<tr>
<td>April</td>
<td>0.000071</td>
<td>October</td>
<td>0.000141</td>
</tr>
<tr>
<td>May</td>
<td>0.000042</td>
<td>November</td>
<td>0.000147</td>
</tr>
<tr>
<td>June</td>
<td>0.000012</td>
<td>December</td>
<td>0.000146</td>
</tr>
</tbody>
</table>
CONCLUSION

In this analysis it can be summarised that moisture transport appears during the rainy season from southwest to east of the study area with southwest winds towards Thailand from the Indian Ocean. The strong moisture transports from the Indian Ocean towards Thailand may bring more rainfall over Thailand, and a weak moisture flow in the summer season occurs from west to east of the study area, causing less rainfall than during the rainy season. The VIMD over the Indian Ocean is strong. The moisture directs from the Indian Ocean to Thailand by a southwest wind, causing strong moisture convergence over Thailand during the rainy season. Moisture is directed from the South China Sea to Thailand during October to December, causing more moisture convergence over the northern and northeastern part of Thailand. The relationship between rainfall and VIMC averaged over Thailand from the years 1999 to 2013 is confirmed by large positive correlations. The difference in VIMC between the years 2011 and 2005 during the rainy season had positive values, and it can be inferred that the moisture convergence in the year 2011 was more than in 2005 during the rainy season, while rainfall in the year 2011 was greater than in 2005. The small difference between $E - P$ and VIMD inferred that VIMD can be used to estimate $E - P$.
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ABSTRACT
The issue of classifying objects into groups when measured variables in an experiment are mixed has attracted the attention of statisticians. The Smoothed Location Model (SLM) appears to be a popular classification method to handle data containing both continuous and binary variables simultaneously. However, SLM is infeasible for a large number of binary variables due to the occurrence of numerous empty cells. Therefore, this study aims to construct new SLMs by integrating SLM with two variable extraction techniques, Principal Component Analysis (PCA) and two types of Multiple Correspondence Analysis (MCA) in order to reduce the large number of mixed variables, primarily the binary ones. The performance of the newly constructed models, namely the SLM+PCA+Indicator MCA and SLM+PCA+Burt MCA are examined based on misclassification rate. Results from simulation studies for a sample size of \( n = 60 \) show that the SLM+PCA+Indicator MCA model provides perfect classification when the sizes of binary variables \( b \) are 5 and 10. For \( b = 20 \), the SLM+PCA+Indicator MCA model produces misclassification rates of 0.3833, 0.6667 and 0.3221 for \( n = 60, n = 120 \) and \( n = 180 \), respectively. Meanwhile, the SLM+PCA+Burt MCA model provides a perfect classification when the sizes of the binary variables are 5, 10, 15 and 20 and yields a small misclassification rate as 0.0167 when \( b = 25 \). Investigations into real dataset demonstrate that both of the newly constructed models yield low misclassification rates with 0.3066 and 0.2336 respectively, in which the SLM+PCA+Burt MCA model performed the best among all the classification methods compared. The findings reveal that the two new models of SLM integrated with two variable extraction techniques can be good alternative methods for classification purposes in handling mixed variable problems, mainly when dealing with large binary variables.

Keywords: Classification, large mixed variables, multiple correspondence analysis, Principal Component Analysis (PCA), Smoothed Location Model (SLM)
INTRODUCTION
Classification is a process of grouping objects into groups based on common attributes (Hunter, 2009). Classification tasks can be found in various fields ranging from medical, financial to education (Veer et al., 2002; Hauser & Booth, 2011). Many approaches such as quadratic discriminant analysis (Smith, 1947), logistic discrimination (Day & Kerridge, 1967), smoothed location model (Mahat et al., 2007; Hamid & Mahat, 2013) and k-nearest neighbour (Fix & Hodges, 1951) have been applied to solve classification problems. Compared to other approaches, the Smoothed Location Model (SLM) can be considered a good choice for handling mixtures of continuous and binary variables simultaneously (Vlachonikolis & Marriott, 1982). However, SLM is infeasible if dealing with a large number of binary variables.

In order to construct a classification model based on SLM, s cells of a multinomial table have to be generated from the b binary values for each group, where \( s = 2^b \). Due to this structure, it was obvious that the number of multinomial cells in SLM increased exponentially with the size of binary variables considered in the study. This situation will increase the probability of the occurrence of empty cells if some multinomial cells are created. The occurrence of some empty cells will then cause the smoothed estimators of the location model to be biased and thus, affect the classification performance. Thus, it is very important to reduce the large number of binary variables in order to obtain an accurate classification model for the problem of mixed variables.

Multiple Correspondence Analysis (MCA) has been used to handle the problem of high dimensionality of categorical variables which has been proven to improve classification (Saporta & Niang, 2006; Nenadic & Greenacre, 2007). As expressed by Green et al. (1987) as well as Hoffman and Batra (1991), MCA has been widely applied in studies involving a large number of categorical variables. In fact, there are four different types of MCA i.e. Indicator MCA, Burt MCA, JCA and Adjusted MCA. A study by Hamid and Mahat (2013) focussed on high dimensional data, but only Burt MCA is used to reduce a large number of binary variables.

It is well known that Indicator MCA is a classic approach to MCA. It is to execute a simple correspondence analysis on the indicator matrix by performing singular value decomposition on the matrix of standardised residuals calculated on the indicator matrix. Burt matrix is actually the cross product of the indicator matrix. Due to the standard coordinates of the category points analysed by Burt MCA is similar to those analysed by the Indicator MCA, hence this study will observe the behaviour of the Indicator MCA and Burt MCA on the performance of the SLM. Our focus is on the performance of the newly constructed SLM, resulting from the integration of SLM with PCA and Indicator MCA as well as from the integration of SLM with PCA and Burt MCA in order to classify objects in some conditions, such as different sizes of binary and continuous variables and samples.

MATERIALS AND METHODS
Smoothed Location Model (SLM)
SLM is one of the methods that can handle both continuous and binary variables simultaneously. For classification tasks involving two groups, let Group 1 and Group 2 be denoted as \( \pi_1 \) and...
A vector \( \mathbf{z}^T = (x^T, y^T) \) is observed for each object in both groups, where the vector of \( b \) binary variables is represented by \( \mathbf{x}^T = (x_1, x_2, ..., x_b) \) and the vector of \( c \), continuous variables is represented by \( \mathbf{y}^T = (y_1, y_2, ..., y_c) \). To conduct a classification model, \( s \) cells of a multinomial table are generated from the \( b \) binary values for each group, where \( s = 2^b \). The \( b \) binary variables will create some multinomial cells where the multinomial cell \( m \) can be defined by each different pattern of \( x \) uniquely with \( x \) falling in cell \( m = 1 + \sum_{q=1}^{b} x_q 2^{q-1} \). The probability of obtaining an object in cell \( m \) of \( \pi_1 \) is denoted by \( P_{im} \). We assume that \( c \) continuous variables have a multivariate normal distribution with mean \( \mu_{im} \) in cell \( m \) of \( \pi_1 \) and a common covariance matrix \( \Sigma \) across all cells and groups so that \( Y_{im} \sim N(\mu_{im}, \Sigma) \).

A future object \( \mathbf{z}^T = (x^T, y^T) \) is allocated to \( \pi_1 \) if this object falls into the multinomial cell \( m \) and \( y \) satisfies

\[
\left( \mu_{im} - \mu_{2m} \right)^T \Sigma^{-1} \left\{ y - \frac{1}{2} \left( \mu_{im} - \mu_{2m} \right) \right\} \approx \log \left( \frac{P_{2m}}{P_{1m}} \right) + \log(a)
\]

otherwise, \( \mathbf{z}^T \) will be allocated to \( \pi_2 \) (Krzanowski, 1980; 1993; 1995). For this classification model, we assume that a constant \( a \), which is the misclassification costs, is equal to the prior probabilities in both groups, and hence \( \log(a) = 0 \).

However, the parameters of SLM in Equation (1) are commonly unknown and will be replaced with estimators obtained from the samples. By using non-parametric smoothing estimation, the mean \( \mu_{im} \) of each cell is fitted by a weighted average of all continuous variables from the data in the relevant group \( \pi_1 \). Thus, the vector mean of \( j \) continuous variables \( y \) of cell \( m \) in \( \pi_1 \) is estimated using:

\[
\hat{\mu}_{ijm} = \left[ \sum_{k=1}^{s} n_{ik} w_{ij}(m,k) \right]^{-1} \sum_{k=1}^{s} \left[ w_{ij}(m,k) \sum_{r=1}^{n_{ir}} y_{rijk} \right]
\]

subject to

\[
0 \leq w_{ij}(m,k) \leq 1 \quad \text{and} \quad \sum_{k=1}^{s} n_{ik} w_{ij}(m,k) > 0
\]

where \( m, k = 1, 2, ..., s; i = 2; n_{ik} \) is the number of objects falling in cell \( k \) of \( \pi_1 \); \( y_{rijk} \) is the \( j \)th continuous variable of \( r \)th object that falls in cell \( k \) of \( \pi_1 \) and \( w_{ij}(m,k) \) is a weight with respect to cell \( s \) of objects that fall in cell \( k \).

In this study, the smoothing weight, \( w_{ij}(m,k) \), in the pattern of \( w_{ij}(m,k) = \lambda_{ij}(m,k) \) is chosen where \( 0 < \lambda < 1 \). This study chooses a method so that \( \lambda \) has the same value for all continuous variables in cells and groups and this could prevent the need to estimate many parameters. The \( d(m,k) \) explains the dissimilarity of the cell \( m \) and cell \( k \) of the binary vectors, which can be expressed as \( d(x_m, x_k) = (x_m - x_k)^T (x_m - x_k) \).
The estimated means $\mu_{im}$ is then used to compute a smoothed pooled covariance matrix through

$$\hat{\Sigma} = \frac{1}{(n_1 + n_2 - g_1 + g_2)} \sum_{j=1}^{2} \sum_{m=1}^{n_1} \sum_{r=1}^{n_m} (y_{rm} - \mu_{im})(y_{rm} - \mu_{im})^T$$

(4)

where $n_{im}$ is the number of objects falling in cell $m$ of $\pi_1$; $y_{im}$ is the vector of continuous variable of $r^{th}$ object in cell $m$ of $\pi_1$ and $g_i$ is the number of non-empty cells in the training set of $\pi_1$.

Finally, the cell probabilities $p_{im}$ can be obtained using the standardised exponential smoothing by

$$\hat{p}_{im(Std)} = \frac{\hat{p}_{im}}{\sum_{n=1}^{r} \hat{p}_{im}}$$

(5)

where

$$\hat{p}_{im} = \frac{\sum_{m=1}^{r} w(m, k)n_{im}}{\sum_{m=1}^{r} \sum_{k=1}^{r} w(m, k)n_{im}}$$

(6)

**Principal Component Analysis (PCA)**

Principal Component Analysis (PCA) is a statistical tool used to reduce the dimensionality of the data while retaining important information of the original data as much as possible (Kemslley, 1996). PCA has been highlighted as an adequate variable extraction technique for continuous variables (Costa et al., 2013). PCA reduces the data dimension by choosing a few orthogonal linear combinations of the original variables which show the largest variance accounted for. The linear combination of variables with the largest variance is chosen and denoted as the first principal component (PC1). Meanwhile, the second principal component (PC2) will account for and explain the maximal variability, which is not included in the PC1, and this component is uncorrelated with PC1. The same process is continued to obtain PC3, PC4 and so on (Quinn & Keough, 2002; Rengner, 2008).

Consider a set of data that consists of $p$ numeric variables with $q$ principal components. The random vector is labelled $Y = (y_1, y_2, ..., y_p)^T$ with a mean vector, $\mu = E[y]$, while $C_{jk} = E[(y - \mu)(y - \mu)^T]$ is a covariance matrix between $y_j$ and $y_k$, where $j, k = 1, 2, ..., q$.

Next, the Eigenvectors ($\mu_j$) and the respective Eigenvalues ($\lambda_j$) will be inserted into

$$Cu_j = \lambda_j u_j$$

(7)

Then, the eigenvalues are determined through

$$|C_{jk} - \lambda I| = 0$$

(8)

where $I$ is the identity matrix that has the same order as $C_{jk}$ and $|.|$ is the determinant of a matrix.
Indicator MCA and Burt MCA

MCA has been demonstrated to show similar capability as PCA, but on the binary variables (Bar-Hen, 2002). MCA is good for detecting and representing the underlying structures of data (usually nominal categorical data) in a low dimensional space (Greenacre & Blasius, 2006). As such, it can be seen as a generalisation of PCA when the variables to be analysed are categorical instead of quantitative. The indicator $Z$ is the matrix with cases (row) and category variables (column) where the category variables are coded in the form of dummy variables (binary matrix of indicator) with the value of 0 and 1. Meanwhile, Burt matrix is the cross product of the indicator matrix, which can be expressed in the form of $B$ representing Burt matrix while $Z$ is the indicator matrix (Greenacre, 2007; Nenadic & Greenacre, 2007).

Using the notation from Tenenhaus and Young (1985), suppose that a set of $m$ categorical variables $X_1, X_2, ..., X_m$ with categorical size of $k_1, k_2, ..., k_m$, respectively is used to describe an original data matrix. Category $l$ of variable $j$ is defined as $jl$ and coded into binary matrix $Z$ where the general entries for $Z$ are defined as

$$Z_{ij} = \begin{cases} 1 & \text{if object } i \text{ from category } l \text{ of variable } j \\ 0 & \text{otherwise} \end{cases} \quad (9)$$

A complete indicator $Z = [Z_1, Z_2, ..., Z_d]$ with $n$ rows and $d$ columns $d = \sum_{j=1}^{m} k_j$ is obtained by merging the matrices $Z$. Then a $(d, d)$ symmetric matrix of Burt $B \times Z^T$ $Z$ is built, where $Z^T$ is a transpose matrix of $Z$. Let $X$ be a $(d, d)$ diagonal matrix that has the same diagonal elements as matrix $B$, then a new matrix $S$ is constructed from $Z$ and $X$ by

$$S = \frac{1}{d} Z^T Z X^{-1} = \frac{1}{d} B X^{-1} \quad (10)$$

In this study, the constructed SLM was evaluated and measured through a misclassification rate using leave-one-out (LOO) procedure. The misclassification rate can be obtained by taking the total number of misclassified objects and dividing it by the total number of objects in the group. The misclassification rate can be obtained by

$$LOO = \frac{\sum_{i=1}^{n} error}{n} \quad (11)$$

Algorithm 1 outlines the steps of the discrimination process with variable extraction techniques that are involved in this study for high dimensional data of mixed variables.

Data Generation

Thirty sets of data were generated for the purpose of this study using the R software package. The sample size (n) was set to have 60, 120 and 180 while the sizes of continuous variables (c) were set to 30, 60 and 90. The sizes of binary variables (b) are set to 5, 10, 15, 20 and 25. Observations were made on the behaviour of the Indicator MCA and Burt MCA towards the performance of the newly constructed SLM using these generated datasets. Thus, the focus of this study was on the performance of two newly constructed SLM models resulting from the
SLM integrated with PCA and Indicator MCA and SLM integrated with PCA and Burt MCA in order to classify objects when dealing with a large number of mixed variables, primarily the binary. Algorithm 1 describes the steps involved in constructing these new classification models, symbolised as SLM+PCA+Indicator MCA model and SLM+PCA+Burt MCA model, implemented in the leave-one-out fashion.

ALGORITHM 1

| Step 1: Omit an object k from the sample n, where the remaining objects are treated as a training set.  
Step 2: Perform PCA to extract and reduce the continuous variables using the training set.  
Step 3: Perform Indicator MCA to extract and reduce the binary variables using the training set.  
Step 4: Construct new SLM using the reduced sets of continuous and binary variables that have been extracted in Steps 2 and 3, which produces SLM+PCA+Indicator MCA model.  
Step 5: Predict the group of the omitted object k using the new model constructed in Step 4 and assign error if the prediction made is correct, otherwise assign.  
Step 6: Repeat all the steps from 1 to 5 for each object.  
Step 7: Compute the misclassification rate using the leave-one-out procedure for model evaluation. |

Then, all the steps are repeated except for Step 3, where the Indicator MCA is replaced with the Burt MCA in order to construct another new SLM known as the SLM+PCA+Burt MCA model.

RESULTS AND DISCUSSION

Results from Simulation Study

Tables 1, 2 and 3 summarise the results of a simulation study for the two newly built SLM+PCA+Indicator MCA and SLM+PCA+Burt MCA models for \( n = 60 \), \( n = 120 \) and \( n = 180 \), respectively. The performances of these newly constructed models are assessed and compared based on the misclassification rates calculated through the LOO procedure.

Table 1 displays the performance of the SLM+PCA+Indicator MCA model as well as the SLM+PCA+Burt MCA model specifically for \( n = 60 \). The highest misclassification rate was 0.5333 obtained by the SLM+PCA+Indicator MCA model when \( b = 25 \), while the SLM+PCA+Burt MCA model only showed 0.0167 of the misclassification rate for the same binary size. From the results, it can be observed that the misclassification rate was strongly related with the number of binary components that were extracted. For the SLM+PCA+Indicator
MCA model, there was an increase of the misclassification rate when the number of binary sets extracted was increased. The same behaviour was observed for the SLM+PCA+Burt MCA model. The SLM+PCA+Indicator MCA model shows 0.3833 of the misclassification rate when nine binary components were extracted from the original $b=20$. In contrast, SLM+PCA+Burt MCA model classified all objects correctly with only six extracted components for the same original binary size. A similar pattern was obtained for $b=25$, which revealed that the SLM+PCA+Burt MCA model produces a much smaller misclassification rate compared to the SLM+PCA+Indicator MCA model due to the fact that the former model extracted much smaller binary components.

In SLM, sparseness of objects in multinomial cells may influence the estimation of parameters and the performance of classification models that is directly related to the misclassifying of objects into groups. Sparseness of objects is referred to as the occurrence of too many empty cells in the SLM. For example, in the case of $n=60$ and $b=25$ as can be seen in Table 1, the SLM+PCA+Indicator MCA model extracts 10 binary components. These 10 extracted components were considered very high in the context of SLM as they managed to produce up to 1,024 multinomial cells per group. Nevertheless, only 29 cells of $\pi_1$ and 28 cells of $\pi_2$ were not empty. This means that on average as high as 97.22% are empty cells and it is absolutely impractical to be used for the construction of the SLM. This is the main and most important reason why the SLM+PCA+Indicator MCA model showed the highest misclassification rate at 0.5333, which means that more than half of the objects had been misclassified due to the fact that the majority of the created cells were empty cells. In contrast, the SLM+PCA+Burt MCA model achieved a much smaller misclassification rate at 0.0167 due to only six binary components having been extracted, thus making the percentage of empty cells much lower i.e. 64.85% on average.

<table>
<thead>
<tr>
<th>Size of Binary Variables</th>
<th>SLM+PCA+Indicator MCA</th>
<th>SLM+PCA+Burt MCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Misclassification Rate</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Number of Binary Extracted (PC_b)</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Number of Continuous Extracted (PC_c)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Number of Empty Cells (\pi_1, \pi_2)</td>
<td>(1,0)</td>
<td>(0,0)</td>
</tr>
<tr>
<td>KL Distance</td>
<td>397.94</td>
<td>294.28</td>
</tr>
</tbody>
</table>

Table 1: Performance of SLM+PCA+Indicator MCA and SLM+PCA+Burt MCA models for all binary sizes measured under $n=60$
The misclassification rate in either model was found to be highly related to the number of binary components that were extracted. This binary extracted amount was then discovered to be closely associated with the Kullback-Leibler (KL) distance, which can indirectly affect the performance of the newly constructed models. For example, the misclassification rate of the SLM+PCA+Indicator MCA model for the case of \( n = 120 \) as shown in Table 2 rose higher when the KL distance grew smaller. This model achieved 0.6721 of misclassification rate with 0.24 units of distance, while the misclassification rate for the SLM+PCA+Burt MCA model was only 0.0167 due to the distance being much greater, that is, 7.41 units. The performance of the newly constructed SLM+PCA+Indicator MCA model began to show a misclassification rate when the distance between the observed groups was less than 1.0 unit. This tells us that the smaller the distance between the groups under study, the higher the misclassification rate obtained.

In addition, the number of binary components extracted is also strongly related to the number of empty cells that occurred, which further gives impact to the operation of the constructed SLM. For example, the misclassification rate of the SLM+PCA+Indicator MCA model for the case of \( n = 180 \) increased as the number of empty cells grew due to the fact that many binary components were extracted. As shown in Table 3, the number of empty cells rose when the number of binary components extracted increased. As a result, for the case of \( b = 25 \), the SLM+PCA+Indicator MCA model achieved 0.5688 of the misclassification rate with 12 extracted binary components. This poor performance was due to the fact that nearly all the created cells were empty i.e. 97.95% of \( \pi_1 \) and 98.10% of \( \pi_2 \).

Besides that, sample size was another factor that affected the performance of the constructed models. The misclassification rate was smaller when the sample size was larger. For example, the misclassification rates of the SLM+PCA+Indicator MCA model decreased from 0.6667 and 0.6721 to 0.3221 and 0.5688 when the size of the sample was increased from \( n = 120 \) to \( n = 180 \), respectively for the cases \( b = 20 \) and \( b = 25 \). This demonstrated that the misclassification rate drops when the sample size is increased.

Table 2
Performance of SLM+PCA+Indicator MCA and SLM+PCA+Burt MCA models for all Binary sizes measured under \( n = 120 \)

<table>
<thead>
<tr>
<th>Size of Binary Variables</th>
<th>SLM+PCA+Indicator MCA</th>
<th>SLM+PCA+Burt MCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Size</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Misclassification Rate</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Number of Binary Extracted (PC(_b))</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Number of Continuous Extracted (PC(_c))</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>Number of Empty Cells ((\pi_1,\pi_2))</td>
<td>(0,0)</td>
<td>(26,29)</td>
</tr>
<tr>
<td>KL Distance</td>
<td>684.04</td>
<td>48.29</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Misclassification Rate</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Number of Binary Extracted (PC(_b))</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Number of Continuous Extracted (PC(_c))</td>
<td>18</td>
<td>19</td>
</tr>
<tr>
<td>Number of Empty Cells ((\pi_1,\pi_2))</td>
<td>(2,2)</td>
<td>(4,3)</td>
</tr>
<tr>
<td>KL Distance</td>
<td>164.04</td>
<td>849.91</td>
</tr>
</tbody>
</table>
Tables 4 and 5 summarise the results of simulation studies for both SLM+PCA+Indicator MCA and SLM+PCA+Burt MCA models for different data conditions under investigation. We compared the performance of the newly constructed models under the same binary size (i.e. \( b = 20 \)) for all samples tested as displayed in Table 4. The SLM+PCA+Indicator MCA model recorded the lowest misclassification rate at 0.3221 when \( n = 180 \), while the highest was 0.6667 when \( n = 120 \). On the other hand, the SLM+PCA+Burt MCA model achieved good performance as there were no objects that had been misclassified for all sizes of the samples examined.

Next, Table 5 shows the performance of the SLM+PCA+Indicator MCA and SLM+PCA+Burt MCA models for \( n = 120 \) with all sizes of the binary that were used for investigation purposes. The SLM+PCA+Indicator MCA model achieved zero misclassification rate for \( b = 5 \), \( b = 10 \) and \( b = 15 \) while the SLM+PCA+Burt MCA model only showed a 0.0167 misclassification rate when \( b = 25 \). The SLM+PCA+Indicator MCA model showed high misclassification rates when \( b = 20 \).
and $b=25$ due to a large number of binary components having been extracted by the indicator matrix, which were 10 and 12 for $b=20$ and $b=25$, compared to the second model, with 7 and 8 binary components that were extracted using Burt MCA.

Table 5

<table>
<thead>
<tr>
<th>$b$</th>
<th>Number of Binary Extracted (Indicator, Burt)</th>
<th>Misclassification Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SLM+PCA+Indicator MCA</td>
</tr>
<tr>
<td>5</td>
<td>(3, 3)</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>(6, 5)</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>(8, 6)</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>(10, 7)</td>
<td>0.6667</td>
</tr>
<tr>
<td>25</td>
<td>(12, 8)</td>
<td>0.6721</td>
</tr>
</tbody>
</table>

Table 6 displays the average computational time for executing the whole process of simulation for all generated datasets. We discovered that computational time was strongly influenced by the number of binary components extracted and the size of the observed sample. Computational time increased with the number of binary components, where the number of multinomial cells grew as the binary variables grew. In addition, the amount of the sample used also greatly affected computational time as this study implemented double looping of the LOO procedure. Comparing the two constructed models, it can be observed that computational time for the SLM+PCA+Indicator MCA model was much higher than for the SLM+PCA+Burt MCA model, especially when the former had more binary variables and sample sizes. For example, for the case $n=120$ and $b=15$, the computational time for SLM+PCA+Burt MCA model was only 11 hours and 42 minutes, while the SLM+PCA+Indicator MCA model required 1 day and 14 hours to complete the simulation process. The time taken by the latter model was triple that of the former model. A similar pattern of computational time was observed for the other cases as well. Thus, it can be inferred that the SLM+PCA+Burt MCA model was more efficient in terms of computational time compared to the SLM+PCA+Indicator MCA model.
This study further utilised the new constructed models i.e. SLM+PCA+Burt MCA and SLM+PCA+Indicator MCA to interpret full breast cancer data associated with the influences of psychosocial behaviour among breast cancer patients conducted at King’s College Hospital, London. The full breast cancer data were derived from 137 women with breast tumours who had been divided into two groups i.e. the benign tumour group ($\pi_1$) consisting of 78 women and the malignant tumour group ($\pi_2$) consisting of 59 women. The original dataset contained 15 variables comprising two continuous variables, six ordinal variables with 11 states each, four nominal variables with three states each and three binary variables. It has become the practice to treat ordinal variables as continuous and to convert nominal variables to binary values (Krzanowski, 1975; Mahat et al., 2007; Hamid, 2014). Therefore, this study treats six ordinal variables as continuous variables and converts all four nominal variables to binary values. By treating ordinal variables as continuous and dichotomising nominal variables into binary variables, the dataset was given a new dimension consisting of eight continuous and 11 binary variables.

In order to assess the performance of the newly constructed models, we compared them with other classification methods including linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), logistic discrimination (logistic), linear regression model (regression), classification tree (tree), SLM with variable selections and SLM with double PCA (2PCA) using a real dataset i.e. for full breast cancer. Comparisons were made in terms of misclassification rate as shown in Table 7. Results from this data demonstrated that the SLM+PCA+Burt MCA and SLM+PCA+Indicator MCA models yielded a low misclassification rate compared to other classification methods.
rate at 0.2336 and 0.3066, respectively, where the former model performed the best among all the classification methods compared. The second in the ranking was the SLM with double PCA. Meanwhile, the constructed SLM+PCA+Indicator MCA model was in seventh ranking, which means that it performed worse than LDA, regression and logistic discrimination. Nevertheless, the SLM with variable extractions performed better than the SLM with variable selections. The findings exhibited that SLM+PCA+Burt MCA was the most appropriate method to manage the extraction process of large continuous and binary variables before performing classification tasks.

Table 7
Comparison of eight classification methods for full breast cancer dataset

<table>
<thead>
<tr>
<th>Classification Methods</th>
<th>Selection Strategy</th>
<th>Misclassification Rate</th>
<th>Performance Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>Include all variables</td>
<td>0.2920</td>
<td>4</td>
</tr>
<tr>
<td>QDA</td>
<td>Include all variables</td>
<td>0.4453</td>
<td>12</td>
</tr>
<tr>
<td>Logistic</td>
<td>Include all variables</td>
<td>0.2847</td>
<td>3</td>
</tr>
<tr>
<td>Regression</td>
<td>Forward selection</td>
<td>0.3139</td>
<td>8</td>
</tr>
<tr>
<td>Tree</td>
<td>Backward selection</td>
<td>0.2920</td>
<td>4</td>
</tr>
<tr>
<td>Auto termination</td>
<td></td>
<td>0.3139</td>
<td>8</td>
</tr>
<tr>
<td>Smoothed Location Model:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i) Smoothed LM with variable selections</td>
<td>Forward selection</td>
<td>0.3139</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Stepwise selection</td>
<td>0.3139</td>
<td>8</td>
</tr>
<tr>
<td>(ii) Smoothed LM with double PCA</td>
<td>PCA+PCA (2PCA)</td>
<td>0.2774</td>
<td>2</td>
</tr>
<tr>
<td>(iii) Smoothed LM with PCA and MCA</td>
<td>PCA + Indicator MCA</td>
<td>0.3066</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>PCA + Burt MCA</td>
<td>0.2336</td>
<td>1</td>
</tr>
</tbody>
</table>

**CONCLUSION**

In this study, we investigate the performance of the newly constructed classification models i.e. SLM+PCA+Indicator MCA and SLM+PCA+Burt MCA, measured based on their misclassification rates using the location model as a basis for the construction. Both of these classification models showed good performance under $b=5$, $b=10$ and $b=15$ for all sizes of samples inspected. However, the overall results revealed that SLM+PCA+Burt MCA model performed better than the SLM+PCA+Indicator MCA model for all sample sizes and binary variables that were tested as well as in terms of computational time. This study also found that PCA and Burt MCA were superior in extracting and reducing the large number of continuous and binary variables. Findings from simulation and real datasets proved that the two newly constructed location models can be considered potential tools in discriminant analysis when practitioners are faced with a large number of mixed variables, mainly binary variables.
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ABSTRACT

Research on natural fibres has been carried out from past decades as a result of developing low cost, eco-friendly materials. The objective of this study is to fabricate composites utilising sawdust of various proportion and compare the mechanical properties like tensile, flexural and hardness within dry condition and with respect to specimens immersed in distilled and salt water. The composites with constant reinforcement 15%, different percentage of matrix (85, 80, 75, 70%) and filler (0, 5, 10, 15%), respectively by mass, are developed by hand layup method and is compared for their mechanical properties. Mechanical properties of composite fabricated from sawdust up to certain percentage showed an improvement when compared to composite with no filler; with further increase in filler, a drop in mechanical performance is noticed. An increase in tensile strength by 12.75%, flexural strength by 5.94%, hardness by 18.34%, tensile modulus by 100.3%, flexural modulus by 60.4% is observed in dry condition compared to the composite with no filler. Mechanical degradation in tensile strength, tensile modulus, hardness, flexural strength for the samples subjected to ageing in sea and distilled water is observed. Flexural modulus after ageing increased with filler addition up to a certain percentage and with further increase in filler, a decrease is noticed. Higher mechanical degradation (except flexural modulus) is observed for those specimens immersed in sea water.

Keywords: Ageing, composite, epoxy, mechanical properties, sawdust, short coir fibre

INTRODUCTION

As a result of increased environmental awareness, natural fibres have gained importance due to their unique properties such as ease of availability, being light weight,
strength, renewability, eco-friendliness, being low cost, low density and biodegradability. Glass fibre composites are environmentally inferior when compared to natural fibre composites in most cases for the following reasons: (a) Production of natural fibre prevents environmental impressions compared to glass fibre; (b) Fibre content is high in natural fibre, resulting in reduced base polymer pollution content; (c) lightweight natural fibre composites improve productivity and diminish pollution in the use phase of the component, especially in auto applications and (d) Disposed natural fibres are incinerated to ebb energy and carbon credits (Joshi et al., 2004). Plant fibres are of interest due to their availability and reinforcement, which can be done at low cost (Ramesh et al., 2012). Most commonly used eco-friendly materials are plant fibres such as coir, jute, sisal, kenaf, banana, hemp and pineapple. Natural fibre composites are being more and more extensively used. Coir-fibre-reinforced polymer composites are being utilised for industrial and socioeconomic advantages such as automotive interior, panelling and roofing as building materials, storage tank, packing material, helmets, post boxes, mirror casing, paperweights, projector covers and voltage stabiliser (Ayrilmis et al., 2011; Yousif et al., 2012; Verma et al., 2013; Abilash & Sivapragash, 2013). Maximum application of natural fibre composites is noticed in the automobile sector (Emad et al., 2016).

Coir is extracted from coconut husk. Durability of coir is better than that of any other natural fibres due to its high lignin content (Verma et al., 2013; Khan et al., 2012). Total world coir fibre production is 250,000 tones/year (Coir Board Ministry of MSME, Govt. of India). Today India, mainly from the coastal region of Kerala State, produces 60% of the total world supply of coir fibre. Coir fibre is more productive and pompous in reinforcement performance compared to other reinforcement composites (Ticoalu et al., 2010). Coir exhibits low moduli due to a high microfibrilar angle. Toughness and percentage break elongation is higher in coir and it has good resistance to weather, fungal and bacterial infection due to its high content of lignin (Nam et al., 2011). Coir possesses 26-43% cellulose, 0.2% hemicellulose and 41-45% lignin content by mass (Nam et al., 2011). Due to high lignin and low cellulose content, unlike other natural fibres, coir needs treatment for effective interfacial bonding (Binu, 2012). The major drawbacks of natural fibres are weak adhesion with the matrix material as a result of incompatibility and a high water-absorption rate due to its hydrophilic nature. Incompatibility occurs when reactive groups of hydrophilic fibre are covered by dirt and polar groups, resulting in inept coupling with hydrophobic matrix (Chern et al., 2014).

Moisture diffusion in polymeric composites is governed by three different techniques (Papanicolaou et al., 2008; Zainab, 2009). The first involves diffusion of water molecules inside the micro gaps between the polymer chains. The second involves capillary transport into the gaps and flaws at the interfaces between the fibre and the matrix. This is a result of poor wetting and impregnation during the initial manufacturing stage. The third involves transport of micro cracks in the matrix arising from the swelling of fibres. To make fibres more compatible with hydrophobic matrix surfaces, treatments are performed to improve interfacial adhesion between them and other materials. Chemical treatment of fibres is a common method of cleaning and modifying the fibre surface in order to lower the surface tension and enhance the interfacial adhesion between a natural fibre and a polymeric matrix (Bledzki & Gassan, 1999). Hydrogen bonding from the fibre structure is removed with the help of alkali treatment, which substantially decreases moisture absorption and also alters surface morphology (Ramadevi et
al., 2015). Due to changes in surface morphology more reactive groups of hydrophilic fibres are exposed, promoting efficient integration with hydrophobic matrices (Chern et al., 2014).

In this study short coir fibres are reinforced with epoxy matrix and sawdust as filler. The main factors like fibres election, matrix selection, fibre orientation and the fabrication process should be pre-decided to determine the final mechanical properties (Pickering et al., 2016). Epoxy resins have an advantage that they reduce volume shrinkage (Sheng et al., 2012). The ring-opening polymerisation of the epoxy resin frees its constrained three-member ring structure, resulting in a much larger free volume (Odian, 2004). Water-immersed specimen behaviour is influenced by reinforcement, matrix and filler nature along with relative humidity and the type of fabrication method employed, which influences porosity and volume fraction of the fibres. Water intake for some natural fibres can also result in the water plasticing effect (Stambouliset al., 2000).

Sawdust is a major biological waste generated in wood polishing firms. Its storage in uncontrolled condition can be a factor responsible for environmental pollution (Deac et al., 2016). Variation in chemical composition for sawdust observed was 27.2-31.7% of lignin, 44.5-46.65% cellulose, 15.69-16.29% hemicellulose and 0.01-0.02% nitrogen content (Mercy et al., 2011; Campbell et al., 1966). From the environmental point of view, it is very important to prevent pollution resulting from sawdust. In this research sawdust waste was utilised to improve the mechanical performance of short coir fibre epoxy composite by replacing a proportion of epoxy with sawdust.

MATERIALS AND METHOD
Coir fibre procured from local resources was used for the preparation of the composites. Initially, the coir fibre was segregated, finely alkalised and minced to a length of 12-15 mm. An epoxy resin (LY 556) was used as the matrix binder. The mechanical and thermal properties of epoxy resins are extremely poor. To improve the properties, the resin should undergo a curing reaction in which the linear epoxy resin assembly is modified to form a three-dimensional cross-linked thermoset structure. A hardener, a curing agent in ratio to epoxy 1:10, is added to accelerate the curing action. The hardener-epoxy reaction releases an enormous amount of heat, resulting in the homopolymerisation of the resin. The curing agent or hardener used in this study was triethylenetetramine (HY-951). Sawdust was procured from local resources and tested for its physical properties.

Alkali Treatment
In alkali treatment in this study, pre-washed coir fibres were immersed in 6% (w/v) NaOH aqueous solution for 72 h. The fibres were removed from the alkali solution and rinsed with distilled water and dried to constant weight.

Composite Fabrication
In this study the fabrication of the composite was completed using an economical method called the hand lay-up method as this technique can be successfully employed in composite fabrication.
(Srinivasababu et al., 2009). A mould of dimensions $300 \times 300 \times 6 \text{ mm}^3$ was used. A composite of $300 \times 300 \times 3.2 \text{ mm}^3$ was fabricated for different proportions of reinforcement, matrix and filler as shown in Table 1. Epoxy resin with hardener in a ratio of 10:1 was thoroughly mixed with a certain proportion of sawdust. Mould releasing wax was used on the mould for easy removal of the final product. Chopped fibre, agitated with epoxy, was gently poured on to the sheet inside the mould. The mixture was then allowed to settle within the mould for a whole day under pressure over the cast. The final specimen was machined as per ASTM standard dimension for mechanical testing.

Table 1

<table>
<thead>
<tr>
<th>Sample / Specimen Number</th>
<th>Type of Fibre Used</th>
<th>Reinforcement (Mass Percentage)</th>
<th>Matrix (Mass Percentage)</th>
<th>Filler (Mass Percentage)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Short Fibres</td>
<td>15</td>
<td>85</td>
<td>00</td>
</tr>
<tr>
<td>2</td>
<td>Short Fibres</td>
<td>15</td>
<td>80</td>
<td>05</td>
</tr>
<tr>
<td>3</td>
<td>Short Fibres</td>
<td>15</td>
<td>75</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>Short Fibres</td>
<td>15</td>
<td>70</td>
<td>15</td>
</tr>
</tbody>
</table>

Calculation used for fabrication of composite. Table 2 shows the calculation to determine the quantity of short coir fibre, epoxy resin and sawdust utilised for fabrication of composites based on different proportions.

Table 2

Calculation to determine quantity of materials utilised for composite fabrication

<table>
<thead>
<tr>
<th>Density of epoxy $'X'$ g/cm$^3$</th>
<th>Density of fibre $'Y'$ g/cm$^3$</th>
<th>Density of Sawdust $'Z'$ g/cm$^3$</th>
<th>Density of composite ($\rho_{\text{composite}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density of composite ($\rho_{\text{composite}}$) = Density of epoxy $\times$ (Mass Percentage of epoxy) + Density of fibre $\times$ (Mass percentage of coir fibre) + Density of sawdust $\times$ (Mass percentage of sawdust)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$'G'$ g/cm$^3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass of composite $'M'$ g</td>
<td>$\rho_{\text{composite}} \times$ volume of plate $= G \times (300 \times 300 \times 3.2) \times 10^{-3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass of Epoxy $'E'$ g</td>
<td>Mass percentage of epoxy $\times M$ = $'E'$ g</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass of Fibre $'F'$ g</td>
<td>Mass percentage of fibre $\times M$ = $'F'$ g</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass of Sawdust $'S'$ g</td>
<td>Mass percentage of sawdust $\times M$ = $'S'$ g</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Physical Properties of Sawdust

Specific gravity (IS:2720, Part 3, 1964). Specific gravity is determined using bottle density as per IS:2720 (Part 3), 1964. A clean, dry and cool density bottle with stopper was weighed initially \((w_1)\), \(\frac{2}{3}\) of the bottle was filled with sawdust sample for weighing \((w_2)\). After removing the entrapped air, the sample was filled with distilled water and weighed \((w_3)\). The empty bottle with water was weighed \((w_4)\). Specific gravity was calculated using Eq. [1].

\[
Specific \ gravity \ (G) = \frac{(w_2-w_1)}{(w_2-w_1)-(w_3-w_4)} [1]
\]

Particle size determination (IS:2720, Part 4, 1965). Particle size is determined using the hydrometric method as per IS:2720 (Part 4), 1965. A sample of 50 g \((w)\) was accurately weighed and mixed with distilled water to form a smooth paste. An amount of 1 g of sodium silicate was added to the paste and the mixture was washed into the mixer. Mixing was carried out for 10 min and the specimen was graduated into a specimen jar. Enough water was added to bring the volume to 1000 cc \((v)\). Water was added to the mixture. A hydrometer was inserted and a stopwatch was started. The hydrometer reading \((R_h)\) was taken at different elapsed times \((t)\) without removing the hydrometer. A graph was plotted with particle size readings in the x-axis and percentage finer in the y-axis. Particle size was determined using Eq. [2]. The percentage finer was calculated using Eq. [3].

\[
Particle \ size = \sqrt{\frac{100 \mu}{6-1}} \times \frac{H_e}{t} [2]
\]

where, \(H_e = \text{Effective height (cm)}\)  
\(\mu = \text{viscosity of sample-water suspension (g-s/cm}^3)\)

\[
\text{Percentage finer} = \left[ \frac{R_h}{1000} \times \frac{G}{G-1} \right] \times 1000 [3]
\]

Density of particle. Particle density of the sawdust was determined (Araki & Terazewa, 2004; Ruhlmannetal, 2006). It was calculated by adding the sawdust \((100 \text{ cm}^3)\) into a graduated volumetric cylinder to reach the marked \(100 \text{ cm}^3\) volume \((V_o)\), and its weight \((g)\) could then be known by subtracting the combined weight of the sawdust and volumetric cylinder \((W_s)\) with the weight of the empty volumetric cylinder \((W_a)\) alone. Sawdust – particle density could then be calculated using Eq. [4].

\[
\text{Particle density} = \frac{W_b-W_a}{V_o} [4]
\]

Porosity of sawdust particle. Sawdust porosity is measured by unoccupied space, which principally is composed of the inter-space among and intra-space within the particles (Agnew & Leonard, 2003; Bouma et al., 2003) or the percentage of sawdust volume occupied by air and water that fills the void (Baker et al., 1998). The percentage of porosity was determined (Horisawa et al., 1999). Sawdust with an apparent volume of 100 cm\(^3\) and known weight \((W_s\) in g) was at first placed in a volumetric cylinder. Tap water was then poured gently into it until
the surface of the water reached a marked line at the 100 cm$^3$ level. A meshed top as a stopper was equipped at the 100 cm$^3$ level so that the sawdust, mostly floating on water, would not go beyond its surface. Porosity was expressed as the following Eq. [5].

$$\text{Porosity} (\%) = \frac{V_a}{V_o} \times 100$$  \[5\]

where, $V_a$ and $V_o$ are consumptively the volume of poured water (cm$^3$) together with the water in the sawdust, and the volume of sawdust (100 cm$^3$), respectively. The volume of poured water, with the water in the sawdust could be calculated using Eq. [6].

$$V_a \text{ (cm}^3\text{)} = W_{\text{comb}} - W_s - W_v$$  \[6\]

where, $W_{\text{comb}}$ is the combined weight (g) of the volumetric cylinder, sawdust particles and poured water (g); $W_s$ is the weight (g) of the sawdust particles (oven-dry weight equivalent) and $W_v$ is the weight (g) of the volumetric cylinder. Note that the density of tap water was assumed to be unity (1 g cm$^3$).

**Properties of Distilled Water and Sea Water**

Distilled water collected from the Environmental Engineering Lab, MIT Manipal, was tested for its pH value using a pH meter. Sea water collected from Panambur Beach, Mangalore, was checked for its pH using a pH meter. Salinity was determined using a salinity refractometer.

**Mechanical Property Tests**

**Density test.** A change in density will be observed in the actual composite laminate when compared to theoretical density due to the presence of void content, which accounts for the change in mechanical performance. Air void content was calculated using Eq. [7]

$$\text{Void content (\%) = } \frac{\text{Theoretical density} - \text{Actual density}}{\text{Theoretical Density}}$$  \[7\]

**Tensile test.** ASTM D3039 standard was employed for performing a tensile result using a Universal Testing Machine (UTM). A composite laminate with dimensions of 250 × 25 × 3.2 mm$^3$ was machined. The test was conducted at a constant strain rate of 2 mm/min tensile strength and the modulus was calculated using Eq. [8] and Eq. [9], respectively.

$$\text{Tensile strength (MPa) (}\sigma_t\text{) = } \frac{\text{Load in KN}}{\text{Cross-sectional area of specimen (mm} \times \text{mm)}}$$  \[8\]

$$\text{Tensile modulus (GPa) = } \frac{\text{Tensile strength} \times \text{Length (mm)}}{\text{Displacement (mm)}}$$  \[9\]

**Flexural test.** The flexural test on composites was performed as per ASTM D790-03 standards with the dimensions 12.5 × 125 × 3.2 mm$^3$. The three-point bend test was performed on the
composites using the same UTM (FIE UNITEK 9450) at a crosshead speed of 1 mm/min with a span length to depth ratio of 16:1. The flexural strength was determined using Eq. [10]. Flexural modulus was calculated using Eq. [11]

\[ \text{Flexural strength (MPa)} = \frac{3PL}{2bt^3} \]  
[10]

where, \( L \) is the span length of the sample (mm); \( P \) is maximum load (N); \( b \) the width of specimen (mm); \( t \) the thickness of specimen (mm) and \( d \) is displacement(mm);

\[ \text{Flexural modulus (GPa)} = \frac{P+L+L}{4bt+1+t+t+d} \]  
[11]

**Micro Vickers hardness.** The Matzusawa micro-hardness tester was employed in measuring the micro-hardness of composite specimens as per ASTM E384-16. A diamond intender with an apical angle of 136° was indented over the surface of the specimen under a load of 100 gf under a dwell time of 15 s. After the removal of the load the two diagonals, \( D_1 \) and \( D_2 \), of the indentation were measured. The hardness value was noted.

**Water absorption test.** Water absorption specimen of size 75 × 25 × 3.2 mm\(^3\) was machined as per ASTM D 570 and immersed in distilled water and sea water at room temperature (27ºC). The water absorption percentage was calculated using Eq. [12]. A graph of the moisture intake percentage vs time in hours was plotted and the diffusion coefficient (m\(^2\)/sec) was calculated using Eq. [13].

\[ \text{Water absorption (%)} = \frac{\text{Final weight after immersion} - \text{Initial weight before immersion}}{\text{Initial weight before immersion}} \]  
[12]

\[ \text{Diffusion coefficient (m}^2\text{/sec)} = \pi x \left( \frac{B}{4Ms} \right)^2 \times (\text{slope})^2 \]  
[13]

**RESULTS AND DISCUSSION**

**Physical Properties of Sawdust**

Table 3 shows the physical properties of sawdust like density, specific gravity, porosity and particle size, all of which play a major role in mechanical performance.

<table>
<thead>
<tr>
<th>Physical properties of sawdust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific gravity</td>
</tr>
<tr>
<td>Density (g/m(^3))</td>
</tr>
<tr>
<td>Porosity (%)</td>
</tr>
<tr>
<td>Particle size (µm)</td>
</tr>
</tbody>
</table>
Density Test

Change in initial density and final density of composite samples shows the percentage void content present in the sample (Menard, 1999). Density test results for short coir fibre composites are shown in Table 4. Void content increased with increase in filler up to 10% mass and a decrease was noticed with 15% filler by mass. This may be due to improved fabrication skill. A higher void content percentage of 27.7% was observed for 10% filler by mass. This could have been the result of agglomeration of filler and matrix, resulting in improper wetting due to higher porosity at the agglomerated area. Surface voids and pores were minimal, so the chance of water diffusing through the sample was limited. Short coir fibre epoxy composites showed lower void content than long coir fibre epoxy composites i.e. three times more than that of the short coir fibre epoxy composite. This was mostly due to agglomeration of long coir fibre offering resistance to epoxy towards uniform distribution. Due to a pile up of fibre the resin disintegrated, causing the specimen to fracture (Venkatasubramanian & Raghuraman, 2015). The density result of the short coir fibre epoxy composite shows an acceptable void content in the composite, confirming the fabrication route as a noble one. The overall density test results showed that short coir fibre gave a better end product with less void than did the long coir fibre epoxy composite.

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Void content (%)</td>
<td>23.6</td>
<td>23.8</td>
<td>27.7</td>
<td>25.6</td>
</tr>
</tbody>
</table>

Water Absorption Test

Water absorption specimens of different proportions were machined as per ASTM D 570 standard and were immersed in distilled water (pH = 7) and sea water (pH = 8.1, salinity = 29 ppt). Figure 1 and 2 shows that weight gain of the composite increased with immersion time at the initial stage and later kept stable, indicating that the specimens were apparently saturated with moisture. The distilled water absorption percentage decreased with the increase in filler loading up to 10% by mass. This was because well graded fillers clogged the pores and micro cracks within the surface of the composite, causing a lower water absorption percentage. It has been reported that water absorption can significantly be minimised if the filler is thoroughly encapsulated by the matrix (Sanadi et al., 1995). A further increase in the filler resulted in increased water absorption percentage as in Figure 1.
From the density test it was clear that the third sample exhibited a higher void content. Figure 1 shows that lower water absorption was observed in the third sample; this was due to the fact that the sample machined for the distilled water absorption test had a lower void content than the overall composite laminate i.e. the voids were not uniformly distributed over the composite laminate.

The percentage moisture gain in samples immersed in sea water was higher than that of distilled water. This may be due to perforation of solution with greater pH, which induces more micro cracks leading to weight gain (Karbhari & Chu, 2005). Higher weight gain is due to the salts accumulated in the rough surface of the specimen; this was clear from the morphological analysis seen in Figure 9(e). When the filler concentration increased to 5% by mass, the water absorption percentage was reduced and with further loading, an increase in water absorption...
was noticed. Increase in the sawdust filler elevated the agglomeration developed due to non-uniform dispersion of filler. Filler clouding in the composites escalated the water absorption percentage of the composites (Abdullah et al., 2011).

Table 5 shows the diffusion coefficient of the composite samples immersed in sea water and distilled water. The diffusion coefficient of the samples immersed in distilled water went on decreasing with the increase in filler content. This was because an increase in clouding of the filler load along with the matrix will withstand the passing of water molecules through the nano pores (Sunil et al., 2015). A sudden increase in absorption percentage in the fourth sample was noticed in Figure 1 after 10% water absorption. This was because when the composite was exposed to moisture, the hydrophilic nature of fibre causes it to swell. As a result, the brittle thermosetting resin developed microcracks, allowing a higher percentage of water to penetrate the composite. Further penetration of water into the interface through micro cracks was due to the high cellulose content of the fibre, leading to the composite failure (Bismarck et al., 2002). As the composite material undergoes cracks, capillarity mechanism and transport via micro cracks become more active (Dhakal et al., 2007).

Table 5
Diffusion coefficient of samples immersed in sea and distilled water

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Diffusion coeff- Distilled water (m²/sec) (×10⁻¹³)</th>
<th>Diffusion coeff- Sea water (m²/sec) (×10⁻¹³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.62</td>
<td>3.92</td>
</tr>
<tr>
<td>2</td>
<td>4.56</td>
<td>3.36</td>
</tr>
<tr>
<td>3</td>
<td>4.06</td>
<td>2.52</td>
</tr>
<tr>
<td>4</td>
<td>3.80</td>
<td>3.58</td>
</tr>
</tbody>
</table>

The diffusion coefficient in sea water observed is less than that of distilled water. This clearly shows that most of the weight gain was due to salts accumulated in the composite sample surface. This was because the surface finish of the randomly orientated coir fibre composite was rough. Resin surface condition is influenced by rate of diffusion (Asmaashawky et al., 2013). As the surface of the samples had a minimum number of pores and voids, the overall diffusion rate of the short coir fibres was less than that of the long coir fibres.

Hardness Test

About seven sets of trials for hardness values in each sample were conducted, and the average of all the values exhibited the hardness value of each sample as shown in Figure 3. Due to agglomeration of filler at a higher percentage resulting in improper matrix wetting, the composite exhibited a larger variation in hardness value. This was seen in the third and fourth samples as seen in Table 6. The hardness value improved with the increase in filler percentage as increase in filler loading improves matrix surface resistance to indentation. A maximum value of 30.6 HV was observed with the fourth sample, which was 8.8% more than that of the long coir fibre epoxy composite.
An increase by 18.34% in hardness value was noticed compared to the composite with no filler. A drop in hardness value was noticed when subjected to distilled and sea water immersion. A higher drop by 26.7 and 31.69% for both distilled and sea water immersion was observed in the fourth sample due to the existence of more voids, sawdust agglomeration, improper wetting by matrix and higher water absorption. Figure 1 and 2 show that the fourth sample absorbed a higher moisture percentage than did the other composite with filler percentage. Increased water absorption resulted in bound water absorption and a drop in free water. In this situation, water diffused into the fibre cellulose network through capillaries and gaps between the low bound fibril area. Groups in the cellulose molecules were chemically linked by water. Water molecules in the cellulose network structure behave as a plasticiser and ruin the rigidity of the cellulose, permitting cellulose molecules to bulge independently. Simultaneously, the cellulose mass gets mushy, which in turn can easily alter the dimensions of the fibre with the execution of a load.

When absorption reaches the threshold level, bound water and free water continue as a reservoir, leading to softening of fibres and the weakening of fibre matrix adhesion, resulting in a reduced hardness value (Alomayria et al., 2014). The intra molecular hydrogen bond between polar groups of resin have to be broken under low temperature in order to develop bonding between the OH groups and water, forming hydrogen bonds between the water molecules. The
polar hydroxyl groups of the network will disrupt the inter change hydrogen bonding, thereby altering the structure of the molecule due to which the mechanical performance is affected (Nogueira et al., 2001). Higher degradation is observed for those samples immersed in sea water due to NaCl, which exists as cations and anions, causing more damage to the matrix, fibre and their interface (Ashbee & Wyatt, 1969).

**Tensile Test**

Figure 4 shows the effect of filler percentage on tensile strength. It can be noticed that a maximum tensile strength of 20.8 MPa was exhibited by the sample with 5% filler by mass. With further increase in filler, a drop in tensile strength was observed due to the increase in interfacial area with worsening interfacial bonding between filler and matrix (Mosadeghzad et al., 2009). At a higher filler percentage, a drop in tensile strength occurred due to the agglomeration of the filler, which results in improper curing of the composites (Rahul et al., 2014). At a higher filler percentage, the filler starts engulfing the matrix isolating the hardener and resin, causing improper curing of the composite. The result exhibited an increase by 57.40% in tensile strength compared to that of the long coir fibre epoxy composite.

![Figure 4. Tensile strength of composites](image)

It is believed that fillers act as flaws at a higher filler mass fraction due to lack of resin, which wets fibre surfaces, resulting in inept stress transfer. An increase in the filler also increased the micropores between the filler and matrix, which in turn weakened the adhesion between the matrix and filler interface, affecting tensile strength and modulus (Hardinnawirda & Sitiribiattull, 2012).

A higher loss in tensile strength was noticed in the third sample i.e. the sample with 10% filler by mass. The density test revealed that the third sample had higher void content, resulting in a greater drop in tensile strength. Lack of resin and improper curing in the third and fourth samples resulted in fibre pull out.
A decrease in mechanical properties was noticed in those specimens immersed in distilled and sea water. The specimen immersed in sea water solution had the largest reduction, with a reduction of 42.79, 38.65, 36.21 and 43.55% for the first, second, third and fourth specimens. The specimen immersed in water had the smallest reduction, with a reduction of 33.61, 26.3, 28.01 and 29.9% for the first, second, third and fourth specimens.

Higher degradation was observed in the first specimen due to localised shrinkage of the epoxy occurring because of non-uniform distribution and in the fourth specimen due to epoxy deficiency, resulting in improper wetting leading to higher water absorption settled as both bound water and free water. The comparison in strength reduction indicated that the presence of NaCl in sea water solution led to faster degradation in tensile strength compared with in water that had no ions as was the case with distilled water. The possible reason is that the alkali metal oxides in sea water might accelerate transmission of water into the fibre/matrix interface, resulting in debonding (Ashbee & Wyatt, 1969).

Figure 5 shows the tensile modulus of the specimens. The tensile modulus increased with increase in filler loading up to 5% by mass. A higher tensile modulus of 5.55 GPa was observed in the second sample. This was due to the fact that filler material resulted in more uniform distribution of the epoxy matrix material, resulting in improved bonding between the matrix-fibre interphase. At higher filler loading, the tensile modulus decreased (Agomide et al., 2009). The possible reason is that at higher percentage of filler, the observed drop in tensile behaviour of the composites occurred due to the agglomeration of the filler molecules around the matrix, preventing the proper curing of the composite (Rahul et al., 2014).

Tensile modulus reduced by 40.9, 49, 55.1 and 65.6% in the first, second, third and fourth samples, respectively, that were immersed in distilled water. The percentage was 70.6, 64.7, 75.2 and 79.8% for the first, second, third and fourth samples immersed in salt water. A lower drop of tensile modulus in the second specimen immersed in sea water was due to the lower water absorption percentage as observed in Figure 5.

Figure 5. Tensile modulus of specimens
Flexural Test

The results of different filler loading are plotted in Figure 6. Initially, the flexural property increased with the increase in filler loading by mass up to 5%, and from 10% filler loading by mass, there was a decrease in flexural strength. The reduction in mean flexural strength of specimen above 5% filler by mass may have been due to the fact that the deficiency of epoxy resin and increased filler led to poor wetting of the fibre. This in turn might have led to matrix failure as shown in Figure 7. The same was reported by Binu (2012). Improved interfacial adhesion between the fibre and matrix resulted in higher flexural strength of the composites; this was mainly due to alkali treatment of the coir fibre. An increase in strength by 5.9% was observed in the filler compared with the short fibre composite without filler. An increase by 54.8% was observed in flexural strength compared with that of the long coir fibre epoxy composite.

From Figure 6 it is clear that lower degradation took place in the third sample due to less water absorption. A decrease by 14.7, 14.8, 6.25 and 18.38% when immersed in distilled water and 24.23, 21.3, 14.5 and 40.9% when immersed in salt water was noticed in the first, second, third and fourth specimens. In both the immersions, higher degradation was observed in the fourth specimen due to epoxy deficiency, resulting in improper wetting that led to higher water absorption that settled as both bound water and free water.

![Figure 6. Flexural strength of composites](image)

![Figure 7. Matrix crack observed in composite specimen](image)
Effect of Distilled and Sea Water Absorption

Figure 8 shows the flexural modulus of short coir fibre composites. The flexural modulus increased with an increase in sawdust. Higher flexural modulus in dry condition was observed in the third sample, in which the molecules were tightly bound to each other (Agomide et al., 2009). With further increase in filler, a decrease in flexural modulus was noticed due to epoxy deficiency, resulting in improper wetting of the fibre and sawdust agglomeration.

The strain observed in the third sample was lower even though the stress was high. If, however, the molecules were loosely bonded to each other, a relatively small amount of stress would have caused a large amount of strain (Agomide et al., 2009). The strain was higher for the first and second samples immersed in distilled water compared to the dry specimens of the same; this could have been due to the fact that fibre swelling caused by water absorption crowds the space between the fibre and polymer matrix and eventually leads to an increase in the mechanical properties of the composites (Karmakar & Hoffmann, 1994). Similar observations have been reported for jute fibre reinforced polymer composites (Ayensu, 2000).

In the third sample, due to the increased voids, water absorbed may have been present as free water, reducing the integrity of the matrix interface. When the fibre swelled, the weakened matrix had a higher chance to crack, failing to fill in the gaps. At higher filler loading resulting in water absorption led to higher elongation as the water molecules acted as a lubricant. The fibres could slip over one another during loading, resulting in extra extension and elongation (Azwa et al., 2013).

Mechanical properties like tensile, flexural and hardness degrade at a higher moisture rate due to generation of hydrogen bonding across water molecules and cellulose fibre. A high percentage of hydrogen bonding is formed between cellulose macromolecules and polymers due to hydroxyl groups (–OH) present in hydrophilic natural fibres (Sombastsompop & Chaochanchaikul, 2004).

Low moisture resistance is exhibited by natural fibres like coir due to the presence of a significant –OH group percentage. This alters the dimensional aspects of composites and causes
deficient interfacial bonding between the fibre and matrix, causing a decrease in the mechanical properties (Diamant et al., 1981). Water absorbed in polymers is generally divided into free water and bound water (Alomayria et al., 2014). Water with molecules that are free to move through available space is considered free water and water with molecules that are dispersed in epoxy matrix and adhered to polar groups is termed bound water (Maggana & Pissis, 1999).

Figure 9. Microstructure analysis of composite samples (a) Sawdust agglomeration at higher filler percentage, (b) Non-uniform wetting at lower matrix percentage, (c) Water settled on uneven composite surface after ageing, resulting in surface debonding, (d) Pores formed on composite surfaces (e) Salt settled on fibre surface
Morphological Analysis

Microstructure analysis was carried out to study the surface morphology of the composite specimen. Alkalisation treatment of coir fibre resulted in fibre roughness, which exhibited advanced fibre and matrix, concluding substantially higher mechanical properties. As filler percentage increased, agglomeration was noticed in Figure 9(a), influencing improper curing of matrix, being a major rationale for varying hardness value and drop in tensile strength. Often, the composite fabricated by the hand lay-up process results in voids, cracks and flaws (Libo & Nawawi, 2015).

Figure 9(d) shows voids formed due to gas porosity and sawdust porosity, which have an effect on mechanical performance. Voids can also be formed as a result of improper matrix wetting and by implementation of the hand lay-up technique as it is person dependent. Figure 9(b) shows a web-like structure due to improper wetting of the epoxy matrix in the fourth composite sample, which is a major cause for reduced mechanical performance.

Figure 9(c) shows water accumulated on the uneven surface of the composite, resulting in weight gain. The water accumulated on the surface can soften the matrix surface, resulting in surface matrix debonding. This could be the effect of water absorption by the hydrophilic fibre due to the presence of -OH radicals. Incompatibility is higher when hydrophilic sawdust is adhered with hydrophobic epoxy matrix; this incapability was utilised by the water molecules, forming a hydrogen bond with free -OH radicals, causing sawdust swelling. This swelling resulted in matrix debonding and cracks that resulted in the mechanical degradation.

CONCLUSION

Composites fabricated using a short coir fibre epoxy showed variation in density. A higher diffusion rate was observed in the sample without a filler that was immersed in distilled water and sea water, respectively due to the higher percentage of water absorption. An increase by 18.34% in hardness value was noticed compared to composites with no filler. An increase in tensile strength by 12.75%, flexural strength by 5.94% and a higher tensile modulus of 5.55 GPa in dry condition was observed in the specimen with a 5% filler by mass. A higher flexural modulus of 2.3 GPa i.e. an increase by 60.4% in dry condition was observed in the specimen with a 10% filler by mass due to tightly bonded filler molecules. Reduction in tensile strength, hardness and flexural strength was observed in specimens immersed in distilled and sea water, respectively. Flexural modulus for the specimen without filler immersed in distilled water showed a remarkable increase, but with an increase in filler, higher degradation due to the hydrophilic nature of the fibre and filler was noticed, resulting in reduced flexural modulus. Flexural modulus for the specimen immersed in sea water increased with an increase in the filler up to 5% loading by mass and then reduced with a further increase in loading by mass. An improved fabrication method is suggested to fabricate high strength and durable short coir fibre epoxy composites with sawdust filler.
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ABSTRACT

Urbanisation increases the level of imperviousness in a catchment, and more runoff is converted from rainfall in urban areas. To mitigate this adverse situation, dispensed green infrastructure presents the best solution for delivering results in reducing stormwater impact. Green roofs and rain gardens are extensively studied and widely available in the literature, but this is not the case for green walls, which more often than not, are treated as ornaments. Thus, this study developed a computer-aided stormwater model that incorporates a green wall to investigate its effectiveness as an urban drainage system. The effectiveness of employing a green wall as a stormwater component is tested using USEPA SWMM 5.1 and the embedded bioretention cell interface. Four simulation models according to different conditions and precipitation input are tested, compared and discussed. The conditions include investigation of different soil types, average recurrence interval (ARI) and storm duration with design and observed rainfall. The results reveal that synthesis precipitation data, used in Scenario 1, 2 and 3, decreased runoff by more than half, at 55% on condition of one-year ARI and 5 minutes of storm duration. Meanwhile, Scenario 4 also shows a repetition of runoff reduction by half after the integration of the green wall using the observed rainfall data. Thus, it is verified that a green wall can be effectively used as an urban drainage system in reducing surface runoff.

Keywords: Bioretention, green wall, runoff, SWMM, urban stormwater management

INTRODUCTION

The process of urbanisation turns natural ground cover into urban infrastructure or utility developments. Impervious surfaces such as roofs, paved roads and parking lots have expanded significantly together with post-development progress (see Figure 1). Consequently, the infiltration of stormwater into the ground as depression storage is reduced with the gradual elimination of
vegetation as a natural filter. Thus, overland flows tend to travel faster and a huge quantity of runoff is discharged into urban stormwater conveying systems. Surface runoff is increased in urbanised watersheds, creating greater peak discharge. As the consequence of pre-development flow regime changes, natural disasters like flash floods, occur when the capacity of a drainage system fails to sustain the overwhelming quantity of runoff.

Hence, new, exhaustive and integrated stormwater management strategies are now required to underpin the Malaysian government’s target of achieving sustainable urban drainage systems nationwide (DID, 2002). These new strategies incorporate various aspects of drainage, including runoff source control, management and delayed disposal of a catchment area on proactive and multifunction bases.

**Figure 1.** Typical degree of impervious areas that affect stormwater runoff, from (left) pre-development to (right) post-development (Commonwealth of Massachusetts, 2008)

**Water Sensitive Urban Design**

There are several well-known best practices of stormwater management used around the world that have been applied in urban developments of different countries, and one of them is Water Sensitive Urban Design (WSUD). WSUD is gaining popularity as an important element in sustainable supply planning in urban areas and has the added advantage of contributing to flood mitigation and maintaining safe water quality. Nevertheless, in order to resolve issues of high cost, land space utilisation and aesthetics of metropolitan areas, innovative stormwater management tools have emerged and been implemented. The Malaysian Urban Stormwater Management Manual (MSMA) has introduced a storage-orientated retention system that is water sensitive. The stormwater best management practices (BMPs), involving greenery and live plants, are designed to promote evapotranspiration and infiltration while minimising or delaying runoff from stormwater events (DID, 2002; 2012).

**Green Infrastructure**

Green infrastructure (GI) manages water and creates healthier urban environments by utilising vegetation, soil and natural processes. Considering that stormwater runoff is generated across distributed areas, the application of dispersed green infrastructure presents the best approach for delivering manifold ideal results in reducing stormwater impact. At the scale of a neighbourhood
or site with small linear features, GI is referred to as a stormwater management system that mimics the nature of soaking up and storing water, for instance bioretention (well-known feature that creates ‘rain gardens’), green roofs or green walls (USEPA, 2014). Green roofs and rain gardens are extensively studied and widely available in the literature, but this is not the case for green walls, which more often than not, are treated as ornaments. Therefore, it was the intention of this project to look into the applicability of green walls in capturing runoff from roof tops. Computer modelling of the mentioned system provided initial results to guide the expected working of the actual model.

**Green Wall**

The terminology “green wall” refers to all forms of vegetated wall surfaces (GRHC, 2008). A green wall is basically a bioretention system, but it is structured in a vertical manner on a façade or wall, without the traditional requirements of space by sacrificing built-up areas. If the conventional bioretention system is a component of the urban runoff control, then theoretically, a green wall should have the same function.

Incorporated as part of a sustainable urban drainage system, green walls can mitigate water runoff and reduce stormwater flows (Green over Grey, 2009). Percolation of rainfall within modular green walls reduces the runoff rate (see Figure 2) and offers true benefits to urban stormwater management (Loh, 2008). Stormwater can be gathered for the purpose of irrigating a green wall, which in turn increases on-site infiltration and evapotranspiration. Several preliminary studies suggest that these systems retain as much as 45% to 75% of rainfall (Webb, 2010). In addition, green walls might become one of the effective stormwater management systems via vertical planting as wall area far exceeds roof area, especially in urban development areas (Kew et al., 2013). However, it is also reported that green walls hold less potential in producing much better results than green roofs (Higgs et al., 2011).

*Figure 2. Modular green wall (GRHC, 2008)*
The study site was situated within Central City, which lies strategically between the Kuching and Samarahan link way (see Figure 3) in the state of Sarawak. Kota Samarahan has been on the Government’s development radar screen for the past 10 years, and it seems that this will remain the case in the foreseeable future. The township experiences a high growth rate of economic development due to its function as a hub for higher education and technology. Due to rapid property and infrastructural development, flash floods often hit residential areas lying nearby. Therefore, Central City was chosen for this study to investigate ways for combating this problematic impact of urbanisation.

The main idea of this study was to propose green walls as a component of the local urban drainage system. The main goal was to devise an effective stormwater management system and to reduce the velocity of runoffs from rainfall events to downstream reaches. This gives a clearer picture of the objective of this study as it reduces the scope of the control design variables. Modular green walls were chosen as they have a sufficient volume of growing medium with retaining characteristics to control stormwater. Dependent variables in the design included the size of the modular cell, types of planting media and design rainfall.

The study site was then narrowed down to a specific property in Central City. A shophouse in Phase 3 was chosen as the best option to implement the study of green walls. The major reason for this preference was that the three-storey shophouse had a relatively flat plain wall in front of the building and this available space could be put into good use. Apart from stormwater management, the green wall enhanced the aesthetic view of the commercial building and significantly reduced the urban heat island effect in Central City. A corner unit of a commercial building was chosen for a maximum roof catchment area of 139.08 m$^2$ for the design (see Figure 4).
The Elmich Green Wall was adapted for use in this project. The Elmich Green Wall is a modular system that consists of Elmich Vertical Greening Modules (VGMs); each module encases a VGM bag containing planting media, metal support frames and anchoring pilasters as shown in Figure 5 (Elmich, 2008). The green wall proposed in this study was assembled in front of a column of the commercial building. The top received runoff from the roof; then, the water slowly infiltrated the modules by gravitational force to the ground level, flowing finally into the culvert and roadside drain. The proposed size for a single green wall module was: height = 700 mm, width = 700 mm and depth = 200 mm. There were a total of 17 modules to be assembled in a straight upward manner and parallel to the column, which was approximately the height of the building.

In this study, the soil for the green wall was required to allow water to pass through relatively fast. Thus, the recommended range of soil permeability was around 0.5 to 6.0 in/hr. Hence, four types of soil, namely sand, loamy sand, sandy loam and loam were chosen for analysis; the aim was to determine the best type among the four growing media for optimum performance of the
green wall as an urban drainage system. Hydraulic conductivity and other useful parameters for the four selected soils are shown in Appendix A.

The performance of the green wall system was assessed within a range of ARI with 1, 2, 5, 10, 20, 50 and 100 years and storm duration of 5, 10 and 15 minutes to determine the most suitable values for satisfactory performance of the system. Design rainfall intensity (mm/hr) depends on duration (minute) and ARI (year). In this study, the intensities of different ARI and storm duration in Kota Samarahan were estimated using the computerised intensity-duration-frequency (IDF) curves generated by the Department of Irrigation and Drainage (DID) Sarawak. Apart from that, the actual data of observed rainfall (24-hour precipitation data) were used to examine the effectiveness of the green wall system as an urban drainage system. Two sets of hourly rainfall data were used for analysis: data from January 2014 represented the highest accumulated rainfall depth of the year, while data from February 2014 represented normal rainfall in Kota Samarahan, showing only about half of January’s rainfall.

Using the Rational Method, peak flow, $Q_1$, for a 15-minute storm was manually calculated; the value derived was 0.005022 cms. Roof runoff, $Q_2$, for a 15-minute storm, was generated from SWMM simulation. Both results, $Q_1$ and $Q_2$, were compared, and it was found that there were no significant differences, as shown in Table 1. A comparison of 10- and 5-minute storms are presented in Table 2 and Table 3. The runoff generated by SWMM was calibrated and the performance of the green wall system was further investigated using the bioretention interface in the SWMM simulation.

Hand calculation using Rational Method can be represented as:

$$Q_1 = \frac{CIA}{360}$$

where

- $Q_1$ = Peak flow (cms);
- $C$ = Runoff coefficient;
- $i$ = Average rainfall intensity (mm/hr); and
- $A$ = Drainage area (ha)

Given that at the existing condition,

- ARI = 1 year
- Rainfall intensity, $i$, corresponding to a 15-minute storm = 130 mm/hr
- Roof runoff coefficient, $C = 1.0$
- Roof catchment area, $A = 139.08$ m$^2 = 0.013908$ ha

thus, peak flow, $Q_1 = \frac{CIA}{360} = \frac{1.0(130)(0.013908)}{360} = 0.005022$ cms
Table 1
**SWMM calibrations for a 15-minute storm**

<table>
<thead>
<tr>
<th>ARI (year)</th>
<th>Rainfall Intensity, $i$ (mm/hr) corresponding to 15-minute storm</th>
<th>Peak Flow, $Q_1$ (cms)</th>
<th>SWMM-generated Roof Runoff, $Q_2$ (cms) for 15-minute storm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>130</td>
<td>0.005022</td>
<td>0.005017</td>
</tr>
<tr>
<td>2</td>
<td>160</td>
<td>0.006181</td>
<td>0.006176</td>
</tr>
<tr>
<td>5</td>
<td>170</td>
<td>0.006568</td>
<td>0.006562</td>
</tr>
<tr>
<td>10</td>
<td>180</td>
<td>0.006954</td>
<td>0.006954</td>
</tr>
<tr>
<td>20</td>
<td>190</td>
<td>0.007340</td>
<td>0.007334</td>
</tr>
<tr>
<td>50</td>
<td>210</td>
<td>0.008113</td>
<td>0.008106</td>
</tr>
<tr>
<td>100</td>
<td>230</td>
<td>0.008886</td>
<td>0.008879</td>
</tr>
</tbody>
</table>

Table 2
**SWMM calibrations for a 10-minute storm**

<table>
<thead>
<tr>
<th>ARI (year)</th>
<th>Rainfall Intensity (mm/hr) corresponding to 10-minute storm</th>
<th>Peak Flow, $Q_1$ (cms)</th>
<th>SWMM-generated Roof Runoff, $Q_2$ (cms) for 10-minute storm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>130</td>
<td>0.005022</td>
<td>0.005015</td>
</tr>
<tr>
<td>2</td>
<td>160</td>
<td>0.006181</td>
<td>0.006174</td>
</tr>
<tr>
<td>5</td>
<td>170</td>
<td>0.006568</td>
<td>0.006560</td>
</tr>
<tr>
<td>10</td>
<td>180</td>
<td>0.006954</td>
<td>0.006952</td>
</tr>
<tr>
<td>20</td>
<td>190</td>
<td>0.007340</td>
<td>0.007333</td>
</tr>
<tr>
<td>50</td>
<td>210</td>
<td>0.008113</td>
<td>0.008106</td>
</tr>
<tr>
<td>100</td>
<td>230</td>
<td>0.008886</td>
<td>0.008879</td>
</tr>
</tbody>
</table>

Table 3
**SWMM calibrations for a 5-minute storm**

<table>
<thead>
<tr>
<th>ARI (year)</th>
<th>Rainfall Intensity (mm/hr) corresponding to 5-minute storm</th>
<th>Peak Flow, $Q_1$ (cms)</th>
<th>SWMM-generated Roof Runoff, $Q_2$ (cms) for 5-minute storm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>130</td>
<td>0.005022</td>
<td>0.005006</td>
</tr>
<tr>
<td>2</td>
<td>160</td>
<td>0.006181</td>
<td>0.006167</td>
</tr>
<tr>
<td>5</td>
<td>170</td>
<td>0.006568</td>
<td>0.006554</td>
</tr>
<tr>
<td>10</td>
<td>180</td>
<td>0.006954</td>
<td>0.006941</td>
</tr>
<tr>
<td>20</td>
<td>190</td>
<td>0.007340</td>
<td>0.007328</td>
</tr>
<tr>
<td>50</td>
<td>210</td>
<td>0.008113</td>
<td>0.008102</td>
</tr>
<tr>
<td>100</td>
<td>230</td>
<td>0.008886</td>
<td>0.008875</td>
</tr>
</tbody>
</table>
However, SWMM used another equation based on nonlinear reservoir representation (see Figure 6). Each subcatchment surface was treated as a nonlinear reservoir. Inflow came from precipitation and the runoff from any designated upstream subcatchment areas. Outflow consisted of infiltration, evaporation and surface runoff. The capacity of this ‘reservoir’ was the maximum depression storage, which is the maximum surface storage provided by ponding, surface wetting and interception. Surface runoff, $Q$, occurred only when the depth of water, $d$, in the ‘reservoir’, exceeded the maximum depression storage, $d_p$, in which case the outflow was given by Manning’s equation:

$$ Q = W \frac{149}{n} (d - d_p)^{5/3} S^{1/2} $$  \[2\]

where

- $W$ is the subcatchment’s characteristic width;
- $S$ is slope;
- $n$ is Manning roughness value; and
- Depth of water, $d_p$, over the subcatchment was continuously updated with time by solving numerically a water balance equation over the subcatchment. Therefore, the hand calculation is not shown here.

Figure 6. Nonlinear reservoir representation of a subcatchment (Huber & Dickinson, 1988)

RESULTS AND DISCUSSION

The process of employing a green wall as a stormwater component to reduce rainfall runoff was tested using Storm Water Management Model (SWMM) 5.1, which was carried out utilising an embedded bioretention cell interface. Four simulation models set to different conditions and precipitation input are shown in Table 4.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Precipitation Input</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Design rainfall</td>
<td>Examine different soil media</td>
</tr>
<tr>
<td>2</td>
<td>Design rainfall</td>
<td>Examine average recurrence intervals (ARIs)</td>
</tr>
<tr>
<td>3</td>
<td>Design rainfall</td>
<td>Examine storm duration</td>
</tr>
<tr>
<td>4</td>
<td>Observed rainfall</td>
<td>Examine the effectiveness of green wall as an urban drainage system</td>
</tr>
</tbody>
</table>

Table 4
Scenarios for modelling
After examining all the criteria in Scenario 1, 2 and 3 using design rainfalls, three soil types i.e. loamy sand, sandy loam and loam showed equally good ability in surface runoff reduction, excluding sand, which acts as the control item. The following sizes were the design parameters that give the best result for optimum green wall performance: 12000 mm thickness, 1 year ARI and 5 minutes of storm duration (see Figures 7 to 9).

In Scenario 1, the thickness of the green wall was fixed at 12000mm and roof runoff was fixed at one-year ARI, while storm duration was 5 minutes for a single unit of corner shophouses. Hence, the types of growing media for a green wall are the dependent variables that determine the performance of the green wall. As shown in Figure 7, sand is expected to have the highest percentage of runoff reduction, followed by loamy sand, sandy loam and loam. The range is from 55.1% to 54.6%, which is a difference of only about 0.5%; thus all the soil types were considered equal in terms of runoff reduction.

All the soil types under study had higher composition of sand, which brought about a faster rate of storm water absorption. Although the permeability of clay and silt was low, their water-holding capability for retaining water was for a long period. The larger the soil particle size, the higher the conductivity. As a result, water infiltration rate increases in tandem with an increase in porosity or void between soil particles.

In Scenario 2, the variables were given the following values: the thickness of the green wall was fixed at 12000 mm and storm duration was fixed at 5 minutes for a single corner shophouse. The ARIs were the dependent variables used to measure the performance of the green wall. Figure 8 shows the ARI traits for all the soil types, giving similar declivitous patterns from ARI year 1 until 100. The range of drop in runoff reduction was around 55% to 20%.

In Scenario 2, the variables were given the following values: the thickness of the green wall was fixed at 12000 mm and storm duration was fixed at 5 minutes for a single corner shophouse. The ARIs were the dependent variables used to measure the performance of the green wall. Figure 8 shows the ARI traits for all the soil types, giving similar declivitous patterns from ARI year 1 until 100. The range of drop in runoff reduction was around 55% to 20%.
According to DID (2010), a green wall (bioretention) is a minor system intended to collect, control and convey runoff from facilities in areas with relatively frequent storm events (recommended up to 10-year ARI) that minimises inconvenience and nuisance of flooding. The rationale of adopting a higher standard for minor systems in large commercial, business and industrial areas is that a minor system has a greater potential to cause damage and disruption in the event of flooding.

The trend of Scenario 1 was repeated for analysis, reiterating that the performance of the three soil types was the same. However, even at the extreme event of 100-year ARI, the three soil types were shown to be able to reduce about 20% of peak runoff.

In Scenario 3, the thickness of the green wall was fixed at 12000mm and the storm ARI was set at 1 year for a single corner shophouse. Hence, storm duration became the dependent variable that showcased the performance of the green wall. As shown in Figure 9, the storm duration traits for all the soil types showed similar declivitous patterns from 5 until 15 minutes. The drop in runoff reduction ranged from 55% to 22%.

Figure 8. Reduction of runoff based on soil types and ARIs
Duration of storm is an important parameter that defines the intensity for a given ARI and thus, affects the resulting runoff peak. The storm duration that produces the maximum runoff peak traditionally is defined as the time of concentration – the sum of the travelling time to an inlet plus the time of travel in the stormwater conveyance system (DID, 2002). Although travel time from individual elements of a system may be short, the total nominal travel time of flow for all individual elements within any catchment to their points of entry into the stormwater drainage network should not be less than 5 minutes (DID, 2002).

The analysis of Scenario 3 showed that it was acceptable to use 5 minutes as the critical storm duration in order to enhance the performance of the green wall system; this was to prolong the serviceability period of the minor urban drainage system and to reduce the volume of storm runoff.

In Scenario 4, the observed rainfall data were used to test and determine the effectiveness of the green wall as an urban drainage system. Appendix B and Appendix C, respectively, show the rainfall-runoff simulations of the existing drainage system without the integration of the green wall for two months, namely January and February 2014, using two sets of actual observed rainfall data for Central City, Kota Samarahan. The simulation of roof runoffs with and without the green wall with respect to the three selected soil types (loamy sand, sandy loam and loam) were carried out and the results were compared and analysed. The performance of the green wall was not solely dependent on rainfall pattern, but also on the interval between storms for particular rainfall events. Therefore, four specific periods of storm duration with various intensity levels were extracted from January and February 2014 and analysed, as shown in Figure 10.
In this project, the effectiveness of a green wall as an urban drainage system was summarised by measuring hydrologic performance, which mainly focuses on deviation of runoff, with integration of the green wall system as shown in Table 5.

*Figure 10.* Four analyses of specific periods of storm duration with various intensity levels in January and February 2014

In this project, the effectiveness of a green wall as an urban drainage system was summarised by measuring hydrologic performance, which mainly focuses on deviation of runoff, with integration of the green wall system as shown in Table 5.
Scenario 4 showed the average runoff reduction gradually going down from 87% to 52% as the average rainfall intensity rose from 2.0 to 42.5 mm/hr. The increment of storm duration also degraded the performance of the green wall; changes in continuous storm time spanned from 6 to 10 hours, significantly reducing runoff reduction. With the same continuous storm time span of 6 hours, both events on 19 January and 21 February, with the intensity of 2.0 mm/hr and 42.5 mm/hr respectively, showed large gaps in runoff reduction at 35%. Thus, it is evident that when both storm duration and rainfall intensity increase, runoff reduction decreases and so does the effectiveness of the green wall as an urban drainage system facility.

CONCLUSION
This project demonstrated green wall simulation for a commercial shophouse in Central City, Kota Samarahan. The experiment was carried out using synthesised or actual precipitation data and it tested four scenarios set up on different conditions. The simulation model on the hydrologic condition for the study area was developed to verify the effectiveness of using a green wall as an urban drainage system for reducing surface runoff using USEPA SWMM 5.1. Initially, when using synthesised precipitation data, the runoff decreased by half at 55% on the condition of one-year ARI and 5 minutes of storm duration. The results obtained in Scenario 4 showed repetition of runoff reduction by half after the integration of a green wall using the observed rainfall data.

The green wall model proposed in this study demonstrated the effectiveness of using a green wall as a component of the stormwater management system through four scenarios using SWMM simulation. The results and data displayed can be a guide for future practical design and the building of an actual model.

APPENDIX A

<table>
<thead>
<tr>
<th>Soil Texture Class</th>
<th>Saturated Hydraulic Conductivity (in/hr)</th>
<th>Suction Head (in.)</th>
<th>Porosity (fraction)</th>
<th>Field Capacity (fraction)</th>
<th>Wilting Point (fraction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>4.74</td>
<td>1.93</td>
<td>0.437</td>
<td>0.062</td>
<td>0.024</td>
</tr>
<tr>
<td>Loamy Sand</td>
<td>1.18</td>
<td>2.40</td>
<td>0.437</td>
<td>0.105</td>
<td>0.047</td>
</tr>
<tr>
<td>Sandy Loam</td>
<td>0.43</td>
<td>4.33</td>
<td>0.453</td>
<td>0.190</td>
<td>0.085</td>
</tr>
<tr>
<td>Loam</td>
<td>0.13</td>
<td>3.50</td>
<td>0.463</td>
<td>0.232</td>
<td>0.116</td>
</tr>
</tbody>
</table>
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ABSTRACT

Information on situation of air pollution is critically needed as input in four disciplines of research including risk management, risk evaluation, environmental epidemiology, as well as for status and trend analysis. Two normal practices were identified to evaluate daily air pollution situation; first, pollution magnitude has been treated as the common indicator, and second, the analysis was often conducted based on hourly average data. However, the information on the magnitude level alone to represent the pollution condition based on a rigid point data such as the average was seen as insufficient. Thus, to fill the gap, this study was conducted based on continuously measured data in the form of curves, which is also known as functional data, whereby pollution duration is emphasised. A statistical method based on curve ranking was used in the investigation. The application of the method at Klang, Petaling Jaya and Shah Alam air quality monitoring stations located in the Klang Valley, Malaysia, has shown that pollution duration decreases as the magnitude increases. Shah Alam has the longest pollution duration at low and medium magnitude levels. Meanwhile, all the three stations experienced quite a similar length of average pollution duration for the high magnitude level, that is, about 2.5 days. It was also shown that the occurrence of PM10 pollution at the area is significantly not random.
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INTRODUCTION

Having exposed to air pollution has been shown to affect the life quality of human beings, reduce health and decrease life expectancy to a certain extent (Bae, Pan, Kim, Park, Kim, & Kim, 2010; Policheti, Cocco, Spinali, Trimarco, & Nunziata, 2009; Mahiyuddin, Sahani, Arpin, Latif, Thach, & Wong, 2013). Thus, understanding the situation of air pollution including the intensity or the magnitude, as well as their characteristics of occurrences such as their duration and arrival is necessary for preparing and choosing suitable adaptation and mitigation strategies. By any means, the information regarding the situation must be made available. Furthermore, the information is often of a great importance to be used as an input in four disciplines, namely, risk management, risk evaluation, environmental epidemiology, as well as for status and trend analysis (IPCS, 2008).

PM10, a particulate matter with a size of less than 10 micrometer, has been known as one of the important air pollutants other than Ozone (O$_3$), Nitrogen Oxide (NO$_x$), Sulphur Dioxide (SO$_2$) and Carbon Monoxide (CO). In Malaysia, PM10 pollution has become an important environmental problem of concern that needs higher attention as compared to other kinds of environmental pollution in the country; in fact, it has been identified as one of the dominant pollutants in the country other than Ozone (DOE, 2006; Field, Werf & Shen, 2009). The presence of high levels of PM10 in the atmosphere has been reported to significantly associate with haze, which has become a repeated typical problem in the country since 1980s. There have been several haze episodes occurring in Malaysia in the years of 1983, 1987, 1991, 1994, 1997, 2002, 2004, 2005 and 2006 (Afroz, Hassan, & Ibrahim, 2003; DOE, 2006; Field et al., 2009). Although those in 1997 and 2005 were the two extreme years of haze reported in the history of Malaysia, the incidence in 1997 was the most serious as it had caused a huge socioeconomic impact in various sectors including health, production, tourism, transportation and fisheries (Afroz et al., 2003; Abas, Oros, & Simoneit, 2004). For instance, about 83.2% of the population were exposed to health risk during the episode and there was a loss of RM802 million between August and October 1997 due to haze damages (Othman & Shawahid, 1999). The Klang valley region has been reported to be the area most frequently affected by PM10 pollution almost every year, which is regularly caused by transboundary PM10 from Sumatera Island and PM10 emitted from mobile sources, particularly transport, and both are known as the major sources of PM10 in Malaysia (Azmi, Latif, Ismail, Juneng, & Jemain, 2010).

In normal practices, daily air quality data are often recorded discretely by an hourly basis. In the majority of pollution investigation analysis conducted, average data have been popularly used in order to represent the pollutant concentration level for a day period. In a particular perspective, however, the nature of pollutant behaves continuously with time (Gao, 2007; Pudasainee, Sapkota, Shreshta, Kaga, Kondo, & Inoue, 2006). Therefore, it is more ideal to have the continuous evolution of PM10 concentration within the day process taken into consideration in the analysis part. Furthermore, using average data in the analysis is not sufficient enough due the fact of losing information or data reduction as a consequence of averaging or summarising process. To fill the gaps, this paper discusses and proposes the employment of functional data in the study analysis in order to study a situation of PM10 pollution at an area. Specifically, this study aims to investigate the randomness and duration of PM10 pollution. Therefore, to
achieve the study objective, functional data analysis (FDA), which is defined as the statistical methods to analyse functional data or curve data, is used.

METHODOLOGY

Several steps are needed to enable the analysis to be conducted using functional data. The analysis starts with data conversion process, whereby original observed data are transformed into a day curve. Next, the process is followed by the determination of the situation between polluted (abnormal) and normal day based on the concept of curve ranking. Further investigation on the randomness of the pollution occurrences is then conducted.

Data Conversion Process

Converting discrete original recorded data into functional data or curves is the first step that needs to be done. Various approaches can be used either by parametric or non-parametric. In this study, a famous and the most flexible method namely the basis expansion method is chosen (Ramsay & Silverman, 2006). Using the method, the discrete points of PM10 level \( y_j \) recorded at time point \( t_j \) for \( j = 1, \ldots, 24 \) of day \( i \) are converted into a continuous function \( x_i(t) \) using the following formula:

\[
x_i(t) = \sum_{k=1}^{K} c_k \phi_k(t), \quad t \in [1,24]
\]

The term \( \phi(t) \) is the chosen basis system consisting of \( K \) number of appropriate basis functions, while \( c \) is the corresponding basis coefficient. In this study, \( K \) is determined using Bayesian Information Criteria (BIC) and the function’s bases are the cubic B-spline. The coefficient \( c \) is determined using the least square methods by minimising the error terms based on the following equations:

\[
SSE = \sum_{j=1}^{24} \left( y_j - x(t_j) \right)^2 = \sum_{j=1}^{24} \left( y_j - \sum_{k=1}^{K} c_k \phi_k(t_j) \right)^2
\]

Determining the Status of PM10 Condition Based on Curves Ranking

Consider a set of functional data consisting of \( n \) daily PM10 curves, represented by functions \( x_i(t) \) for \( i = 1, \ldots, n \). The next step is to determine which day is considered as polluted (abnormal) and which one is considered as normal. PM10 pollution refers to the concentration level in the atmosphere that exceeds a specific allowable level or a threshold level. For this study, a polluted (abnormal) day is defined as any day curve that is higher than a given threshold curve. The three threshold curves that represent the three different degrees of pollution magnitude are the 50th, 75th and the 90th percentile curves. The 50th percentile curve is used to represent pollution with low magnitude; the 75th percentile is aimed for pollution with medium magnitude level, while the 90th percentile represents pollution with high magnitude. The identification of the percentile curves and determination of the pollution condition of any day is conducted based on curve ranking. In the ranking process, the curves position can be assessed using an
index named SNJF. The index is positive in the value and defined as the ratio of distances and constructed using the following formula:

\[
\text{SNJF}(x_i) = \frac{A}{B}
\]  

Where:

\[
A = \frac{d(x_i, x_{\text{min}})}{d(x_i, x_{\text{min}}) + d(x_i, x_{\text{max}})},
\]

\[
B = \frac{d(x_{\text{median}}, x_{\text{min}})}{d(x_{\text{median}}, x_{\text{min}}) + d(x_{\text{median}}, x_{\text{max}})}
\]

\(d(x_i, x_{\text{min}})\) is the distance between a curve and the minimum curve

\(d(x_i, x_{\text{max}})\) is the distance between a curve and the maximum curve

\(d(x_{\text{median}}, x_{\text{min}})\) is the distance between median and minimum curve

\(d(x_{\text{median}}, x_{\text{max}})\) is the distance between median and the maximum curve

The distance between the two curves, namely, curve \(x_1\) and \(x_2\), which is obtained using the \(L_2\) norm as in the following equation.

\[
\begin{align*}
\quad d(x_1, x_2) &= \|x_1 - x_2\|_2 \\
&= \left(\int_1^{24} |x_1(t) - x_2(t)|^2 \, dt\right)^{1/2}
\end{align*}
\]  

The minimum curve is defined as \(x_{\text{min}} = \min_{i} \{x_i(t)\}\) and the maximum curve is \(x_{\text{max}} = \max_{i} \{x_i(t)\}\), while the median curve is obtained based on Fraiman and Muniz (2001).

Any day with SNJF exceeding the SNJF of a given threshold curve indicates that the day is considered as a polluted or an abnormal day.

**Obtaining the Duration of PM10 Pollution**

A coding system is used to obtain a data set that contains the polluted (abnormal) and normal days such that; 0 for normal and 1 for polluted (abnormal) day. In order to investigate the duration of pollution, the data (0,1) are used. Examples of the data are given in Table 1. Based on Table 1, within the 15-day period, there are 2 runs of polluted days. The first run occurred in January 2001 within one-day period and the second run occurred within 2-day period on the 12th and 13th January 2001. In the context of this study, the pollution duration is defined as the number of consecutive days in the state of being polluted or abnormal (i.e., the length of run).
Checking the Randomness of Pollution Occurrences

A non-parametric run test known as the Bradley run test was conducted to investigate the behaviour of PM10 pollution occurrences (Bradley, 1968). The aim is to determine whether the occurrences of PM10 pollution were random. Since the analysis involved a large size of data, and thus based on the occurrences and using normal approximation, the run test was conducted to examine the hypothesis whether the distribution of the pollution occurrences was random (null hypothesis) or otherwise (alternative hypothesis) using statistic $z$ such that:

$$z_{calc} = \frac{NR - \overline{NR}}{S_R} - 0.5$$  \hspace{1cm} (5)

Where, $R$ is the number of runs, $\overline{NR}$ is the expected number of runs and $S_R$ is the standard deviation of the number of runs, which are given by the following equation:

$$\overline{NR} = \frac{2n_a n_b}{n_a + n_b} + 1$$  \hspace{1cm} (6)

$$S_R = \sqrt{\frac{2n_a n_b (2n_a n_b - n_a - n_b)}{(n_a + n_b)^2 (n_a + n_b - 1)}}$$  \hspace{1cm} (7)

where, $n_a$ is the number of normal days and $n_b$ is the number of polluted (abnormal) days. At 5% significance level ($\alpha = 0.05$), for large sample size, the null hypothesis is rejected if the $z_{calc}$ statistic in equation (5) lies outside the interval $[Z_{\alpha/2}, Z_{1-\alpha/2}]$, whereby $z_{calc}$ follows the standard normal distribution with mean $0$ and variance $1$ (Mendenhall, 1982). Alternatively,
using p-value, which is defined as the probability of $Z < -\frac{z_{calc}}{\sqrt{n}}$ or $Z > \frac{z_{calc}}{\sqrt{n}}$, the null hypothesis is also rejected when the p-value is less than the significance level, $\alpha$. The run test can only be conducted when there is at least one run for normal and polluted days over the considered period of time such that $n_a, n_b \neq 0$.

**APPLICATION OF THE METHOD**

The methods explained in the previous section were applied to investigate the PM10 pollution situation at several locations in the Klang valley of Peninsular Malaysia. The analysis was conducted using daily curves data for a period of 10 years (i.e., from 2001 until 2010). The original observed data (daily by hourly discrete data) were obtained from the Department of Environment, Malaysia, involving three air quality monitoring stations, namely, Klang (S1), Petaling Jaya (S2), and Shah Alam (S3). Based on equation (4), the observed data were converted into daily curves using the pre-determined number of basis function $K$ which equals 15, 19 and 17 at each station (S1, S2 and S3) respectively by means of BIC values.

**RESULTS OF THE ANALYSIS**

For illustration purposes, we can considered a set of five-day PM10 data that were recorded at an hourly basis, as shown in Table 2. The computed SNJF index for each curve is shown in Table 3, while the physical form of the five-day curves is represented in Figure 1. Using the SNJF index, the position of the curves in term of their magnitude can be determined. For this sample of the curves, based on SNJF index, day 4 was found to be the lowest curve, while day 5 is the highest curve.

<table>
<thead>
<tr>
<th>Day</th>
<th>Hour</th>
<th>Hour</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>38</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>28</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>51</td>
</tr>
<tr>
<td>4</td>
<td>29</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>28</td>
</tr>
<tr>
<td>$\bar{y}$</td>
<td>37.4</td>
<td>32.0</td>
</tr>
</tbody>
</table>

Table 2: Examples of the 5-day recorded PM10 data
Results of the analysis conducted for the data from the three air quality monitoring stations are recorded in Table 4. The results indicate that PM10 pollution duration decreased as the magnitude increased. Among the three stations, with respect to their own local environment, Shah Alam experienced the longest pollution duration at low and medium magnitude levels, while for the high magnitude level, the three stations experienced quite a similar length of pollution duration that was about 2.5 days.

Table 4
The mean duration of PM10 pollution (in days) at three different magnitude levels

<table>
<thead>
<tr>
<th>Station Code</th>
<th>Name</th>
<th>Threshold Curve</th>
<th>Pollution duration (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P50</td>
<td>P75</td>
</tr>
<tr>
<td>S1</td>
<td>Klang</td>
<td>3.92</td>
<td>2.94</td>
</tr>
<tr>
<td>S2</td>
<td>Petaling Jaya</td>
<td>5.20</td>
<td>3.36</td>
</tr>
<tr>
<td>S3</td>
<td>Shah Alam</td>
<td>4.76</td>
<td>3.71</td>
</tr>
</tbody>
</table>

At the 5% significance level, after the randomness (run) test was conducted, the analysis revealed that the p-value for the test at each level of magnitude; the low (50th percentile), medium (75th percentile) and high (90th percentile) were near to zero (0.00). Therefore, we can conclude that the occurrence of PM10 pollution at the three stations is not random, thus the results suggest that PM10 pollution in the area is not generated by a random process.
CONCLUSION
This study has highlighted a statistical methodology on how to investigate the situation of air pollution using functional data as the input in the study analysis. In contrast to many previous research, functional data have been chosen to incorporate full evolution of the pollutant concentration level within a day period of time. Instead of preventing insufficient information contained in the day data, the application was found to be more appropriate due to the continuous nature of the pollutant process with respect to time.

The identification of polluted (abnormal) and normal day was made based on the simplest approach, that is, via curve ranking procedure. The magnitude level of each PM10 curve (curve) is represented by an index called the SNJF. The three situations of PM10 pollution were considered with respect to three categories of magnitude levels; low, medium and high. SNJF was used to determine the threshold curve (i.e. the 50th, 75th and 90th percentile), as well as indicate whether a day curve is considered as polluted or normal. A day with the SNJF index higher than SNJF index of a threshold curve is detected as being in a polluted (abnormal) situation. Further investigations to study the duration and randomness behaviour of the PM10 pollution occurrences have also been conducted.

The application of the discussed method for the data set at the three air quality monitoring stations located in the Klang Valley revealed that with respect to their respective environment, Shah Alam experienced the longest pollution duration at low and medium magnitude levels, whereas for the high magnitude level, the three stations experienced quite a similar length of pollution duration of 2.5 days. The occurrence of PM10 pollution in the area is significantly not random.

In conclusion, as the application of functional data is becoming popular in many areas including environmental research, this paper would help researchers to conduct a study analysis using curves or functional data.
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ABSTRACT

This paper presents the application of active contours region-based method of image segmentation to Computed Tomography (CT) images. Previous researchers applied this region based method on Magnetic Resonance Image (MRI), in vivo images and synthetic images which contain intensity inhomogeneities. In this paper, a different modality known as Computed Tomography (CT) scan was applied. CT scan also produces images containing intensity inhomogeneity, and it is predicted that this method provide good segmentation results. The main objective of applying this method is to check its applicability on CT images. The segmentation process begins by finding the area of interest (black region). Results from this experiment are then used in estimating time of death. Experimental results show that this method has successfully segmented the black region when some parameters changed, provided that the regions are closed to each other. If the black regions are located far from each other, then this method will only segment certain areas.

Keywords: Local Gaussian distribution, computed tomography images, segmentation

INTRODUCTION

Segmentation is one of the basic tasks involved in digital image processing. Digital image processing involves the processes of creating, processing, communicating and displaying images (Gonzalez & Woods, 2008). It can be used to convert signals from image sensor to digital images, increase clarity of images by removing noise and other artefacts, extract the size, scale or the number of objects in a scene, prepare images
for display or printing, and compress images for communication across a network (Mathwork, 2013). There are many types of images that can be used in segmentation process such as medical images from different modalities, for example, Magnetic Resonance Images (MRI), Computed Tomography Images (CT) and Ultrasound.

In real world images, there are some difficulties in segmenting medical images due to intensity inhomogeneity. Intensity inhomogeneity is pondered to be the multiplicative low-frequency variation of intensities. It is caused by anomalies of the magnetic fields of the scanners (Rajapakse & Kruggel, 1998) such as the presence of intensity inhomogeneity in CT images due to the effects of beam hardening while MRI intensity inhomogeneity arises from radio-frequency coils or acquisition sequences.

This paper focuses on segmenting Computed Tomography (CT) images by using Active Contours driven by local Gaussian distribution fitting energy. The main objective of doing this segmentation is to check the applicability of this method on CT images as there is a future research related to this paper, which is finding the area of segmented region.

This paper is organised in several sections. Section 2 discusses the materials and method used in this paper. This section includes the procedure for CT image segmentation. Meanwhile, experimental result and discussion are presented in Section 3, and finally conclusions are illustrated in Section 4.

Active contour was introduced by Kass, Witkin, and Terzopoulos (1988). Currently, active contours model is widely used in image segmentation. This method produces good results because the model can be achieved by subpixel accuracy. Besides, this model also provides closed and smooth contours on surfaces (Wang, He, Mishra, & Li, 2009).

There are two categories of active contour which are parametric and geometric (Mumford, & Shah, 1989). Parametric active contour model is represented explicitly as parametric curve while geometric active contour model is based on the theory of curve evolution and geometric flows. Basically, active contours can be classified into two classes; edge-based models and region-based models. Edge-based models focus on employing local image gradients to attract contours towards object boundaries, while region-based model focuses on employing global image information in each region such as the distribution of intensities, colours, textures and motions to move the contours towards the boundary. Examples of region-based model are Mumford-Shah functional model (Mumford & Shah, 1989), Chan-Vese Model (Chan, & Vese, 2001), local Binary Fitting (Tsai, Yezzi, & Willsky, 2001) and local Gaussian distribution (Wang et al., 2009).

MATERIALS AND METHODS

Region-based Geometric Active Contour

The Chan-Vese algorithm is an example of the geometric active contour model and it was the first region-based model. This model uses the technique of mean curvature motion. The aim is to evolve the contour in such a way that it stops on the boundaries of the foreground region. Basically in the region based model, it is assumed that there are two regions in each image,
which are, foreground region and background region. This model is known as the Chan-Vese’s Piecewise Constant model. It is defined by the energy functional, $F(c_1; c_2; C)$ and that energy functional consists of the energy inside and outside the contour. There are also two additional parameters and that energy functional is defined as follows:

$$F(c_1, c_2, C) = \rho_1 \int_{c_{in}} |f(x, y) - c_1| \, dx \, dy + \rho_2 \int_{c_{out}} |f(x, y) - c_2| \, dx \, dy + \kappa \cdot \text{Length}(C) + \mu \cdot \text{Area}(C)$$  \hspace{1cm} (1)

Where,

- $\rho_1, \rho_2, \kappa, \mu$: fixed positive integers
- $f(x, y)$: pixel in the image
- $c_{in}$: the region inside the contour
- $c_{out}$: the region outside the contour
- $c_1$: the mean intensity of region inside the curve of evolution
- $c_2$: the mean intensity of region outside the curve of evolution

The main objective of this region-based GAC is to determine contour, $F(c_1; c_2; C)$ that minimise the energy functional. This energy functional can be minimised by transforming (1) to the level set function.

**Level Set Equation**

In level set function, there is a curve $C$ known as the contour which divides the image into two regions. If the contour is defined as closed curves, it can be implicitly represented with higher-dimensional function. The first is the inside region denoted by $C_{in}$ and the second is the outside region denoted by $C_{out}$. The interface of level set function is defined as $\phi(x) = x^2 + y^2 = 1$, where $\phi(x) = 0$. The example is as shown in Figure 1. The signed distance function can be defined as curve function, $\phi$ (Uppu, 2006). In Matlab, an image is defined in matrix form. Suppose, there is point $x_i$ for $i = 1, 2, \ldots, m$ and $m$ represents the number of column for the image. This point can be determined whether it is placed inside or outside the contour $C$ by checking the sign of $\phi$.

*Figure 1. The Initial Contour*
Local Gaussian Distribution

Local Gaussian Distribution Fitting (LGDF) is used to model the probability density functions, where the mean and variance are used as varying parameters. In order to effectively exploit information on local intensities, the distribution of local intensities is characterised by the partition of neighbourhood. In this research, local Gaussian distribution is used to obtain local mean and local variance.

In order to obtain the LGDF energy functional for all points in the entire image domain \( R \), the integral of the following equation is minimised to give the following LGDF energy functional:

\[
E^{LGDF} = \int_R \sum_{i=1}^{M} \rho_i \int_{R_i} -W(x-y) \log p_{1,i}(h(y))dy \\
= \int_R E^{LGDF}_x dx
\]

In LGDF, there are level set functions which are contained inside and outside the contour region. Both the contour regions are named as foreground and background, respectively. Hence, it implies that the image domain where \( R = R_1 \cap R_2 \) \( R_1 \) denotes as the foreground region, while \( R_2 \) denotes as the background. Thus, (2) can be written as:

\[
E(u_i(x),u_2(x),\sigma^2_i(x),\sigma^2_2(x),C) = \rho_1 \int_{R_1} -W(x-y) \log p_{1,i}(h(y))G_1(\phi(x,y))dydx \\
+ \rho_2 \int_{R_2} -W(x-y) \log p_{2,i}(h(y))(1 - G_2(\phi(x,y)))dydx \\
+ \kappa \int_{R} \partial(\phi(y))\bar{N}(\phi(y))dx dy
\]

Then, adding the term Length \( (C) \) to (3) transforms the LGDF energy functional to the level set function. Therefore, the LGDF energy functional becomes:

\[
E(u_i(x),u_2(x),\sigma^2_i(x),\sigma^2_2(x),C) = \rho_1 \int_{R_1} -W(x-y) \log p_{1,i}(h(y))G_1(\phi(x,y))dydx \\
+ \rho_2 \int_{R_2} -W(x-y) \log p_{2,i}(h(y))(1 - G_2(\phi(x,y)))dydx \\
+ \kappa \int_{R} \partial(\phi(y))\bar{N}(\phi(y))dx dy + \mu \int_{R} \frac{1}{2}(|\nabla \phi(x)| - 1)^2 dx dy
\]

By differentiating energy functional in (4), with respect to \( u_i(x) \) and \( \phi(x) \), while considering \( \phi(y) \) as a constant, both mean intensities and variance intensities can be defined as follows:

\[
u_i(x) = \frac{W(y-x)f(y)M_{1,i}(\phi(y))dy}{W(y-x)M_{1,i}(\phi(y))dy}
\]

\[\sigma^2_i(x) = \frac{W(y-x)(u_i(x) - f(y))^2M_{1,i}(\phi(y))dy}{W(y-x)M_{1,i}(\phi(y))dy}
\]
Procedure for CT Image Segmentation

An image segmentation method, which is local Gaussian distribution fitting energy, was applied to the CT images. The CT images were taken from Hospital Kuala Lumpur for testing purposes. After undergoing the segmentation process, the segmented region was obtained. The aim of this method is to introduce a localised energy functional using a truncated Gaussian Kernel. Wang et al. (2009) used double integral for the energy minimisation. This method also assumes that the mean and variance of the local Gaussian distribution are spatially varying parameters. Generally, the procedure is as follows:

Step 1: View the image in Dicom Viewer.
Step 2: Reduce the image pixels to 256×256 using Adobe Photoshop.
Step 3: Read image in Matlab.
Step 4: Update local means and local variances in (5) and (6).
Step 5: Update the location of the region of interest to locate the initial contour.
Step 6: Repeat step 4 until the criteria is met.
Step 7: Display the result.

The difference between this paper and the previous research is that this paper focused on the black region area. Previously, Wang et al., (2009) focused on the white region and applied on synthetic images, MR images and in vivo images. Our focus is to segment the black region in CT images since the black region can be seen clearly in the CT images.

The method of Wang et al. (2009) has successfully segmented the black region when the region is near to each other and the initial contour is on the region itself. The initial contour needs to be set manually. This means that each image uses different initial contours and the position of the initial is not same. Then, the evolution of the contour changes at each iteration until it reaches the zero level set.

For image iteration, different images require different amounts of iteration. The iteration is set by running the LGDF coding several times with different numbers of iteration. This is done to determine the suitable values which the contour stop evolves. After all the images have been segmented, the results will be used for calculating the area of the black region, which is the next process of this research.

RESULTS AND DISCUSSION

The CT images data originated from Hospital Kuala Lumpur. Dicom Viewer is used to view the images. Then, the CT images are converted into bitmap image file (BMP) and the image pixels are reduced to since LGDF coding cannot read large image pixels. Then, the edited images are read in MATLAB until the results are obtained.

For all the images in this paper, there is a default setting of the parameters which are $\sigma=3$, $\mu=1$, timestep $\Delta t=0.1$ and $v=0.001 \times 255 \times 255$. Other parameters will change according to the images. This means that different images will use different parameters.
Table 1
Results of the segmented images of the black region based on local Gaussian Distribution fitting energy

<table>
<thead>
<tr>
<th>Images</th>
<th>Original images</th>
<th>Initial Contour</th>
<th>Segmented images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td><img src="image1.png" alt="Image 1" /></td>
<td><img src="image1.png" alt="Image 1" /></td>
<td><img src="image1.png" alt="Image 1" /></td>
</tr>
<tr>
<td>Image 2</td>
<td><img src="image2.png" alt="Image 2" /></td>
<td><img src="image2.png" alt="Image 2" /></td>
<td><img src="image2.png" alt="Image 2" /></td>
</tr>
<tr>
<td>Image 3</td>
<td><img src="image3.png" alt="Image 3" /></td>
<td><img src="image3.png" alt="Image 3" /></td>
<td><img src="image3.png" alt="Image 3" /></td>
</tr>
<tr>
<td>Image 4</td>
<td><img src="image4.png" alt="Image 4" /></td>
<td><img src="image4.png" alt="Image 4" /></td>
<td><img src="image4.png" alt="Image 4" /></td>
</tr>
<tr>
<td>Image 5</td>
<td><img src="image5.png" alt="Image 5" /></td>
<td><img src="image5.png" alt="Image 5" /></td>
<td><img src="image5.png" alt="Image 5" /></td>
</tr>
</tbody>
</table>
Table 1 shows the results of segmented images. The process of segmentation starts with initial contour and will iterate until the black region is fully segmented. The successful results are shown under segmented images and it is clearly seen that this method is able to segment the images when the region of interest is close to each other. The results for iteration and CPU time are recorded in Table 2. It was observed that the iteration took less than 10 seconds for each image to finish the segmentation process. It is a good sign since this method can abbreviate computation time.

<table>
<thead>
<tr>
<th>Image</th>
<th>Number of Iteration</th>
<th>CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td>40</td>
<td>1.431318</td>
</tr>
<tr>
<td>Image 2</td>
<td>40</td>
<td>1.300227</td>
</tr>
<tr>
<td>Image 3</td>
<td>100</td>
<td>3.315977</td>
</tr>
<tr>
<td>Image 4</td>
<td>140</td>
<td>8.279270</td>
</tr>
<tr>
<td>Image 5</td>
<td>140</td>
<td>3.961400</td>
</tr>
</tbody>
</table>

### CONCLUSIONS

In this paper, we have presented the application of active contours driven by local Gaussian distribution fitting energy to the CT images. Based on the results given in the previous section, the method proposed by Wang et al. (2009) was found to have successfully segmented the black region provided that the regions are close to each other (as in Figure 2) and make some changes on several parameters. If the images have more than one black region and are located far from each other (as in Figure 3), this method only could segment certain areas of the CT images. Thus, it is a necessity to make an improvement to the model in order to make it applicable with CT images and will definitely give good results.

*Figure 2. CT images with more than one black region (near to each other)*
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ABSTRACT

One of the ways to calculate dividend for an investment is by using average lowest balance (ALB) concept. The existing calculation of dividend based on ALB concept can only be done yearly. This paper discusses on the development of a general formula to calculate the accumulated amount for any period of time, based on the ALB concept that considers different yearly dividend rates. The patterns for each variable and coefficient for the calculated yearly accumulated amount were analysed. The general forms of each variable and coefficient were then combined to form the general formula for calculating the accumulated amount. Validity of the general formula is confirmed by calculating the percentage errors and proven by using mathematical induction.

Keywords: Investment, average lowest balance, pattern analysing, general formula, accumulated amount

INTRODUCTION

In finance, the three most common formulas used to calculate dividend earned are simple interest, compound interest and annuity formulas. In annuity, equal amount of money is invested at equal interval of time over a certain period, where the rate of dividend is assumed to be the same throughout the period of investment. Annuity uses the concept of compound interest. In this paper, the assumption made is almost the same as in annuity, that is equal amount of money is invested at an equal interval of time. However, the yearly dividend rates are assumed to be different and the dividend calculated is based on the ALB concept.

In Malaysia, among the investment plans that use the ALB concept in calculating dividends are Tabung Haji (TH), Amanah...
Saham Bumiputera (ASB) and Skim Simpanan Pendidikan Negara (SSPN-i) (Azlan, 2012; Zaaba, 2010). The current practice of finding the accumulated amount based on ALB concept is by adding up the lowest balance of each month in a year to obtain the average balance for the year. Then, the average balance will be used to find the dividend earned by using the simple interest formula. The accumulated amount obtained for the first year will be carried forward to the next year. The same calculation will be done for the second year, third year and so on. Thus, investment plans based on ALB cannot use annuity formula to find the accumulated amount. As of now, there is no general formula to calculate the accumulated amount over a period of time based on the ALB concept. This paper discusses the development of the general formula for calculating the accumulated amount based on ALB by observing the pattern of yearly dividend and accumulated amount earned.

Many researchers have developed mathematical models to solve problems in various fields such as in genetic study (Diehl & Görg, 2003), growing of cells (Finegood et al., 1995) and describing a real phenomenon (Nei & Li, 1979). While some other researchers from different fields such as music (Jones, 1987; Liu et al., 1999; Conklin, 2002; Meredith et al., 2002; Lu et al., 2004) and image processing (Jamil et al., 2004; Jamil & Bakar, 2006) analysed patterns to solve their problems. There are also some social studies done on investment of Tabung Haji (TH), Amanah Saham Bumiputera (ASB) and Skim Simpanan Pendidikan Negara (SSPN-i) (Zin, 1999; Ishak, 2011; Yusuf, 2011; Yahaya et al., 2009; Haron et al., 2013; Zainal et al., 2009; Hamzah et al., 2011; Musa et al., 2011). In this paper, a mathematical model is developed to solve a problem in the finance field. The method used is developing the model by analysing patterns.

In this study, the general formula is developed based on the existing calculations for calculating yearly accumulated amount. The calculation of dividend earned for the \(i\)th year, \(D_i\), is as follows:

\[
D_i = P_i r_i t_i, \tag{1}
\]

where \(P_i\) is the average lowest balance of each month in \(i\)th year, \(r_i\) is the dividend rate for the \(i\)th year, and \(t_i\) is the term (in year). The term \(P_i\) can be obtained by using (2):

\[
P_i = \sum_{n=1}^{12} \frac{P_n}{12}, \tag{2}
\]

where \(P_n\) is the monthly lowest balance in a year. After all the values of \(D_i\) have been calculated, the accumulated amount for \(m\)th year, \(S_m\), can then be obtained using (3), as follows.

\[
S_m = \sum_{i=1}^{m} D_i + 12Bm, \tag{3}
\]

where \(D_i\) is the dividend earned until the \(m\)th year, \(B\) is the monthly savings amount and \(m\) is the number of years.
The frequency of depositing money into the account, $f$, is assumed to be of monthly basis or equivalent to 12. Based on Azlan (2012), Zaaba (2010), and Diehl and Görg (2003), the equations for calculating yearly accumulated amount are as follows:

\[ S_1 = B(12 + 6.5r_1) \]  \hfill (4)

\[ S_2 = B(24 + 18.5r_2 + 6.5r_1(1 + r_2)) \]  \hfill (5)

\[ S_3 = B(36 + 30.5r_3 + 18.5r_2(1 + r_3) + 6.5r_1(1 + r_2)(1 + r_3)) \]  \hfill (6)

\[ S_4 = B(48 + 42.5r_4 + 30.5r_3(1 + r_4) + 18.5r_2(1 + r_3)(1 + r_4) + 6.5r_1(1 + r_2)(1 + r_3)(1 + r_4)) \]  \hfill (7)

Equations (4), (5), (6) and (7) are used as references in order to develop the general formula.

**DEVELOPING THE GENERAL FORMULA**

**The General Form of the Variables**

The development of the general formula begins with analysing the pattern of the variables. The variables for the second term until the last term of each equation (4), (5), (6) and (7) are put in a triangular coefficient, as shown in Figure 1.

![Figure 1. Triangular variable](image)

The patterns of the variable for the second and the third terms are obvious, as shown by the red and blue arrows, respectively. Tables 1 and 2 show a summary of variables for the second and the third terms.

**Table 1**

*A summary of the variables for the second term*

<table>
<thead>
<tr>
<th>Number of Year(s), $m$</th>
<th>$S_m$</th>
<th>Variable for Second Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$S_1$</td>
<td>$r_1$</td>
</tr>
<tr>
<td>2</td>
<td>$S_2$</td>
<td>$r_2$</td>
</tr>
<tr>
<td>3</td>
<td>$S_3$</td>
<td>$r_3$</td>
</tr>
<tr>
<td>4</td>
<td>$S_4$</td>
<td>$r_4$</td>
</tr>
</tbody>
</table>
From Tables 1 and 2, the general form for the variable of the second term is $r_m$, where $m = 1, 2, 3, ...$

while the general form for the variable of the third term is $r_{m-1}(1 + r_m)$ where $m = 2, 3, 4, ...$

Rearranging equation (7) is done to obtain the general formula for the variable of the fourth term and above.

\[
S_4 = B(48 + 42.5r_4 + 30.5r_3(1 + r_4) + 6.5r_1(1 + r_2)(1 + r_3)(1 + r_4) + 18.5r_2(1 + r_3)(1 + r_4) + 18.5r_3(1 + r_4)) \quad (8)
\]

Equation (8) can be visualised as in Figure 2.

Figure 2 explains the formation of general formula for variables of the fourth term and above. Even though the equation for calculating the accumulated amount has more than five terms, it was found that the pattern of summation was still the same as in Figure 2. Hence, the general formula for the variables of the fourth term and above is;

\[
\sum_{k=2}^{m-4} \left( r_{k-1} \prod_{w=k}^{m} (1 + r_w) \right) \quad \text{where} \quad m = 3, 4, 5, ...
\]
The General Formula for the Coefficients

The coefficients in equations (4), (5), (6) and (7) are arranged and can be visualised as follows:

![Figure 3: Triangular Coefficient](image)

In Figure 3, the value of the coefficient at the vertex is 6.5. This coefficient can be calculated based on the formula of average lowest balance for the first year, which is:

$$P_1 = \frac{a^2 \sum_{y=1}^{f} y_n - 12(a - 1)}{12},$$

where $P_1$ is the average lowest balance for the first year, $f$ is the frequency of depositing money into the account and $a = \frac{12}{f}$. In the example, $f$ is 12 and thus, $a=1$. Equation (9) is only suitable for $f$ equals to 1, 2, 3, 4, 6 and 12 only. Next, the general formula for $A_m$ is developed (refer to Table 3).

Table 3
Summary of variables for the third term

<table>
<thead>
<tr>
<th>Number of Year(s), $m$</th>
<th>$S_m$</th>
<th>Coefficient for Second Term</th>
<th>General Form of Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$S_1$</td>
<td>6.5</td>
<td>$P_1 + 12(m-1)$</td>
</tr>
<tr>
<td>2</td>
<td>$S_2$</td>
<td>18.5</td>
<td>$P_1 + 12(m-1)$</td>
</tr>
<tr>
<td>3</td>
<td>$S_3$</td>
<td>30.5</td>
<td>$P_1 + 12(m-1)$</td>
</tr>
<tr>
<td>4</td>
<td>$S_4$</td>
<td>42.5</td>
<td>$P_1 + 12(m-1)$</td>
</tr>
</tbody>
</table>

It can be seen that the coefficient for the second term is the addition of $P_1$ and $12(m-1)$. This is shown in Figure 3, whereby the first coefficient of the following row is obtained by adding 12 to the coefficient of the previous row. Hence, the general formula for $A_m$ is:

$$A_m = \frac{a^2 \sum_{y=1}^{f} y - 12(a - 1)}{12} + 12(m - 1),$$

(10)
As with $A_m$, the value of $P_1$ is still maintained, but it must be added with $12(m-2)$. Hence, the general formula for $C_m$ is as follows:

$$C_m = \frac{\left(\frac{a^2 \sum_{y=1}^{f} y}{12}\right) - 12(a-1)}{12} + 12(m-2), \quad (11)$$

Previously, to form the general formula for the variables of the fourth term and above, the summation symbol was used. Since the coefficient of the fourth term and above must be added, the general form of these terms must be placed inside the summation, too. Hence, the general form of the fourth term and above must be written in terms of the variable $k$ and not in terms of variable $m$. In the general formula of the variables for the fourth term and above, the index of summation started from $k=2$ until $k=m-1$. By relating the index $k$ with the coefficient for the fourth and the fifth terms, the general form for the coefficients are summarised in Table 4.

**Table 4**

<table>
<thead>
<tr>
<th>Sm</th>
<th>Value of k</th>
<th>Coefficient for Fourth Term</th>
<th>Coefficient for Fifth Term</th>
<th>General Form of Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_3$</td>
<td>6.5</td>
<td>$P_1$ + $12(k-2)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_4$</td>
<td>6.5</td>
<td>$P_1$ + $12(k-2)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>18.5</td>
<td></td>
<td>$P_1$ + $12(k-2)$</td>
<td></td>
</tr>
</tbody>
</table>

Hence, from Table 4, the general form for the coefficients of the fourth terms and above is $P_1 + 12(k-2)$ and it is written as follows:

$$D_k = \frac{\left(\frac{a^2 \sum_{y=1}^{f} y}{12}\right) - 12(a-1)}{12} + 12(k-2), \quad (12)$$

**Combining the General Formulas for Variables and Coefficients**

The general formula for the first term, second term and the consecutive terms, as well as the coefficients for the terms can be combined to produce a general formula to calculate the accumulated amount. The general formula is as follows:

$$S_m = \begin{cases} 
B(12m + A_m r_m) \\
B(12m + A_m r_m + C_m r_{m-1} (1 + r_m)) \\
\left[ \frac{12m + A_m r_m + C_m r_{m-1} (1 + r_m)}{B} \right] \left\{ \sum_{k=2}^{m-1} \left( D_k r_{k-1} \prod_{w=k}^{m} (1 + r_w) \right) \right\} 
\end{cases} \quad (13)$$
Where,

\[ A_m = \frac{\left( a^2 \sum_{y=1}^{r} y \right)^{-12(a-1)}}{12} + 12(m-1) \]

\[ C_m = \frac{\left( a^2 \sum_{y=1}^{r} y \right)^{-12(a-1)}}{12} + 12(m-2) \]

\[ D_k = \frac{\left( a^2 \sum_{y=1}^{r} y \right)^{-12(a-1)}}{12} + 12(k-2) \]

Hence, the general formula for calculating the accumulated amount of money based on average monthly lowest balance that considers different yearly dividend rates has been obtained. Nonetheless, there are a few limitations to this formula. First, a person must practise discipline savings. Discipline saving refers to depositing the same amount of money at regular interval of time. In this study, a person may choose either to deposit money into the account every month, every two months, every three months, every four months, every six months or every twelve months. The frequency of depositing money into the account must be the same throughout the savings period amount. It is also assumed that no withdrawal is made during the savings period.

RESULTS AND DISCUSSION

The accuracy and reliability of the developed general formula is tested using percentage errors and mathematical induction.

Percentage Errors

The accumulated amount was calculated by using the general formulas that have been developed by using MAPLE. The results of calculations from MAPLE were then compared with the yearly calculations done using Microsoft Office Excel by finding the percentage error. The percentage errors were calculated for all the frequencies of depositing money into the account that was being considered in this study. Table 5 shows the percentage errors calculated in which the frequency is 12 (i.e., monthly deposits).
From Table 5, most of the percentage errors are 0%. The largest error is $1.7 \times 10^{-6} \%$, which is equivalent to 0.0000017% and it is considered to be a very small error that might be due to rounding off. Hence, the developed general formula can be considered as accurate and reliable.

**Mathematical induction**

According to Solow (2005), mathematical induction must be considered when a statement has the form “for every integer $m \geq 1$, something happens” The “something happens” is some statement $P(m)$, whereby it depends on the integer, $m$. Solow (2005) also mentioned that there are two words related to induction, which are, “integer” and also “$\geq 1$”. Based on these statements, this study chose to prove the developed general formula by using the mathematical induction. Generally, there are two steps in induction, which are to verify that $P(1)$ is true and prove that $P(i+1)$ is true, assuming that $P(i)$ is true. Proving of the general formula (14) by using the mathematical induction is explained below:

For every integer $m \geq 3$,

$$ S_m = B \left( 12m + A_m r_m + C_m r_{m-1}(1+r_m) + \sum_{k=2}^{m-1} D_k r_{k-1} \prod_{w=k}^{m} (1+r_w) \right) $$

where

$$ A_m = \frac{\left( a^2 \sum_{y=1}^{f} y \right)}{12} - 12(a-1) + 12(m-1) = P_i + 12(m-1) $$
The analysis of the proof is discussed below. Let assume that the statement is written as follows:

\[ P(m): \quad S_m = B(12m + A_m r_m + C_m r_{m-1} (1 + r_m) + \sum_{k=2}^{m-1} (D_k r_{k-1} \prod_{w=k}^{m} (1 + r_w))) \]

where

\[ A_m = P_1 + 12(m - 1) \]
\[ C_m = P_1 + 12(m - 2) \]
\[ D_k = P_1 + 12(k - 2) \]

The induction steps are as follows:

**Step 1:** Verify that \( P(3) \) is true.

In this part, monthly deposits case was considered. Hence, \( f = 12 \) and so \( a = 1 \). All the values of \( m \) are replaced with 3. Therefore, by substituting these values into \( P(m) \), \( P(3) \) is obtained as follows:

\[ P(3): S_3 = B(36 + 30.5r_3 + 18.5r_2 (1 + r_3) + 6.5r_1 (1 + r_2)(1 + r_3)) \]

Hence, the statement is clearly true for \( m = 3 \).

**Step 2:** Assume \( P(i) \) is true. By substituting \( m \) with \( i \), \( P(i) \) is as follows:

\[ P(i): \quad S_i = B\left(12i + A_i r_i + C_i r_{i-1} (1 + r_i) + \sum_{k=2}^{i-1} (D_k r_{k-1} \prod_{w=k}^{i} (1 + r_w))\right) \]

where

\[ A_i = P_1 + 12(i - 1) \]
\[ C_i = P_1 + 12(i - 2) \]
\[ D_k = P_1 + 12(k - 2) \]
Step 3: Show $P(i+1)$ is true. Then, $P(i+1)$ that needs to be obtained is as follows:

$$P(i+1): \quad S_{i+1} = B \left( 12(i+1) + A_{i+1} r_{i+1} + C_{i+1} r_i (1+r_{i+1}) + \sum_{k=2}^{i+1} \left( D_k r_{k-1} \prod_{w=k}^{i+1} (1 + r_w) \right) \right) \quad (15)$$

where

$$A_{i+1} = P_i + 12i$$

$$C_{i+1} = P_i + 12(i-1)$$

$$D_k = P_i + 12(k-2)$$

In order to show that $P(i+1)$ is true, the left hand side (LHS) of (15) can be written as follows:

$$P(i+1): \quad S_{i+1} = S_i + [(S_i + BP_i) r_{i+1}] + 12B \quad (16)$$

The accumulated amount until the $i^{th}$ year is added with the dividend $i+1^{th}$ of the year and the total monthly savings for the $i+1^{th}$ year. The right hand side (RHS) of (16) is expanded and hence, $P(i+1)$ can be obtained as follows:

$$P(i+1): \quad S_{i+1} = S_i + [(S_i + BP_i) r_{i+1}] + 12B$$

$$= B \left[ 12i + A_i r_i + C_i r_i-1 (1+r_i) + \sum_{k=2}^{i+1} \left( D_k r_{k-1} \prod_{w=k}^{i+1} (1 + r_w) \right) \right] + \left[ B \left( \sum_{k=2}^{i+1} \left( D_k r_{k-1} \prod_{w=k}^{i+1} (1 + r_w) \right) \right) \right] + BP_i \left( r_{i+1} + 12B \right)$$

$$= B \left[ 12i + A_i r_i + C_i r_i-1 (1+r_i) + \sum_{k=2}^{i+1} \left( D_k r_{k-1} \prod_{w=k}^{i+1} (1 + r_w) \right) \right] + 12r_{i+1} + A_i r_i r_{i+1} + C_i r_i-1 r_{i+1} (1+r_i)$$

$$= B \left[ 12(i+1) + (12i + P_i) r_{i+1} + A_i r_i (1+r_{i+1}) + C_i r_i-1 (1+r_i)(1+r_{i+1}) \right] + \left( \sum_{k=2}^{i+1} \left( D_k r_{k-1} \prod_{w=k}^{i+1} (1 + r_w) \right) \right) (1 + r_{i+1})$$

$$= B \left[ 12(i+1) + (12i + 1) r_{i+1} + (1 + 12(i-1)) r_i (1+r_{i+1}) + (1 + 12(i-2)) r_i-1 (1+r_{i+1}) \right]$$

$$= B \left[ 12(i+1) + A_{i+1} r_{i+1} + C_{i+1} r_i (1+r_{i+1}) + D_{i+1} r_{i-1} (1+r_i)(1+r_{i+1}) + \sum_{k=2}^{i+1} \left( D_k r_{k-1} \prod_{w=k}^{i+1} (1 + r_w) \right) (1 + r_{i+1}) \right]$$

$$= B \left[ 12(i+1) + A_{i+1} r_{i+1} + C_{i+1} r_i (1+r_{i+1}) + \sum_{k=2}^{i+1} \left( D_k r_{k-1} \prod_{w=k}^{i+1} (1 + r_w) \right) \right]$$
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Therefore, equation (16) is equal to the right hand side of (15). Thus, the statement is true for \( i+1 \) and hence, it is true for all positive integers \( m \). Therefore, the proof is complete.

**CONCLUSION**

The general formula for calculating the accumulated amount of money based on average monthly lowest balance at any period of time with different yearly dividend rates has been developed. Nonetheless, the general formula can only be used to calculate the accumulated amount of money if a person deposits the same amount of money into the account every month, every two months, every three months, every four months, every six months or every twelve months only.

The formula has been tested by using the MAPLE software. The accumulated amounts obtained from the calculations done using the MAPLE software were then compared with the accumulated amounts calculated using the existing formula. Comparisons were made by looking at the percentage error and the result shows that most of the percentage errors are 0%. Therefore, it can be concluded that the developed general formula gives accurate accumulated amount. Then, the general formula was proven by using mathematical induction. This formula can be used as an alternative general formula for calculating the accumulated amount as it is simple and easy to use. Finally, this is beneficial to the financial institutions that choose to adopt this concept of calculating dividends.

**REFERENCES**


Feature Selection Methods: Case of Filter and Wrapper Approaches for Maximising Classification Accuracy

Yap Bee Wah\textsuperscript{1*}, Nurain Ibrahim\textsuperscript{1}, Hamzah Abdul Hamid\textsuperscript{1,2}, Shuzlina Abdul-Rahman\textsuperscript{3} and Simon Fong\textsuperscript{4}

\textsuperscript{1}Advanced Analytics Engineering Centre, Faculty of Computer and Mathematical Sciences, Universiti Teknologi MARA, 40450 UiTM, Shah Alam, Selangor, Malaysia
\textsuperscript{2}Institute of Engineering Mathematics, Universiti Malaysia Perlis, Kampus Pauh Putra, 02600 UMP, Arau, Perlis, Malaysia
\textsuperscript{3}Centre of Information Systems Studies, Faculty of Computer and Mathematical Sciences, Universiti Teknologi MARA, 40450 UiTM, Shah Alam, Selangor, Malaysia
\textsuperscript{4}Faculty of Science and Technology, University of Macau, Avenida da Universidade, Taipa, Macau, China

ABSTRACT

Feature selection has been widely applied in many areas such as classification of spam emails, cancer cells, fraudulent claims, credit risk, text categorisation and DNA microarray analysis. Classification involves building predictive models to predict the target variable based on several input variables (features). This study compares filter and wrapper feature selection methods to maximise the classifier accuracy. The logistic regression was used as a classifier while the performance of the feature selection methods was based on the classification accuracy, Akaike information criteria (AIC), Bayesian information criteria (BIC), Area Under Receiver operator curve (AUC), as well as sensitivity and specificity of the classifier. The simulation study involves generating data for continuous features and one binary dependent variable for different sample sizes. The filter methods used are correlation based feature selection and information gain, while the wrapper methods are sequential forward and sequential backward elimination. The simulation was carried out using R, an open-source programming language. Simulation results showed that the wrapper method (sequential forward selection and sequential backward elimination) methods were better than the filter method in selecting the correct features.

Keywords: Feature selection methods, filter method, logistic regression, simulation, wrapper method

INTRODUCTION

Classification is one of the most important tasks in many diverse areas such as business, finance, marketing, engineering, medicine,
bio-informatics, and bio-medical engineering. Classification techniques are used to assign subjects to a specific class of a target variable. In classification problems, predictive models are developed to predict the target variable based on several input variables (features). Features, which are also referred to as attributes, are independent variables. Classification problems, such as classification of cancer tumour, images, handwriting, or spam emails, usually involve many features. Therefore, there is continuing research on finding an efficient method to select relevant features with minimal information loss. Classification of data often contains redundant, irrelevant, useless and misleading features. Hence, feature selection plays an important role in solving classification problems (Jirapech-Umpai & Aitken, 2005; Gheyas & Smith, 2010; Yongjun, Minghao, Kiejung, & Keun, 2012; Zhongyi, Yukun, Tao, & Raymond, 2015).

A complex classification problem involves a large number of features. The classifier will take a longer time to classify the observations when the number of features is very large. Several feature selection methods have been developed to solve classification problems. Feature selection methods deal with dimensionality reduction of a large number of features due to irrelevant and redundant features that may negatively affect the accuracy of classification. The main aim of feature selection is to minimise the dimensionality of the features, maximise the accuracy of classification and prevent overfitting.

Most studies have compared feature selection methods using several datasets. This study compares the selected features using a filter and wrapper methods via a simulation study. The selected filter methods are information gain and correlation based feature selection, while the wrapper methods are sequential forward selection and sequential backward elimination. The simulation procedure was carried out using R-an open source programming language. The feature selection methods were then applied to three datasets obtained from the UCI Machine Learning Laboratory.

In Section 2, we discussed some reviews on feature selection methods. The simulation procedure is given in Section 3. The results are presented in Section 4 and Section 5 concludes the paper.

FEATURE SELECTION METHODS

The feature selection methods have a lot of advantages such as reducing the cost of acquiring data and probably making the classification models much easier to understand (Cantú-Paz, 2004). In general, the feature selection methods can be categorised into the filter, wrapper and embedded methods (Ladha & Deepa, 2011; Naqvi, 2012). The advantages and disadvantages of filter, wrapper and embedded methods have been summarised by Ladha and Deepa (2011), Saeys, Inza, and Larrañaga (2007), Bolón-Canedo, Sánchez-Marono, and Alonso-Betanzos (2013), and Bolón-Canedo, Sánchez-Marono, Alonso-Betanzos, Benítez, and Herrera (2014). Generally, the filter methods are faster and independent of the classifier. Meanwhile, the wrapper and embedded methods are classifier dependent, which means they interact with the classifier. The wrapper methods are simple methods but there may have a risk of overfitting the model. Some examples of the filter methods are chi-square, information gain, correlation based feature selection and relief. The wrapper methods apply searching techniques such as the sequential forward selection, sequential backward elimination, and plus-1-take-away-r with a classifier.

The Filter Methods

The filter methods assess the relevance of features by using a ranking procedure that consequently removes low-scoring features. The filter methods are found to be fast, scalable, computationally simple and independent of the classifier. The methods are divided into two categories: the univariate filter method and multivariate filter method. The univariate methods evaluate the features independently, thereby ignoring feature dependencies and leading to poor feature subsets (Yongjun, Minghao, Kiejung, & Keun, 2012; Yusta, 2009). Unlike the univariate methods that ignore feature dependencies and interaction with the classification algorithm, the multivariate methods consider these two factors to a certain degree (Saeys, Inza, & Larrañaga, 2007). The first two methods that will be explained in the subsequent section fall into the multivariate category, while the last two methods fall into the univariate category.

- **Correlation based Feature Selection** - Correlation based feature selection deals with the features that have redundancy among the features. Correlation based feature selection finds features that are highly correlated with the target variable, but have low inter-correlation between the features by using the correlation coefficient (Yongjun, Minghao, Kiejung, & Keun, 2012; Hall, 1999). For correlation based feature selection, the correlation of each pair of features will be calculated. The highest correlation coefficient value will be the first feature to be selected. The equation of correlation based feature selection is (Huiqing, Jinyan, & Limsoon, 2002):

\[
M_s = \frac{k \bar{r}_{cf}}{\sqrt{k + k(k - 1) \bar{r}_{ff}}}
\]

where, \(M_s\) is the heuristic merit of a feature subset containing \(k\) features, \(\bar{r}_{cf}\) is the average of the correlation between the features and the target variable, and \(\bar{r}_{ff}\) is the average inter-correlation between the features.

- **Fast Correlation-based Filter** - Fast correlation-based filter (FCBF) starts with a full set of features. Fast correlation-based filter uses symmetrical uncertainty to calculate the dependency of features and removes redundant features by using the backward selection method (Zeng, Li, & Chen, 2010). This method has inside stopping criterion to stop it from eliminating the features. Fast correlation-based filter is faster than other feature selection methods. Lei and Huan (2004) provided the algorithm for FCBF method.
• **Information Gain** - A measure based on the information theory of entropy. Entropy is a measure of disorderliness or noisiness. Information gain measures the reduction in entropy before and after including the features (Uğuz, 2012; Lei & Huan, 2004). A feature with a high information gain value should be preferred over other features. Information gain does not remove redundant features. The information gain about X provided by Y is calculated as follows:

\[
IG(X|Y) = H(X) - H(X|Y)
\]  

Where,

\[
H(X) = -\sum_{i=1}^{k} P(x_i) \log_2 P(x_i)
\]  

is the entropy of the variable X, and

\[
H(X|Y) = -\sum_{i=1}^{k} \sum_{j=1}^{k} P(x_i|y_j) \log_2 (P(x_i|y_j))
\]

is the entropy of X after observing another variable Y. Continuous features need to be discretised when using entropy (Liu, Hussain, Tan, & Dash, 2002).

Each feature will be ranked based on their respective information gain value. Basically, the higher the value, the more informative the feature is.

• **Chi-squared Statistics** – The chi-squared statistics method evaluates association of two categorical variables. Thus, numeric variables need to be discretised into several intervals. The Chi-square statistic is obtained as follows (Huiqing, Jinyan, & Limsoon, 2002):

\[
\chi^2 = \sum_{i=1}^{m} \sum_{j=1}^{k} \left( \frac{A_{ij} - E_{ij}}{E_{ij}} \right)^2
\]

where \( m \) is the number of intervals, \( k \) is the number of classes, \( A_{ij} \) is the number of samples in the \( i^{th} \) interval \( j^{th} \) class, \( R_i \) is the number of samples in the \( i^{th} \) interval, \( C_j \) is the number of samples in the \( j^{th} \) class, \( N \) is the total number of samples, and is the expected frequency of \( A_{ij} \left( E_{ij} = R_i * C_j / N \right) \).

Basically, the larger the calculated chi-squared value, the more important the feature is.

**The Wrapper Methods**

The wrapper methods function almost similar to the filter methods except that they make use of a predefined classification algorithm instead of an independent measure for the subset evaluation. The wrapper methods give a better result compared to the filter methods, but they tend to be more computationally expensive when the number of features becomes very large (Yongjun,
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Minghao, Kiejung, & Keun, 2012; Kohavi & John, 1997; Inza, Sierra, Blanco, & Larrañaga, 2002). The first two searching techniques in the wrapper methods described in the subsequent section are the two most common greedy methods frequently employed for feature selection.

- **Sequential Forward Selection** - Sequential forward selection (SFS) starts from the empty set. It performs best when only a small number of features are involved. Nonetheless, the main disadvantage of sequential forward selection is that it is unable to remove features that become insignificant after the addition of other features.

- **Sequential Backward Elimination** - Sequential Backward Elimination (SBE), which is also known as Sequential Backward Selection (SBS), works in the opposite direction of sequential forward selection. Basically, sequential backward elimination starts with a full set of features. Sequential backward elimination works best with a large number of features in the dataset (Ladha & Deepa, 2011).

- **Plus-l-take-away-r** - This method attempts to overcome the nesting effect. In the case of SFS, the nesting effect is a situation whereby once the selected features are selected, they cannot be removed and similar to SBE, once the selected features are removed, they cannot be re-selected. This method allows SFS to use l times forward and then r back-tracking steps of SBS. The challenge with the “plus-l-take-away-r” method is predicting the best (l, r) values to obtain good results with moderate computation (Unler & Murat, 2010).

- **Sequential Floating Forward and Backward Selection (SFFS and SFBS)** - These two methods were introduced by Pudil, Novovičová and Kittler (1994). Backtracking is controlled without any parameter setting. These methods allow a more flexible method since the number of forward and backtracking steps is not predetermined, but instead, it is dynamically changed (Shuzlina, 2012). The SFFS and SFBS are probably the most effective FS methods (as cited in Yusta, 2009). These floating methods allow dynamic addition and deletion of the feature subsets until a suitable number of feature subsets are obtained. The benefit offered by the floating method over the plus-l-take-away-r is its ability to sweep through feature subsets to obtain good results.

**SIMULATION PROCEDURES**

In this simulation study, data X were simulated and assigned to group 1 or 0 using the following logistic regression model:

\[
P(Y = 1) = \frac{1}{1 + e^{-z}}
\]

where \( z = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_k X_k \) and \( k \) is the number of features. For \( k=10 \), we set 6 significant features, while for \( k=50 \) we set 20 significant features. The predictors (or features) were set as significant features with odds-ratio greater than 1. For example, the odds-ratios for \( X_5 \) and \( X_8 \) are significant features with \( \exp(0.4)=1.087 \) and \( \exp(0.5)=1.359 \), respectively.
An odds-ratio close to 1 indicates the feature is not significantly related to Y. Data for the logistic regression model were generated using the same technique used by Hosmer and Hjort (2002). The simulation procedure for k=10 is as follows:

1. Generate continuous random features from X1, X2 … to X10 from a standard normal distribution.
2. Calculate \( z = (0.7 + 0.0000001 \times x_1 + 0.0000001 \times x_2 + 0.0000001 \times x_3 + 0.0000001 \times x_4 + 0.4 \times x_5 + 0.4 \times x_6 + 0.4 \times x_7 + 0.5 \times x_8 + 0.5 \times x_9 + 0.5 \times x_{10}) \) and \( \pi(x) = \frac{1}{1 + e^{-z}} \).
3. Generate the data u from a uniform distribution, U(0,1).
4. Generate outcomes for binary logistic regression by using the rule \( y=1 \) if \( \mu \leq \pi(x) \) and \( y=0 \) otherwise.
5. Apply the feature selection method FSM(j).
6. Count the number of correctly selected features. Repeat 1-6, 1000 times, and obtain an average percentage of the correct features selected.

RESULTS

Results obtained from the simulation study and real datasets are discussed in this section.

Simulation Results

Based on the simulation results in Table 1 and Table 2, the percentages of correctly selected features increase as the sample size increases. The wrapper methods perform better than the filter methods when the model contains 10 features. Meanwhile, the information gain method did not perform well compared to the correlation-based and wrapper methods.

Table 1

<table>
<thead>
<tr>
<th>Feature Selection Methods</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>Correlation-based feature selection</td>
<td>74.4%</td>
</tr>
<tr>
<td>Information Gain</td>
<td>33.3%</td>
</tr>
<tr>
<td>Sequential Forward Selection</td>
<td>80.3%</td>
</tr>
<tr>
<td>Sequential Backward Elimination</td>
<td>80.5%</td>
</tr>
</tbody>
</table>
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Table 2

<table>
<thead>
<tr>
<th>Feature Selection Methods</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation-based feature selection (x1*, x2*, x3*, x4, x5, x6, x7, x8)</td>
<td>63.2%</td>
<td>80.5%</td>
<td>88.4%</td>
<td>94.7%</td>
<td>98.7%</td>
</tr>
<tr>
<td>Information Gain (3 features: x1*, x2*, x6*)</td>
<td>0.4%</td>
<td>0.3%</td>
<td>0.4%</td>
<td>0.7%</td>
<td>4.2%</td>
</tr>
<tr>
<td>Sequential Forward Selection (2 features: x2*, x6*)</td>
<td>58.5%</td>
<td>74.9%</td>
<td>84.4%</td>
<td>93.2%</td>
<td>99.2%</td>
</tr>
<tr>
<td>Sequential Backward Elimination (6 features: x1*, x2*, x3*, x6, x7, x8)</td>
<td>57.0%</td>
<td>75.0%</td>
<td>84.4%</td>
<td>93.2%</td>
<td>99.2%</td>
</tr>
</tbody>
</table>
| *Significant feature

Source: https://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes

Application to real datasets

Next, the feature selection methods were applied to three real datasets. The datasets used were Pima Indians Diabetes, Breast Cancer Wisconsin and Spambase obtained from UCI Machine Learning Repository. The sample size for the Pima Indians Diabetes is 768 with eight continuous features. Outcome variable is a binary variable which is denoted as 1 if a patient is tested positive and 0 if it is negative for diabetes. Table 3 summarises the results for the Pima Indians Diabetes dataset.

Table 3

<table>
<thead>
<tr>
<th>Method/ Performance</th>
<th>AIC</th>
<th>BIC</th>
<th>AUC</th>
<th>ACC</th>
<th>SEN</th>
<th>SPEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>No feature selection</td>
<td>741.45</td>
<td>783.24</td>
<td>0.8394</td>
<td>78.2%</td>
<td>58%</td>
<td>89%</td>
</tr>
<tr>
<td>Correlation-based feature selection (3 features: x1*, x2*, x6*)</td>
<td>752.12</td>
<td>770.70</td>
<td>0.826</td>
<td>76.69%</td>
<td>57%</td>
<td>87%</td>
</tr>
<tr>
<td>Information Gain (2 features: x2*, x6*)</td>
<td>777.4</td>
<td>791.33</td>
<td>0.8109</td>
<td>76.43%</td>
<td>53%</td>
<td>89%</td>
</tr>
<tr>
<td>Sequential Forward Selection (6 features: x2*, x6*, x1*, x7*, x3*, x8)</td>
<td>739.46</td>
<td>771.97</td>
<td>0.8348</td>
<td>77.34%</td>
<td>58%</td>
<td>88%</td>
</tr>
<tr>
<td>Sequential Backward Elimination (6 features: x1*, x2*, x3*, x6*, x7*, x8)</td>
<td>739.46</td>
<td>771.97</td>
<td>0.8384</td>
<td>77.34%</td>
<td>58%</td>
<td>88%</td>
</tr>
</tbody>
</table>
| *Significant feature

Source: https://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes

Based on the results in Table 3, the filter methods selected have fewer significant features compared to the wrapper methods. The correlation based feature selection selected three features (x1, x2, x6), while information gain selected only two features (x2, x6). Meanwhile, both the sequential forward selection and sequential backward elimination selected six significant features. The logistic regression has higher accuracy, sensitivity and specificity with the eight features selected by the wrapper methods.
The sample size for the Breast Cancer Wisconsin Dataset is 669 with nine continuous features. The outcome variable is a binary variable, which is denoted as 1 if the tumour is malignant and 0 if benign. Results for the Breast Cancer Wisconsin Dataset are shown in Table 4. The correlation-based feature selection only selects one variable (x9), while the information gain selected two features (x2 and x7). Meanwhile, both the sequential forward selection and sequential backward elimination selected the first eight features. These results show that wrapper methods, using the sequential forward selection and sequential backward elimination, managed to select more significant features compared to the filter methods. The application to two real datasets confirms the simulation result indicating that the wrapper methods are better than the filter selection methods. The logistic regression has lower accuracy, sensitivity and specificity, with the single feature selected by the correlation based method.

Table 4
Breast cancer Wisconsin dataset results

<table>
<thead>
<tr>
<th>Method/ Performance</th>
<th>AIC</th>
<th>BIC</th>
<th>AUC</th>
<th>ACC</th>
<th>SEN</th>
<th>SPEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>No feature selection (x1*,x2,x3,x4*,x5,x6*,x7*, x8, x9)</td>
<td>132.18</td>
<td>177.64</td>
<td>0.9959</td>
<td>97.0%</td>
<td>98.0%</td>
<td>95.0%</td>
</tr>
<tr>
<td>Correlation-based feature selection (x9*)</td>
<td>735.08</td>
<td>744.19</td>
<td>0.7101</td>
<td>79.0%</td>
<td>97.0%</td>
<td>44.0%</td>
</tr>
<tr>
<td>Information Gain (x7*, x2*)</td>
<td>232.67</td>
<td>246.32</td>
<td>0.984</td>
<td>93.5%</td>
<td>97.0%</td>
<td>88.0%</td>
</tr>
<tr>
<td>Sequential Forward Selection (x3,x6*,x1*,x8,x7*,x2, x5,x4*)</td>
<td>134.28</td>
<td>175.23</td>
<td>0.9955</td>
<td>97.0%</td>
<td>98.0%</td>
<td>95.0%</td>
</tr>
<tr>
<td>Sequential Backward Elimination (x1*,x2,x3, x4*,x5, x6*,x7*,x8)</td>
<td>134.28</td>
<td>175.23</td>
<td>0.9955</td>
<td>97.0%</td>
<td>98.0%</td>
<td>95.0%</td>
</tr>
</tbody>
</table>

*Significant feature
(Source: https://archive.ics.uci.edu/ml/datasets/Pima+Indians+Diabetes)

The sample size for the Spambase dataset is 4601 with 57 continuous features. Results for the Spambase dataset are shown in Table 5. The outcome is a binary variable which denotes whether the email is considered a spam email (1), or otherwise (0). The result shows that the information gain method selects only two significant features (x52 and x53). Meanwhile, the correlation based method selected sixteen significant features. The sequential backward elimination selected 44 features (3 were not significant, x11, x18 and x22), while the sequential backward elimination selected only ten significant features. The logistic regression performs best with the 44 features selected by the sequential backward elimination with highest accuracy, sensitivity and specificity, lowest AIC and BIC values. This results of this study support the findings by Inza, Larrañaga, Blanco, and Cerrolaza (2002), whereby applications show that the wrapper methods perform better than the filter methods in gene selection in DNA microarray domains.
Feature selection methods depend on types of features. This simulation study with continuous features shows that the wrapper method selected more significant features compared to the filter methods. Nonetheless, the information gain did not perform well for continuous features. The application to three datasets confirms that the wrapper method using sequential backward elimination is the best selection method for data with continuous features. The feature selection methods can be easily applied using R, an open source programming language. The simulation study is being extended to compare the performance of the filter and wrapper methods for categorical type features. Future research can also look into feature selection using random forest (Genuer, Poggi, & Tuleau-Malot, 2010), the multivariate-based feature filter method called the kernel PLS-based filter method (Sun, Peng, & Shakoor, 2014) or the hybrid methods Hsu, Hsieh, & Lu, 2011; Uğuz, 2012; Naqvi, 2012; Shilaskar & Ghatol, 2013).

Table 5
Spambase dataset results

<table>
<thead>
<tr>
<th>Method/ Performance</th>
<th>AIC</th>
<th>BIC</th>
<th>AUC</th>
<th>ACC</th>
<th>SEN</th>
<th>SPEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>No feature selection (x1*, x2*, x5*, x6*, x7*, x8*, x9*, x10*, x12*, x15*, x16*, x17*, x19*, x20*, x21*, x23*, x24*, x25*, x26*, x27*, x28*, x29*, x33*, x35*, x36*, x39*, x41*, x42*, x44*, x45*, x46*, x48*, x49*, x52*, x53*, x54*, x56*, x57*)</td>
<td>1931.8</td>
<td>2304.94</td>
<td>0.98</td>
<td>93.0%</td>
<td>89.0%</td>
<td>96.0%</td>
</tr>
<tr>
<td>Correlation-based feature selection (x3*, x5*, x6*, x7*, x8*, x16*, x17*, x18*, x19*, x20*, x21*, x22*, x23*, x24*, x52*, x53*, x57*)</td>
<td>2893.7</td>
<td>3009.54</td>
<td>0.94</td>
<td>89.0%</td>
<td>79.0%</td>
<td>95.0%</td>
</tr>
<tr>
<td>Information Gain (x52*, x53*)</td>
<td>4472.9</td>
<td>4492.21</td>
<td>0.88</td>
<td>82.0%</td>
<td>61.0%</td>
<td>95.0%</td>
</tr>
<tr>
<td>Sequential Forward Selection (x51*, x36*, x31*, x15*, x13*, x41*, x29*, x14*, x28*, x32*)</td>
<td>5035.3</td>
<td>5106.1</td>
<td>0.8</td>
<td>73.0%</td>
<td>46.0%</td>
<td>91.0%</td>
</tr>
<tr>
<td>Sequential Backward Elimination (x1*, x2*, x3, x4, x5*, x6*, x7*, x8*, x9*, x10*, x11, x12*, x16*, x17*, x18, x19*, x20*, x21*, x22, x23*, x24*, x25*, x26*, x27*, x30, x33*, x34, x35*, x37, x38, x39*, x40, x42*, x43, x44*, x45, x46*, x47, x48*, x49*, x50, x52*, x53*, x54*, x56*, x57*)</td>
<td>1969.8</td>
<td>2272.19</td>
<td>0.98</td>
<td>93.0%</td>
<td>89.0%</td>
<td>96.0%</td>
</tr>
</tbody>
</table>

CONCLUSION

Feature selection methods depend on types of features. This simulation study with continuous features shows that the wrapper method selected more significant features compared to the filter methods. Nonetheless, the information gain did not perform well for continuous features. The application to three datasets confirms that the wrapper method using sequential backward elimination is the best selection method for data with continuous features. The feature selection methods can be easily applied using R, an open source programming language. The simulation study is being extended to compare the performance of the filter and wrapper methods for categorical type features. Future research can also look into feature selection using random forest (Genuer, Poggi, & Tuleau-Malot, 2010), the multivariate-based feature filter method called the kernel PLS-based filter method (Sun, Peng, & Shakoor, 2014) or the hybrid methods Hsu, Hsieh, & Lu, 2011; Uğuz, 2012; Naqvi, 2012; Shilaskar & Ghatol, 2013).
The R-syntax for the simulation study and application of feature selection using R can be obtained from the corresponding author.
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ABSTRACT

This paper is an attempt to perceive and order guns using a two-layer neural system model taking into account a feedforward backpropagation calculation. Numerical properties from the joined pictures were utilised for enhanced gun characterisation execution. Inputs of the system model were 747 pictures blackmailed from the discharging pin impression of five differing guns model, Parabellum Vector SPI 9mm. Components created from the dataset were further grouped into preparation set (523 components), testing set (112 components) and acceptance set (112 components). Under managed learning, exact results exhibited that a two-layer BPNN of 11-11-5 arrangement, with tansig/purelin exchange capacities and a “trainlm” preparing calculation, had productively delivered 87% right aftereffect of grouping. The order result serves to be progressed and contrasted with the previous works. Finally, the joined picture districts can offer some accommodating data on the grouping of gun.

Keywords: Firearm classification, combined images, geometric moments, backpropagation neural network

INTRODUCTION

Acts, discernible as ‘wrongdoing’, have been troubling humanity for quite a while. Wrongdoing insights, including handguns and different guns, have been consistently expanding subsequent to the nineteenth century, i.e. after the great advancement had been seen in weapon innovation and in the huge creation of handguns everywhere throughout the world. In this way, the measures received to substantiate and test into the utilisation of gun in wrongdoing as court proof, or criminological ballistics as its
normal term, are crucial to the measure of moderating the wrongdoing rates. In the legal unit of the Royal Malaysian Police, legal ballistics indicates an extensive investigation of the brunt of shots and the shot qualities where noteworthy confirmation found can issue authoritative verdicts. To include, weaponry, ammo and imprint printing investigation are included in the instrument imprint and gun assessments to confirm the utilisation of specific gun or barrier apparatus in the occasions of wrongdoing. These imprints and physical signs of the qualities on the cartridge packaging head have a considerable part to play as they can indicate to us the part where a shot is activated from (Widrow, Rumelhart, & Lehr, 1994; Smith, Cross & Variyan, 1995). Exceptional imprints will be unmistakably seen on the housings and the projectile undertaking after dispatching a slug. Through and through, more than thirty distinct qualities of these imprints can deliver traceable ballistics fingerprinting which takes after typical human fingerprints (Burrard, 1995). As gun markings, the sort, model, and characteristics of every weapon work well with each other. Along these lines, this legal strategy is major to legitimate confirmation for various gun-related violations to be lessened.

There have been a few programmed ballistics recognisable proof frameworks developed such as IBIS, CONDOR, ALIAS, FIREBALL and EVOFINDER, which encourage specialists in drawing so as to make associations of wrongdoing cases a correlation of each trademark on the projectiles and the cartridge case pictures that have been identified in the present wrongdoing to the prior confirmations recorded in the database (Smith et al., 1995, Smith & Li, 2008; Geradts, Bijhold, Hermson, & Murtagh, 2001). Normally, such errand experience time limitation since it must be contrasted and an effective measure of accessible confirmations in the records beforehand settled, furthermore a considerable amount of guns to be coordinated. An issue frequently happens when the agents judge wrongly through their naked eyes, a rate regularly termed as ‘human mistakes’. It is additionally challenging to these examiners as manual investigation requires fastidious arranging and undisputable ability.

Along these lines, the guns inventoring utilising numerical attributes of the joined shooting pin impression picture in the feedforward backpropagation neural system (BPNN) are the highlight of this study because of the proficiency and adequacy of the counterfeit neural systems (ANNs) in grouping and making arrangements (Widrow et al., 1994). This has been made apparent through the ANNs’ versatility to different trains and tries. The present study is an attempt to identify the gun by taking into account the guided elements of consolidated discharging pin impression pictures using the two-layer feed forward BPNN.

In Section 2, past inquires about that have stayed into gun distinguishing proof have been re-investigated, and segment 3 tests into the information foundation. A succinct portrayal of the neural system approach executed is given in segment 4, while the outcomes, together with compact exchanges on the neural system models that have been adjusted and the different backpropagation preparing calculations, are elaborated in segment 5. Finally, the general finish of the discoveries and some achievable proposals for further work are offered in segment 6.
PAST RESEARCH

Bonfanti and Kinder (1999) called attention to that the beginning of gun fingerprints is perceivable from the time the projectile is dispatched until it hits the objective, where each specific imprint is discovered either at the slug, cartridge packaging or discharging barrel. At that point, it is proposed by Xin et al. (2000) that a recognisable proof technique connected in gun official acknowledgment depends on magazine cases situated at the focal point of the shooting device of the cartridge cases. An intelligent framework and some proper methodologies that enable a prompt identification of the ID rates have been developed. Geradts, Bijhold, Hermesen, and Murtagh (1999, 2001) explained that the terminating pin is intense as it comprises of individual subtle elements for the cases portrayal. Meanwhile, Ghani, Liong, and Jemain (2009a, 2009b and 2010) stated that the vast majority of numerical components extricated from the terminating pin impression picture arrangement are runs of the mill highlights in gun ID. Some momentous essential measurements have effectively been developed to serve as the similar pointers in scientific ballistics examples. Leng and Huang (2012) presented another component termed as circle moment invariants for a more refined and discernable gun characterisation using some circle-brought together pictures.

The neural system used to distinguish guns was initially presented in 1994, where Kou, Tung, and Fu (1994) embraced the Self Organising Feature Map (SOFM) method in gun capabilities. Nonetheless, their work merely re-affirmed what past exploration had made on the subject, and effective occasions have yet to be accounted for. Geradts et al. (1999, 2001) have added to some picture coordinating polar calculations for gun recognisable proof using the shooting pin impression pictures and rupture face marks. Their work sets up that expel impact can be thought about all the more effectively utilising relationship examination. To acquire the most suitable lighting conditions required to elucidate the subject, diminish the blunder and streamline the yield, a handling step was initially forced through the histogram evening out strategy, where it was appeared to give a superior yield with a superior regenerative capacity. Xin, Zhou, and Rong (2000) utilised a combination of technique as a part of an intelligent way to achieve better results using cartridge cases with a groundwork situated at the focal point of the cases. Eventually, fruitful components were created as the work lands at its decision. Later, Kong, Li, and Watson (2003) and Li (2006) utilised neural system that weighs on the SOFM neural system model, where the system is coordinated with a choice making procedure to group guns. Their findings indicated that the hybridised SOFM model has solid execution and quality. With reference to the past works (Kamaruddin, Ghani, Liong & Jemain, 2011), numerical elements of the whole terminating pin impression pictures were utilised to make order of guns. On the same note, ANNs were used to characterise execution by taking into account the cross-validation results.

DATA BACKGROUND

The numerical components used are the optional information set forth by Ghani et al. (2010). Illustrations of a cartridge packaging head, the whole terminating pin impression, full ring
picture of the terminating pin impression, and middle terminating pin impression are given in Figures 1(a), (b), (c) and (d), respectively. Initially, there were 6 best components of the entire terminating pin impression image, 8 best elements of the inside terminating pin impression picture, and 6 best elements of the ring terminating pin impression picture (Ghani et al., 2009a, 2009b and 2010). For the purpose of this study, however, focus was given on the eleven consolidated elements officially recognised in past studies. The specimen size of this study contained 747 numerical component vectors, and this implied that we have adequate example components serving as inputs in the neural system strategy, as proposed by Masters (1993), who stated that the minimal number of inputs in a neural system must be more than hundreds. The required variables are diverse sorts of guns utilised, marked as A, B, C, D and E. The autonomous variables are the best eleven geometric moment components of the consolidated picture. The neural system technique was executed using MATLAB R2010a.

Figure 1. Extracted regions from the cartridge case image

The portrayals and documentations of the eleven components of the picture as the free variables are given in Table 1. The elements under centre were inclining toward the proposals built up in the past studies. For further elaboration on the components, consistent reference is made to Ghani et al. (2009a, 2009b and 2010).
NEURAL NETWORK APPROACH

The component of normal human cerebrum capacities and the complicated way of learning and making judgments are repeated by the neural system, which includes a to a great extent parallel-circulated processor (neuro-PC) conveying the standard inclination for maintaining experiential information and programmed encompassing adjustment capacity. The learning procedure is likewise named the learning calculation. The solidified attestation on the utilisation of manufactured neural systems has been dictated by the understanding that individuals have over the confounded arrangement of the human mind, with the guide of the traditions of the computerised PC.

Upheld by adequate information depictions and evaluated results, the fake neural system is organised conveniently. Essentially, the Multilayer perceptrons (MLPs) are the feedforward systems with various circumspect neurons with no less than one careful layer. In this study, we utilised a double layer learning neural system.

A two-layer feedforward BPNN was utilised to separate the five distinct sorts of guns. The two layers in the system involve a computationally ascertained concealed layer and an objective yield layer. The neurons in the info layer are connected with the standardised inputs of the numerical elements of the shooting pin impression pictures, while the quantity of yield components is identified with the quantity of particular classes; this is the diverse sorts of guns explored. In the shrouded layer, the weight frameworks are associated with the inputs as they are data weight (IW).

At that point, they are associated from the concealed layer to the yield layer by layer weights (LW). Moreover, S1 and S2 speak to the first and second layers, separately. In the neural system, the yields of each middle person layer are likewise the approaching inputs to the resulting layer. For our situation, layer 2 is analysed as a layer system with LW2,1 weight network of S2 x S1 measurement, where S1 is the yield of the principal layer and S2 is the yield of the second layer. The inputs to layer 2 can be set apart as A1, although A2 is the system craved yield, Y. The inclination of the first and the second layers is connoted by B1 and B2, respectively.

<table>
<thead>
<tr>
<th>No.</th>
<th>Description</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>M_{01} whole image</td>
<td>MP_{01}</td>
</tr>
<tr>
<td>2.</td>
<td>M_{12} whole image</td>
<td>MP_{12}</td>
</tr>
<tr>
<td>3.</td>
<td>M_{20} whole image</td>
<td>MP_{20}</td>
</tr>
<tr>
<td>4.</td>
<td>M_{01} center image</td>
<td>MT_{01}</td>
</tr>
<tr>
<td>5.</td>
<td>M_{02} center image</td>
<td>MT_{02}</td>
</tr>
<tr>
<td>6.</td>
<td>M_{10} center image</td>
<td>MT_{10}</td>
</tr>
<tr>
<td>7.</td>
<td>M_{11} center image</td>
<td>MT_{11}</td>
</tr>
<tr>
<td>8.</td>
<td>M_{12} center image</td>
<td>MT_{12}</td>
</tr>
<tr>
<td>9.</td>
<td>M_{31} center image</td>
<td>MT_{31}</td>
</tr>
<tr>
<td>10.</td>
<td>M_{10} ring image</td>
<td>MC_{10}</td>
</tr>
<tr>
<td>11.</td>
<td>M_{11} ring image</td>
<td>MC_{11}</td>
</tr>
</tbody>
</table>
the interim, F1 and F2 are the actuation elements of layer one and layer two in the two layers of the system, respectively. In general, the mathematical statements of the double layer neural system proposed in this study can be made simpler, as communicated beneath:

The first layer,

$$A_1 = F_1(IW^{1.1}[P] + B1)$$  \hspace{1cm} (1)

and then the second layer,

$$A_2 = F_2(LW^{2.1}[A1] + B2) = F_2(LW^{2.1}[F_1(IW^{1.1}[P] + B1)] + B2)$$

$$A_2 = Y$$  \hspace{1cm} (2)

The learning calculation viewed as normal for a preparation set of the MLP is the backpropagation calculation (BPA). For the premise of our comprehension, BPA worries with two stages; feedforward and in reverse stages. At the feedforward stage, the inputs are proliferated forward through the info hubs keeping in mind the end goal to work out the yield units, and in the regressive stage, the association weights are recharged with the figured and the real units subtracted at the yield layer (Master, 1993; Eberhart & Dobbins, 1990).

In this study, we concentrated on directed preparing, where the inputs and yields are as recognised before by Panca, Moch, and Nanang (2010). In the example acknowledgment hypothesis, the information was isolated into three sets; the preparation (70%), testing (15%) and acceptance (15%) sets. There are some key inputs contained in the preparation set for acknowledgment, predictable with the yields wanted. The subset or tests in the preparation set had been chosen and concentrated on, in a steady progression mechanically in the system. moment elements of the consolidated terminating pin impression pictures as the information. For each specimen, the yield acquired in the system was made to fit the desired yield until all the subsets of the preparation tests were completely utilised, as the weight that associated the system neurons was reestablished. For this case, the blunders set apart at each layer of the system could be lessened, and ideal results were accomplished with respect to the craved yield.

Figure 2 represents the applied procedure, keeping in mind the end goal to hunt down ideal feedforward BPNN. As shown in the figure, five stages were adapted from Ghani et al. (2010), including the cartridge case inputs, picture handling and division, and numerical components determination using Geometric Moments. In this study, a change is made by adding a double layer feedforward BPNN, starting from the procedure of information standardisation to that of weight and inclination modification with various backpropagation preparing calculations accessible in MATLAB planning to get the most ideal arrangement results.
Figure 2. The steps in finding the optimal backpropagation neural network.
The MATLAB Neural Network Toolbox (Demuth & Beale, 2001) can actualise speedier preparing procedures and not simply controlling the slope drop calculations, which can work up a hundred times quicker. The most workable calculations can be ordered into the heuristic methodologies (received in e.g. traingda, traingdx and trainrp) and numerical improvement approaches (embraced in e.g. traincfg, traincgp, trainscg, trainbfg, trainoss, and trainlm). The previous alludes to the progression from the standard inclination plummet calculation, while the last serves as the standard advancement application methods. The conspicuousness of this study is obvious in the utilisation of the arbitrary backpropagation preparing calculations since none of the calculations is best connected to each of the issues, as pointed out by Demuth and Beale (2001).

In the principal layer, a double layer system of the sigmoid initiation capacity and in the second layer, the straight enactment capacity, can be utilized effectively to register any useful relationship of the data and yield (2001). In the study, two distinct ways to deal with system structures (double layer tansig/tansig system and double layer tansig/purelin system) are embraced (see Figure 3).

Figure 3. Two-layer tansig/purelin network

The focal point of our consideration is the utilisation of tansig enactment capacity in both the first and second layers since it is the most adaptable exchange capacities for comprehending the boolean values (0 to 1). The information and yield of the system were straightforwardly changed over into twofold values in the information standardisation stage, and later, some arrangement values were created by the system. The double layer tansig/purelin system can incorporate any utilitarian relationship between the inputs and yields with enough neurons.

RESULTS AND DISCUSSION

In this area, grouping exhibitions are quickly highlighted, alluding to two unmistakable neural system approaches with fluctuating sorts of BPA at a general right order rate, as to the eleven components of the consolidated impression pictures of the terminating pin.
Table 2 builds up the characterisation results from $11 \times 523$ inputs. The inputs were analysed and ordered by the two-layer tansig/tansig system, as per the gun sorts that had been utilised. It is clear that most guns were not grouped effectively with the outcome appeared to be under 70 percent. There were only three preparing calculations performing with over 70 percent accurate characterisation rates, namely, traingd (91%), traincgp (79%), traincgb (76%), and trainscg (79%). The sign is that the other preparing calculations were viewed as inadmissible for this situation. It is obvious that the numerical components of the consolidated impression pictures of the terminating pin are sufficient for ordering the gun. It is apparent that the traincgp and trainscg preparing calculations, in the direct two layer feedforward BPNN with tansig/purelin exchange capacities, have shown the most exact characterisation rate of the joined impression pictures of the terminating pin (79%).

Table 2
\textit{Classification rates of different backpropagation training algorithms based on the two-layer network of tansig/tansig transfer functions}

<table>
<thead>
<tr>
<th>Backpropagation Training Algorithms</th>
<th>Overall Correct Classification Rate</th>
<th>Number of neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>traingd</td>
<td>65%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>traindm</td>
<td>67%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>traindx</td>
<td>49%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>trainrp</td>
<td>52%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>traincfg</td>
<td>68%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>traincgp</td>
<td>79%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>traincgb</td>
<td>76%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>trainscg</td>
<td>79%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>trainbfg</td>
<td>56%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>trainoss</td>
<td>64%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>trainlm</td>
<td>43%</td>
<td>L1: 11 L2: 5</td>
</tr>
<tr>
<td>trainbr</td>
<td>48%</td>
<td>L1: 11 L2: 5</td>
</tr>
</tbody>
</table>

Table 3 outlines the arrangement consequences of fluctuating backpropagation preparing calculations taking into account the right grouping rate in respect of the components of the impression picture. The arrangement of the two-layer tansig/purelin of the 11-11-5 direct structure system is executed. Just like the past tansig/tansig system, the distinctive backpropagation preparing calculations were also received so that their suitability in the system could be inspected and the arrangement execution could be seen at the accurate grouping rate, which is more than 60%. As shown in Table 3, the most suitable backpropagation preparing calculations incorporate traingd (73%), traindx(75%), traincfg (73%), traincgp (78%), trainscg (84%), and trainbfg (81%). Thus, our perusing demonstrates that trainlm revealed the most elevated score of 87 percent, showing that the calculation relegates the most focused on set to the approved set precisely as to the gun sorts. As a rule, the system of two-layer tansig/purelin beat the two-layer tansig/tansig system in this study (see Figure 3).
CONCLUSION

By and large, the most attributes must be given to the two layer direct feedforward BPNN with tansig/purelin exchange capacities inclining toward the “trainlm” preparing calculation with the system design 11-11-5. It is further affirmed by the entire accurate order rate of 87% indicating that the numeric geometric moment element in gun grouping is viable.

Thus, it can be concluded that the numerical elements of the consolidated terminating pin impression pictures have demonstrated to be better pointers for gun characterisation. The outcome is very low in comparison with our past works using the numerical elements of the entire terminating pin impression pictures as in Kamaruddin et al. (2011), and the ring terminating pin impression pictures in Kamaruddin, Ghani, Liong, and Jemain (2012), where the general order rates recorded 96% and 98%, respectively. The outcome confirms that the joined picture areas yield significant data on gun characterisation. The characterisation result perceptible in Kamaruddin et al. (2012) is as significant as that of Leng and Huang (2012).

Further investigation should utilise crucial measurable elements that had been created in the past works of Ghani et al. (2009a, 2009b and 2010), in which other neural system strategies such as the convolution neural system can be broken down. This is the point at which picture subtleties can be concentrated more effectively.
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ABSTRACT

Neurocomputing has been adjusted effectively in time series forecasting activities, yet the vicinity of exceptions that frequently happens in time arrangement information might contaminate the system preparing information. This is because of its capacity to naturally realise any example without earlier suspicions and loss of sweeping statement. In principle, the most widely recognised calculation for preparing the system is the backpropagation (BP) calculation, which inclines toward minimisation of standard slightest squares (OLS) estimator, particularly the mean squared mistake (MSE). Regardless, this calculation is not by any stretch of the imagination strong when the exceptions are available, and it might prompt bogus expectation of future qualities. In this paper, we exhibit another calculation which controls the firefly algorithm of least median squares (FFA-LMedS) estimator for neural system nonlinear autoregressive moving average (ANN-NARMA) model enhancement to provide betterment for the peripheral issue in time arrangement information. Moreover, execution of the solidified model in correlation with another hearty ANN-NARMA models, utilising M-estimators, Iterative LMedS and Particle Swarm Optimisation on LMedS (PSO-LMedS) with root mean squared blunder (RMSE) qualities, is highlighted in this paper. In the interim, the actual monthly information of Malaysian Aggregate, Sand and Roof Materials value was taken from January 1980 to December 2012 (base year 1980=100) with various levels of anomaly issues. It was found that the robustified ANN-NARMA model utilising FFA-LMedS delivered the best results, with the RMSE values having almost no mistakes at all in all the preparation, testing and acceptance sets for every single distinctive variable. Findings of the studies are hoped to assist the regarded powers including the PFI development tasks to overcome cost overwhelms.

Keywords: ANN, time series, robust backpropagation, firefly algorithm, least median squares
INTRODUCTION

Private Financial Initiative (PFI) is currently a pattern in Malaysia as it is steady with the administration advancing more noteworthy private division’s association in maintaining the notoriety of open administration. The most basic benefactor of PFI is value for money (VFM), where ideal nature of development tasks for customer’s fulfilment and ventures in the long run are accomplished effectively. It is pivotal to figure on material costs that are brought about through PFI developments to guarantee that overspending will not happen. Since the development works and administration conveyance are the main motivations in the Malaysian PFI, endeavors have been made to foresee the current record of development material value files in Malaysia. It was settled that concrete’s controlled cost has been wrecked by the Malaysian government, beginning on 5 June 2008 (Foad & Mulup, 2008). From that point on, there was a significant increment of the bond cost in June 2008, which was by 23.3% in Peninsula Malaysia, while this was 6.5% for Sabah and 5.2% in Sarawak (Foad & Mulup, 2008).

Malaysian government had executed Goods and Services Tax (GST) all through the country since 1 April 2015. Products and Services Tax (GST) is a multi-stage charge on local utilisation. GST is charged on every assessable supply of products and administrations in Malaysia, with the exception of those exempted. GST is likewise charged on importation of merchandise and administrations into Malaysia (Goh, 2015). Because of the GST implantment in Malaysia, engineers are principally hit by the expense of crude materials (Royal Malaysian Customs, 2014). The worst effect is, industry players and specialists expect the costs of private properties to rise 2% to 4% post-GST in spite of the way that such properties are not subject to the GST. In this way, with the execution with GST, combined with the harder working environment, property engineers are liable to methodologies to cradle any negative effect.

The value augmentation is additionally appropriate to the remaining development materials-steel, prepared blend concrete and a few others (Kamaruddin, Ghani, & Ramli, 2014). As development material costs in Malaysia have been met with vulnerability, the best strategy has been examined to give estimation of the development material costs as per the focal area of Malaysia. Next, the related writing is exhibited in the subsequent section, and the foundation of information utilised as a part of this study is depicted in the section that follows. Strategy review is additionally supplied, and the technique used to dissect the information clarified. Next, the concluded results and discourse on the best anticipating approach for evaluating the material value files, as indicated by Malaysian areas, are elaborated in result and discussion section. Finally, the conclusion of the study is elaborated at the end of the paper, together with recommendations for future work.

RELATED LITERATURE

The immediate thought of making the customary neural system learning calculation all the more effective towards remote information is by substituting the mean square errors (MSE) with an alternate symmetric and persistent cost capacity. This will bring about a nonlinear
impact capacity (Rusiecki, 2012) with the ability to provide food for the impacts of extensive mistakes. This must be performed by making the misfortune capacities hearty utilising the factual vigorous strategies to lessen the effects of anomalies issue (Rusiecki, 2012; El-Melegy, Essai, & Ali, 2009), where typical exceptions include event in routine information ranges up to 10% or significantly more (Rusiecki, 2012; El-Melegy et al., 2009; Zhang, 1997), which is the essential subject of this paper.

ANNs serves to be the object of enthusiasm of this exploration as they have turned out to be compelling in numerous exploratory zones (Sugunnasil, Somhom, Jumpamule, & Tongsiri, 2014). This is contemplated by the capacity of the mainstream feedforward neural systems as a general capacity approximator (El-Melegy et al., 2009). The greater part of past studies have attempted to enhance adaptation so as to learn calculation of feedforward neural systems, the M-estimators, overwhelmingly.

In 1996, Liano (1996) presented the LMLS (Least Mean Log Squares) strategy. He presented the logistic mistake capacity by shaping a presumption of the blunders produced utilising the Cauchy appropriation. This commitment has motivated different creators to make some more equipped capacities. The thought of M-estimators by Hampel (Hampel, Ronchetti, Roussseeuw & Stahel, 1986) had been proceeded by Chen and Jain (Chen & Jain, 1994) as they added to another mistake basis called Hampel’s hyperbolic digression, where β estimator was utilised to characterise the extent of residuals thought to be anomalies.

Hector, Claudio, and Rodrigo (2002) found that a vigorous calculation for nonlinear autoregressive (NAR) models utilising the summed up most extreme probability (GM) sort estimators beat the minimum squares technique in dealing with the exceptions. In a study by Chuang, Su, and Hsiao (2000), the toughening plan was connected to decrease the estimation of β with the preparation progress. There were likewise approaches that additionally have execution capacities taking into account the tau-estimators (Pernia-Espinoza, Ordieres-Mere, Martinez-de-Pison, & Gonzalez-Marcos, 2005) and the LTS (Least Trimmed Squares) estimator, while the start-up information examination with the MCD (Minimum Covariance Determinant) estimator was recommended (Rusiecki, 2012). El-Melegy et al. (2009) have exhibited the Simulated Annealing for Least Median of Squares (SA-LMedS) calculation, as they connected the reproduced strengthening procedure to relieve the execution measured by the middle of squared residuals. A few endeavours to make the learning techniques for outspread premise capacity organises all the more effective, after the methodologies for the sigmoid systems, have additionally been practiced (Chuang, Jeng, & Lin, 2004; David, 1995). The most recent vigorous learning strategies to be specified are powerful co-preparing in view of the authoritative connection examination, as set forth by Sun and Jin (2011), and hearty versatile learning utilising direct grid imbalance methods (Jing, 2012).

In a paper composed by Rusiecki (2012), another hearty learning calculation in view of the iterated Least Median of Squares (LMedS) estimator was presented. This new approach is a great deal more compelling and strikingly speedier than the SA-LMedS technique (El-Melegy et al., 2009). It likewise accomplishes better imperviousness to imperfect preparing.
To guarantee the power of the preparation process that the execution capacity is changed, information suspected to be exceptions is evacuated iteratively. A rough technique to minimise the LMedS blunder rule was proposed.

In any case, it is clear that each of these works has concentrated on the NAR model only. In other words, none of the works has considered utilising a strong methodology to enhance the NARMA model. The general execution of the NARMA model is superior to the NAR model (Bruna, 1994). It is the curiosity of the methodology that the current vigorous estimators are executed on BPNN of the NARMA models. Another new variable of the examination is interpreted in the augmentation of study towards the utilisation of molecule swarm advancement (PSO) to minimise the LMedS mistake standard, as started by Shinzawa, Jiang, Iwahashi and Ozaki (2007), with adjustment of the NARMA model.

PSO, created by Eberhart and Kennedy (1995), is a stochastic inquiry technique which takes motivation from the demonstration of winged animals rushing. Like the hereditary calculation (GA), PSO is a populace based enhancement apparatus that searches for optima by upgrading eras (Eberhart & Kennedy, 1995; Shi & Eberhart, 1998; Clerc & Shi, 2002; Eberhart & Shi, 2001; Yu, Wang, & Xi, 2008). Be that as it, unlike the GA, no development administrators were incorporated by the PSO (Goldberg, 1989). When contrasted with GA, a striking favourable position of PSO is that its calculation has a great basic idea, while calculation expenses are not high and only a couple of flexible parameters are required.

Also, in 2007, Xin-She Yang from Cambridge University added to another metaheuristic calculation known as the firefly (FA) calculation (Yang, 2008; Yang & Deb, 2009; Yang, 2009; Yang & He, 2013; Yang, 2010a; Yang, 2010b). The firefly calculation was found to perform better in comparison with molecule swarm advancement in taking care of the normal state of commotion (Pal, Rai & Singh, 2012). In this study, another methodology, with robustify the backpropagation learning calculation of nonlinear neural system time arrangement models, was used utilising FA-LMedS estimator. This paper includes the execution of LS, M-estimators, ILMedS, PSO-LMedS and FA-LMedS in the backpropagation calculation of both BPNN-NAR and BPNN-NARMA models.

**DATA BACKGROUND**

Information was incorporated from three unique sources of Unit Kerjasama Awam Swasta (UKAS) of Prime Minister’s Department, Construction Industry Development Board (CIDB) and Malaysian Statistics Department which have supported the PFI development material value records for the Central area of the Peninsula comprising four states of Kuala Lumpur Federal Territory, Selangor, Negeri Sembilan and Melaka. The genuine modern month-to-month information of Malaysian Aggregate, Sand and Roof Materials value records from January 1980 to December 2012 (base year 1980=100) were adjusted, with various rates of anomalies issues, 3.9%, 0% and 8.1% individually.
Table 1 displays the synopsis measurements of the variables of hobby. The aggregate N=408 (12 months × 34 years) was from January 1980 to 2013 (base 1980=100). The mean of sand is the most astounding (198.6969), trailed by rooftop materials (131.6038) and total (113.7731). Definitely, the cost of sand is the most exorbitant compared to rooftop materials and in total.

Table 1
Summary statistics of the construction materials price indices data

<table>
<thead>
<tr>
<th>Notation</th>
<th>N</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Max</th>
<th>Min</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>J-B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregate</td>
<td>408</td>
<td>113.77</td>
<td>7.63405</td>
<td>140.63</td>
<td>99.2</td>
<td>1.409</td>
<td>2.803</td>
<td>0.873**</td>
</tr>
<tr>
<td>Sand</td>
<td>408</td>
<td>198.69</td>
<td>68.4966</td>
<td>287.88</td>
<td>100</td>
<td>0.143</td>
<td>-1.730</td>
<td>0.828**</td>
</tr>
<tr>
<td>Roof Materials</td>
<td>408</td>
<td>131.60</td>
<td>8.21297</td>
<td>150.04</td>
<td>100</td>
<td>-0.321</td>
<td>3.508</td>
<td>0.786**</td>
</tr>
</tbody>
</table>

Note: * and ** indicate significance at the 5% and 1% levels respectively.

Likewise, sand demonstrates the most elevated standard deviation (68.4966) compared to the total (7.63405) and rooftop materials (8.21297). Both total and sand are emphatically skewed which are 1.409 and 0.143, respectively. However, rooftop materials are contrarily skewed (-0.321). Be that as it may, taking into account the Jarque-Bera test for ordinariness, each of the three variables are very critical at 99% certainty interim; total (J-B=0.873, p=0.000), sand (J-B=0.828, p=0.000), and rooftop materials (J-B=0.786, p=0.000). The variables of interest experienced the ill effects of anomalies issues, as illustrated in Figure 1, Figure 2 and Figure 3, respectively.

Figure 1. The boxplot of Malaysian Aggregate data
Figure 2. The boxplot of Malaysian Sand data

Figure 3. The boxplot of Malaysian Roof Materials data

Table 2  
**Stopping criteria**

<table>
<thead>
<tr>
<th>MATLAB Terms</th>
<th>Values</th>
<th>NN Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>net.trainParam.epochs</td>
<td>1000</td>
<td>Maximum number of epochs to train</td>
</tr>
<tr>
<td>net.trainParam.goal</td>
<td>0</td>
<td>Performance goal</td>
</tr>
<tr>
<td>net.trainParam.max_fail</td>
<td>6</td>
<td>Maximum validation failures</td>
</tr>
<tr>
<td>net.trainParam.min_grad</td>
<td>1e^-7</td>
<td>Minimum performance gradient</td>
</tr>
<tr>
<td>net.trainParam.mu</td>
<td>0.001</td>
<td>Initial μ</td>
</tr>
<tr>
<td>net.trainParam.mu_dec</td>
<td>0.1</td>
<td>μ decrease factor</td>
</tr>
<tr>
<td>net.trainParam.mu_inc</td>
<td>10</td>
<td>μ increase factor</td>
</tr>
<tr>
<td>net.trainParam.mu_max</td>
<td>1e^10</td>
<td>Maximum μ</td>
</tr>
</tbody>
</table>
METHODOLOGY

A flowchart of the examination is given in Figure 4. In the figure, the current vigorous estimators on backpropagation neural system are actualised. In order to obtain the primary target of the

Figure 4. Flowchart of proposed robust backpropagationNN
study, the conceivable powerful estimators half breed in nonlinear autoregressive (NAR) and nonlinear autoregressive moving normal (NARMA) of neural system time arrangement were done using MATLAB R2012a. NARMA model was extended from NAR model by including the error terms as new inputs. At this stride, MATLAB scripts or codings were composed parallel to the numerical plan done prior to that. This was followed by execution of the proposed robustified neural system models, which were thought about utilising genuine information using standard execution measures (RMSE). The best relative results were drawn where the best model was picked. At the end of this examination, a programmed anticipating framework improvement was set up using MATLAB guide client interface (GUI) that had been effectively created. Finally, forecasts without bounds value lists of the Malaysian development material in the coming years before the best model were done at this stage. Details of the fundamental NAR-ANN are given below. The basic NAR-ANN formulation can be represented as follows:

$$H(x) = \text{purelin} \left[ \sum_{i=1}^{m} w_i \left[ \tanh \left( \sum_{j=1}^{n} w_{ij} \left[ x(t-1), x(t-2), \ldots, x(t-ny) + \varepsilon(t) \right] \right) \right] \right]$$  (1)

The finalised NARMA-ANN formulation can be represented as follows:

$$H(x) = \text{purelin} \left[ \sum_{i=1}^{m} w_{ik} \left[ \tanh \left( \sum_{j=1}^{n} w_{ij} \left[ x(t-1), x(t-2), \ldots, x(t-n_n), \varepsilon(t-1), \varepsilon(t-2), \ldots, \varepsilon(t-n_e) + \varepsilon(t) \right] \right) \right] \right]$$  (2)

where

- $H(x)$ is the estimated model,
- $x(t-1), x(t-2), \ldots, x(t-ny)$ are lagged input terms,
- $\varepsilon(t-1), \varepsilon(t-2), \ldots, \varepsilon(t-n_e)$ are lagged residual terms, and the lagged residual terms are obtained recursively after the initial model (based on the input and output terms) has been found.
- Hence, $\varepsilon(t)$ are the white noise residuals.
- $l$ is the input neurons with index $i$
- $m$ is the hidden neurons with index $j$
- $n$ is the output neurons with index $k$

**Robust Backpropagation Algorithm**

The most essential part of the study is the scientific definition change a portion of backpropagation neural system calculation utilising measurable vigorous estimators. In order to make the customary backpropagation calculation effective in light of the M-estimators idea for lessening anomaly impact, the squared residuals $\varepsilon_i^2$ in the network error by another capacity of the residuals

$$E = \frac{1}{N} \sum_{i=1}^{N} \varepsilon_i^2$$  (3)
and this yields,
\[ E = \frac{1}{N} \sum_{i}^{N} \rho(\varepsilon_i) \]  
\[ (4) \]
where \( N \) is the total number of samples available for network training. The updated network weights was obtained based on the gradient descent learning algorithm. To prevent generality loss, a feedforward neural network, with one hidden layer, was implemented in this study. The weights from the hidden neurons to output neurons, \( W_{j,i} \), are expressed as
\[ \Delta W_{j,i} = -\alpha \frac{\partial E}{\partial W_{j,i}} = -\alpha \frac{\partial \rho(\varepsilon_i)}{\partial W_{j,i}} \]
\[ = -\frac{\alpha}{N} \sum_{i}^{N} \varphi(r_i) \frac{\partial f_j}{\partial \text{net}_j} O_i, \]
\[ (5) \]
where \( \alpha \) is a user-supplied learning constant, \( O_i \) is the output of the \( i^{th} \) hidden neuron, \( O_j = f_j(\text{net}_j) \) is the output of the \( j^{th} \) output neuron, \( \text{net}_j = \sum W_{ji} O_i \) is the induced local field produced at the input of the activation function associated with the output neuron \( j \), and \( f_j \) is the activation function of the neurons in the output layer. In this paper, a linear activation function (purelin) is used in the output layer’s neurons. The weights from the input to hidden neurons \( W_{ji} \) are updated as:
\[ \Delta W_{ji} = -\alpha \frac{\partial E}{\partial W_{ji}} = -\alpha \frac{\partial \rho(\varepsilon_i)}{\partial W_{ji}} \]
\[ = -\frac{\alpha}{N} \sum_{i}^{N} \sum_{j} \varphi(r_i) \frac{\partial f_j}{\partial \text{net}_j} W_{ji} \frac{\partial f_j}{\partial \text{net}_i} I_i, \]
\[ (6) \]
where \( I_i \) is the input to the \( i^{th} \) input neuron, \( \text{net}_i = \sum W_{ji} O_i \) is induced local field produced at the input of the activation function associated with the hidden neuron \( i \), and \( f_j \) is the activation function of the neurons in the hidden layer. We have the intention to use the tan-sigmoid function as the activation function for the hidden layer’s neurons because of its flexibility.

The least-median-of-square (LMedS) method estimates the parameters by solving the nonlinear minimisation problem.

\[ \min_{\varepsilon_i} \varepsilon_i^2 \]
\[ (7) \]
That is, the estimator must create the least worth for the least median squares figured for the whole information set. It creates the impression that this strategy is extremely hearty to false matches, particularly to anomalies inferable from terrible limitation (El-Melegy at al., 2009). Unlike the M-estimators, the LMedS issue can not be lessened to a weighted slightest squares issue. It is probably impossible to write a clear equation for the subordinate of LMedS estimator. Subsequently, deterministic calculation will not have the capacity to minimise that estimator.
The Monte-Carlo method (Zhang, 1997; Aarts, Korst, & Michiels, 2005) has been honed to take care of this issue in some non-neural applications. Stochastic calculations are likewise distinguished as the enhancement calculations which utilise arbitrary hunt to achieve an answer. Stochastic calculations are generally moderate, yet there is a probability that it will locate the worldwide least. One very well known improvement calculation to minimise a LMedS-based system blunder is mimicked toughening (SA) calculation. SA is an eminent calculation as it is moderately broad and has the inclination not to get stuck in either the neighbourhood least or most extreme (El-Melegy at al., 2009). Nonetheless, Rusiecki (2012) found that iterated LMedS has a tendency to beat the SA-LMedS.

RESULTS AND DISCUSSION

Table 3, 4 and 5 demonstrate the correlations between execution aftereffects of robustified nonlinear autoregressive and nonlinear autoregressive moving normal of the artificial neural system time arrangement models on Malaysian Aggregate, Sand and Roof Materials value files information, respectively.

Table 3

Comparison of the best results of ordinary and modified backpropagation algorithms on Malaysian Aggregate Price Index Data

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BP Learning Algorithm</td>
<td>Input Lags</td>
<td>Error Lags</td>
<td>Hidden Nodes</td>
<td>NAR</td>
<td>NARMA</td>
<td>Input Lags</td>
<td>Error Lags</td>
<td>Hidden Nodes</td>
<td>Swarm Size</td>
<td>Iteration</td>
<td>NAR</td>
<td>NARMA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------------</td>
<td>-----</td>
<td>-------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------------</td>
<td>------------</td>
<td>----------</td>
<td>-----</td>
<td>-------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>592.877</td>
<td>253.726</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (L2)</td>
<td>15</td>
<td>15</td>
<td>25</td>
<td>0.123</td>
<td>0.013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (L1)</td>
<td>15</td>
<td>15</td>
<td>25</td>
<td>0.123</td>
<td>0.013</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (L1-L2)</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>0.053</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (LP)</td>
<td>25</td>
<td>25</td>
<td>40</td>
<td>0.040</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (Fair)</td>
<td>15</td>
<td>15</td>
<td>25</td>
<td>0.074</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (Huber)</td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>0.006</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (Cauchy)</td>
<td>25</td>
<td>25</td>
<td>40</td>
<td>0.094</td>
<td>0.094</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (Geman-McClaure)</td>
<td>15</td>
<td>15</td>
<td>25</td>
<td>0.072</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (Welsch)</td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>0.015</td>
<td>0.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-estimators (Tukey)</td>
<td>20</td>
<td>20</td>
<td>35</td>
<td>0.070</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ILMedsS</td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>0.053</td>
<td>0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSO-LMedS</td>
<td>15</td>
<td>15</td>
<td>40</td>
<td>40</td>
<td>20</td>
<td>0.005</td>
<td>0.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FFA-LMedS</td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0.070</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 4

**A comparison of the best results of ordinary and modified backpropagation algorithms on Malaysian Sand Price Index Data**

<table>
<thead>
<tr>
<th>BP Learning Algorithm</th>
<th>Input Lags</th>
<th>Error Lags</th>
<th>Hidden Nodes</th>
<th>NAR</th>
<th>NARMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0.004</td>
<td>0.006</td>
</tr>
<tr>
<td>M-estimators (L2)</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0.120</td>
<td>0.013</td>
</tr>
<tr>
<td>M-estimators (L1)</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0.119</td>
<td>0.013</td>
</tr>
<tr>
<td>M-estimators (L1-L2)</td>
<td>25</td>
<td>25</td>
<td>35</td>
<td>0.049</td>
<td>0.011</td>
</tr>
<tr>
<td>M-estimators (LP)</td>
<td>25</td>
<td>25</td>
<td>35</td>
<td>0.878</td>
<td>0.002</td>
</tr>
<tr>
<td>M-estimators (Fair)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0.136</td>
<td>0.017</td>
</tr>
<tr>
<td>M-estimators (Huber)</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>0.235</td>
<td>0.000</td>
</tr>
<tr>
<td>M-estimators (Cauchy)</td>
<td>25</td>
<td>25</td>
<td>35</td>
<td>0.152</td>
<td>0.114</td>
</tr>
<tr>
<td>M-estimators (Geman-McClaure)</td>
<td>40</td>
<td>40</td>
<td>45</td>
<td>0.005</td>
<td>0.003</td>
</tr>
<tr>
<td>M-estimators (Welsch)</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>0.172</td>
<td>0.000</td>
</tr>
<tr>
<td>M-estimators (Tukey)</td>
<td>40</td>
<td>40</td>
<td>45</td>
<td>0.161</td>
<td>0.002</td>
</tr>
<tr>
<td>ILMedS</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>0.053</td>
<td>0.003</td>
</tr>
</tbody>
</table>

### Table 5

**A comparison of the best results of ordinary and modified backpropagation algorithms on Malaysian Roof Materials Price Index Data**

<table>
<thead>
<tr>
<th>BP Learning Algorithm</th>
<th>Input Lags</th>
<th>Error Lags</th>
<th>Hidden Nodes</th>
<th>Swarm Size</th>
<th>Iteration</th>
<th>NAR</th>
<th>NARMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-ILMedS</td>
<td>10</td>
<td>10</td>
<td>40</td>
<td>40</td>
<td>25</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td>FFA-ILMedS</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>25</td>
<td>0.063</td>
<td>0.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BP Learning Algorithm</th>
<th>Input Lags</th>
<th>Error Lags</th>
<th>Hidden Nodes</th>
<th>NAR</th>
<th>NARMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>20</td>
<td>20</td>
<td>35</td>
<td>309.435</td>
<td>87.614</td>
</tr>
<tr>
<td>M-estimators (L2)</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>0.113</td>
<td>0.013</td>
</tr>
<tr>
<td>M-estimators (L1)</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>0.143</td>
<td>0.012</td>
</tr>
<tr>
<td>M-estimators (L1-L2)</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>0.088</td>
<td>0.007</td>
</tr>
<tr>
<td>M-estimators (LP)</td>
<td>15</td>
<td>15</td>
<td>30</td>
<td>0.878</td>
<td>0.002</td>
</tr>
<tr>
<td>M-estimators (Fair)</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0.134</td>
<td>0.017</td>
</tr>
<tr>
<td>M-estimators (Huber)</td>
<td>15</td>
<td>15</td>
<td>40</td>
<td>0.235</td>
<td>0.000</td>
</tr>
<tr>
<td>M-estimators (Cauchy)</td>
<td>15</td>
<td>15</td>
<td>30</td>
<td>0.152</td>
<td>0.094</td>
</tr>
<tr>
<td>M-estimators (Geman-McClaure)</td>
<td>20</td>
<td>20</td>
<td>25</td>
<td>0.005</td>
<td>0.003</td>
</tr>
<tr>
<td>M-estimators (Welsch)</td>
<td>15</td>
<td>15</td>
<td>40</td>
<td>0.172</td>
<td>0.000</td>
</tr>
<tr>
<td>M-estimators (Tukey)</td>
<td>20</td>
<td>20</td>
<td>25</td>
<td>0.161</td>
<td>0.002</td>
</tr>
<tr>
<td>ILMedS</td>
<td>15</td>
<td>15</td>
<td>40</td>
<td>0.053</td>
<td>0.003</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BP Learning Algorithm</th>
<th>Input Lags</th>
<th>Error Lags</th>
<th>Hidden Nodes</th>
<th>Swarm Size</th>
<th>Iteration</th>
<th>NAR</th>
<th>NARMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO-ILMedS</td>
<td>20</td>
<td>20</td>
<td>40</td>
<td>40</td>
<td>35</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td>FFA-ILMedS</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>35</td>
<td>0.070</td>
<td>0.000</td>
</tr>
</tbody>
</table>
The outcomes depend on the diverse parameter settings blends in both the ANN-NAR and ANN-NARMA models.

CONCLUSION
In this study, nonlinear time arrangement neural system models (NAR and NARMA) were utilised to adapt instability without bounds (Kilicman & Roslan, 2009). As it is difficult to get rid of the vicinity of anomalies in genuine information set, preparing feedforward neural systems by the prevalent backpropagation calculation might create wrong and offbase models on the ground that the first MSE learning calculation is not hearty, and accordingly, effectiveness is lost (Norazian, Shukri, Azam, & Bakri, 2008). In this manner, there is a need to supplant the MSE cost capacity with other strong cost capacities such as M-estimators, ILMedS, PSO-LMedS and FFA-LMedS.

In future work, FFA-LMedS should be investigated for true information which comprises 30% to half distant information. Finally, the proposed calculations for preparing neural systems might be adjusted to different fields of counterfeit consciousness, framework distinguishing proof, design acknowledgment, machine learning, quality control and streamlining and exploratory processing.
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ABSTRACT
PM$_{10}$ has been identified as being a common problem in Malaysia and many other countries all over the world. A Markov chain probability model is found to fit the average daily PM$_{10}$ concentrations data of urban station (Shah Alam) and background area station (Jerantut) in Malaysia. This study aims to identify the occurrence of polluted and non-polluted days affected by PM$_{10}$ concentrations based on data for 12 years’ period (2002-2013). The first order transition probability matrix of a Markov chain model and a two-state Markov chain, which are polluted days (1) and non-polluted days (0), were used for this purpose. The threshold value used in this study is referring to WHO 2006 guidelines (50µgm$^{-3}$).

Results of the analysis shows that there is a high probability that the next day event depends on what has happened on the previous day. The recurrence of the polluted day for Shah Alam is 4-5 days, while 2-3 days for Jerantut. By fitting the first order of Markov chain model, the results show that the higher order of Markov chain model is needed in order to get the best fitted distribution of polluted events at these two monitoring stations. Thus, the prediction of PM$_{10}$ concentrations event can be made by considering the conditions of the previous day event.

Keywords: Markov chain model, PM$_{10}$ concentrations, polluted days, non-polluted days, occurrence

INTRODUCTION
Particles or particulate matter is a type of air pollution. PM$_{10}$, which is a particulate matter with aerodynamic diameter less than 10 micrometre, has been identified as being a common problem in Malaysia and some other countries. Furthermore, PM$_{10}$ is also mainly considered in Malaysia as this pollutant gives
greatest concern to public health, apart from being the main air pollutant that has exist since
the haze event in 1980 (Awang et al., 2000). Cardiovascular diseases, respiratory problems and
cancer are some examples of health problems caused by this air pollutant (EPA, 2001). PM$_{10}$
is emitted by both anthropogenic and natural sources. There are five major PM$_{10}$ emissions in
Malaysia, which are motor vehicle exhausts, industrial sources, open burning, heat and power
plants (DoS, 2013). However, the main causes of this pollutant in Malaysia are industrial
activities and heavy traffic (Ul-Saufie et al., 2012). Many efforts have been done in order to
monitor the effects of this pollutant; these include the regression model that is used to predict
PM$_{10}$ concentrations (Paschalidou et al., 2011; Chaloulakou et al., 2003; Pires et al., 2008).
However, the study of the sequence of polluted and non-polluted days using Markov chain
model still receives less attention.

Markov chain model was introduced at the beginning of the 20th century and it has been
used in many disciplines including geography, meteorology, biology, physics, behaviour, social
sciences, chemistry and others (Berchtold & Raftery, 2002). Many researchers have used this
method to model the daily occurrences of rainfall and have successfully used it especially
for the first order (Gabriel & Neumann, 1962; Mangaraj et al., 2013; Basu, 1971). The first
order Markov chain is simple and it does not require a lot of computational efforts. The study
of Berchtold and Raftery (2002) successfully used Markov chain model in describing the
occurrence of daily rainfall in Tel Aviv for the mid-winter season. Besides that, other researchers
such as Haan et al., (1976), Jimoh and Webster, (1996), Rahimi et al. (2011) and Chin (1977)
also used Markov chain model in their fields of study. The order of the chain gives the number
of time steps in the past influencing the probability distribution of the present state, which
could be greater than one. Several authors have found that the order more than one gave the
optimum result for certain conditions. For example, Deni et al. (2009) found that the first order
of Markov chain model is the optimum order for the rainfall occurrence during the northwestern
and eastern regions of peninsula, while a higher order is fit for the rainfall occurrence during
the northeast monsoon season. However, this study only considers the first order of Markov
chain model because of its simplicity.

The main purpose of this study is to determine the occurrence of polluted and non-polluted
days affected by PM$_{10}$ concentrations at an urban area (Shah Alam) and a background area
(Jerantut) in Malaysia. This kind of study still receives less attention from other researchers.
This study was conducted as follows. After a brief description of the PM$_{10}$ concentrations at
both stations in the data and methodology section, the explanation on how to determine the
polluted day and non-polluted day and the transition probability are also discussed. Testing
for the Markov chain property is also discussed in this section to determine whether or not
this study possesses the first order of Markov property. This is followed by the persistency
of the polluted (non-polluted) events. Results of the analysis and conclusion of this study are
discussed in the results and discussion, and conclusion, respectively.
DATA AND METHODOLOGY

Study Area and Data Preparation

Shah Alam is the state capital of Selangor, Malaysia (Figure 1). It is located about 25 kilometres west of the country’s capital, Kuala Lumpur. Shah Alam monitoring station is located at Sekolah Kebangsaan Raja Muda, Shah Alam. This station was chosen based on its land use background (urban area) as the absence of PM$_{10}$ concentrations is higher at this area because of the daily activities and heavy traffic emissions. In Jerantut, the background station is located at the Meteorology Monitoring Station, Batu Embun, Jerantut. This monitoring station was selected as the background area because it is situated at the rural area and still has low potential of recording air pollution in Malaysia (Latif et al., 2014). The latitude and longitude for both stations are shown in Table 1.

Figure 1. The location of the monitoring stations for Shah Alam and Jerantut, Malaysia
Data for twelve years (2002-2013) of the PM$_{10}$ concentration monitoring, provided by the Department of Environment (DoE) Malaysia, are used in this study. In this study, the hourly data of PM$_{10}$ concentrations were transformed into daily average data. However, the PM$_{10}$ concentrations data were incomplete due to missing values as they were obtained using an automated machine. Thus, according to Junninen et al. (2004), the missing value for the air pollution monitoring record is in the category of missing at random and as the data used in this study contained small number percentage of missing value (which is < 1%) (Table I), the missing value is completely ignored. Little and Rubin (2002) stated that the low percentage of missing value can use the easiest and most common approach method to deal with these missing values, which is to completely ignore the missing values (delete all the missing values) and continue with the complete datasets.

### Table 1

*Basic descriptions of the monitoring stations and descriptive statistics*

<table>
<thead>
<tr>
<th>Station</th>
<th>Shah Alam</th>
<th>Jerantut</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude (°N)</td>
<td>3.08</td>
<td>3.95</td>
</tr>
<tr>
<td>Longitude (°E)</td>
<td>101.51</td>
<td>102.36</td>
</tr>
<tr>
<td>Valid Data</td>
<td>4369.00</td>
<td>4342.00</td>
</tr>
<tr>
<td>% missing</td>
<td>0.32</td>
<td>0.94</td>
</tr>
<tr>
<td>Mean (µg/m³)</td>
<td>56.28</td>
<td>38.63</td>
</tr>
<tr>
<td>Median (µg/m³)</td>
<td>51.57</td>
<td>36.22</td>
</tr>
<tr>
<td>Standard Deviation (µg/m³)</td>
<td>26.15</td>
<td>15.27</td>
</tr>
<tr>
<td>Minimum value (µg/m³)</td>
<td>14.00</td>
<td>10.00</td>
</tr>
<tr>
<td>Maximum value (µg/m³)</td>
<td>587.00</td>
<td>211.00</td>
</tr>
</tbody>
</table>

### Methodology

The PM$_{10}$ concentrations were divided into two states: polluted day and non-polluted day. A polluted day can be defined as a day when the PM$_{10}$ concentrations exceed or is equal to a certain threshold value, while the day is considered as a non-polluted day when the PM$_{10}$ concentrations are lesser than the threshold value. According to DoE (2013), the current guidelines used in Malaysia for all the parameters, including PM$_{10}$ concentration, are less relevant and outdated. Thus, this study considers the threshold value based on the World Health Organization (WHO), which is the PM$_{10}$ concentrations should not exceed 50 µg/m³ for 24 hours as one of the issues discussed and updated in Malaysia Ambient Air Quality Standard 2013 as the new standard in the line with WHO 2006 guidelines (see Table 2). Table 2 was adopted from ADB and CAI-Asia (2006).
The Markov Chain is intended to be a simple model by requiring only two parameters. The assumptions in this model are that the probability of a polluted (or non-polluted) day depends only on whether it has polluted (or not) on the previous day; and the probability of polluted (or non-polluted) is assumed to be independent of the preceding days.

These probabilities are also known as transitional probabilities, denoted by $P_{11}$ and $P_{00}$ for the sequence of two-polluted days and two-consecutive non-polluted days, respectively. The estimation of $P_{11}$ and $P_{00}$ is directly counting methods from the available daily PM$_{10}$ concentrations record. The formula for first order of Markov is given in equation 1 and 2.

\[
P_{11} = P(X_t = 1 \ X_{t-1} = 1) \quad (1)
\]
\[
P_{01} = P(X_t = 0 \ X_{t-1} = 1) \quad (2)
\]

The transition probability matrix $P$, which describes the 2-state Markov chain model, is as in Equation 3 below.

\[
P = \begin{pmatrix}
P_{00} & P_{01} \\
P_{10} & P_{11}
\end{pmatrix} \quad (3)
\]

The polluted days are denoted by 1 and non-polluted days are denoted by 0. Each of the elements in this matrix is defined as:

- $P_{00}$: Probability of a non-polluted day given that the previous day was also a non-polluted day
- $P_{01}$: Probability of a polluted day given that the previous day was a non-polluted day
- $P_{10}$: Probability of a non-polluted day given that the previous day was a polluted day
- $P_{11}$: Probability of a polluted day given that the previous day was also a polluted day

The calculation of each of the elements in the matrix is as follows:

\[
P_{01} = \frac{n_{01}}{n_{01} + n_{00}} \rightarrow P_{00} = 1 - P_{01} \quad (4)
\]
\[
P_{10} = \frac{n_{10}}{n_{10} + n_{11}} \rightarrow P_{11} = 1 - P_{10} \quad (5)
\]

$n$ denotes the total number of days for a given state.

---

Table 2
The Malaysia and WHO 2006 ambient air quality guidelines

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Averaging Time</th>
<th>Malaysian Ambient Air Quality Guidelines</th>
<th>WHO (2006)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM$_{10}$</td>
<td>24 hrs</td>
<td>150</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>1 year</td>
<td>50</td>
<td>20</td>
</tr>
</tbody>
</table>
The Markov chain properties of the daily occurrence can be tested statistically by checking whether or not the successive events are independent of each other. If the successive events are dependent, the events can form the first-order Markov chain model. The hypotheses are as follows:

\( H_0 \): The successive events are independent

\( H_1 \): The successive events are dependent

According to Moon et al. (1994), if the successive events are independent, then the statistics, \( \alpha \), is defined by

\[
\alpha = 2 \sum_{i,j} n_{ij} \ln \left( \frac{P_{ij}}{P_j} \right)
\]

(6)

Where equation 6 is distributed asymptotically as \( \chi^2 \) with \( (m - 1)^2 \) degree of freedom. Meanwhile, \( m \) is the total number of state (in this case: \( m = 2 \)) and the marginal probabilities for \( j \)th column of the transition probabilities matrix is presented by \( P_j \).

Besides that, \( P_{11} \) and \( P_{00} \) can be used to determine the average lengths of the polluted and non-polluted spell, as follows:

The average length of polluted spells is

\[
\frac{1}{1 - P_{11}}
\]

(7)

whereas the average length of non-polluted spells is

\[
\frac{1}{1 - P_{00}}
\]

(8)

Bessons’s coefficient of persistence is used to determine whether persistency is commonly used in meteorology. The formula has the following form:

\[
R_B = \frac{1 - P_1}{1 - P_{11}} - 1
\]

(9)

where \( P_1 \) is the probability of a polluted day and \( P_{11} \) is the probability of a polluted day, given that the previous day was also a polluted day. The positive value of \( R_B \) indicates that the occurrence of a polluted or non-polluted event followed by an immediate preceding event. If the value is zero, then it indicates no persistence for a similar event. Many other researchers such as Deni et al. (2009) and Dahale et al. (1994) have used this particular method.

In fitting the first order of the Markov chain model, the expected distribution closer to the observed distribution of polluted events was analysed. The purpose of fitting this Markov chain model was to check whether the first order obtained was the appropriate fitted order to describe the observed distribution of polluted events for the data set at these two monitoring
The first order of the Markov chain model considers only the condition of the state, either polluted or non-polluted, for one preceding day only. Equation 10 shows the probability of the duration of n days for the polluted events.

\[
P_{(n)} = P_{11}^{n-1} \times P_{10}
\]  

(10)

The chi-square goodness of fit test was employed to compare the observed and expected distributions of polluted days. The calculation of the chi-square test statistics is as follows (Skuriat-Olechnowska, 2005):

\[
\chi^2 = \sum \frac{(O_i - E_i)^2}{E_i}
\]  

(11)

Where \( O_i \) = observed data
\( E_i \) = Expected data

This statistics follows the chi-square distribution, with a number of degree of freedom \((d = v - 1)\), where \( v \) is the length of polluted days. All the expected frequencies must be at least five days and the hypothesis is that the data follows the observed distribution when \( \chi^2 < \chi^2_{1-\alpha, v-1} \) is at 5% significant level.

RESULTS AND DISCUSSION

Over the study period of 12 years, Shah Alam recorded the maximum value of PM\(_{10}\) concentration at 587 \(\mu g/m^3\), while the maximum value of PM\(_{10}\) concentrations for Jerantut was 211 \(\mu g/m^3\) (see Table 1). The absence of this pollutant at both stations is over the threshold value of PM\(_{10}\) concentrations for certain days. Besides that, the average daily PM\(_{10}\) concentrations for Shah Alam and Jerantut shows that for both stations, the PM\(_{10}\) concentrations are higher between day 177 (June) up to day 221 (August), as shown in Figure 2. This result indicates that the present of this pollutant is higher during the South west monsoon (June to September) or dry weather condition (Yusof et al., 2011). This study also shows that Shah Alam recorded the highest number of polluted days (2396 days), whereas Jerantut recorded the highest number of non-polluted days (3552 days).

The frequencies of the first order transitions by considering today’s polluted (1) and non-polluted (0) day, followed by yesterday’s events (polluted or non-polluted day) for both the stations, are shown in Table 3. Shah Alam recorded the highest frequency of polluted days given that the previous day was also a polluted day, while Jerantut recorded the highest frequency of a non-polluted day, given that the previous day was also a non-polluted day. These results show that Jerantut still has low potential of recording air pollution in Malaysia.

Table 3 also shows results of the transition probabilities for a first order Markov chain obtained directly by using the transition counts using the formula in equation 4 and equation 5 for both stations. Shah Alam and Jerantut recorded a high probability of the next day being polluted when the previous day was polluted \((P_{11})\) and also recorded a low probability for the next day being not polluted when the previous day was polluted \((P_{10})\). This finding can help
responsible authorities to take action by providing early warning to the respective population when the previous day is a polluted day and also made prediction of PM$_{10}$ event by referring to the condition of the previous day event.

Table 3
Tally matrix and transition probabilities of the occurrence of polluted and non-polluted days for 12 years at both stations

<table>
<thead>
<tr>
<th>Station</th>
<th>Tally Matrix</th>
<th>Transition probabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shah Alam</td>
<td>1472 501</td>
<td>0.7461 0.2539</td>
</tr>
<tr>
<td>Jerantut</td>
<td>3271 281</td>
<td>0.9209 0.0791</td>
</tr>
</tbody>
</table>

The successive state of daily PM$_{10}$ concentrations was checked by computing a statistic of independence, $\alpha$, and the results are shown in Table 4. The value of $\alpha$ at both the stations are larger than the $\chi^2$ value of 3.841 at the 5 per cent level, with one degree of freedom. Thus, H$_0$ is rejected and the successive transitions are dependent. Hence, this study concludes that the transitions of daily PM$_{10}$ concentrations occurrence possesses the first-order Markov chain model property, where the successive events are dependent on each other. The analysis of the mean length of polluted and non-polluted days, based on equation 7 and equation 8 for Shah Alam, indicates that on average, 4-5 days for the recurrence of the polluted days, while this is about 3-4 days for the recurrence of the non-polluted day. On average, Jerantut showed 2-3 days for the recurrence of the polluted day and 12-13 days for the recurrence of non-polluted days. Thus, these reflect the fact that Jerantut is relatively a less polluted area compared to Shah Alam.

Table 4
The mean length of polluted and non-polluted days for both stations

<table>
<thead>
<tr>
<th>Station</th>
<th>Mean Polluted days</th>
<th>Mean Non-polluted days</th>
<th>$\alpha$</th>
<th>Besson’s coefficient ($R_B$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shah Alam</td>
<td>4.77</td>
<td>3.94</td>
<td>660.22</td>
<td>1.61</td>
</tr>
<tr>
<td>Jerantut</td>
<td>2.83</td>
<td>12.64</td>
<td>567.92</td>
<td>1.31</td>
</tr>
</tbody>
</table>

Analysis of the persistency of the polluted (non-polluted) events was done by applying the Besson’s coefficient of persistence ($R_B$) as in equation 9. Table 4 shows results of the coefficient and for both stations, the value of $R_B$ was found to be positive, indicating that the occurrence of a polluted (or non-polluted) event was followed by an immediate preceding event. The result shows that the land used background has a strong influence on persistency since the persistent polluted events in Shah Alam were relatively much longer compared to Jerantut.
First Order of the Markov Chain Model in Describing the PM$_{10}$

Results of the chi-square test at 5% level of significant shown in Table 5 show that the first order of Markov chain model does not a good fitting on the PM$_{10}$ concentrations data at the two monitoring stations. The value of chi-square at both monitoring stations ($\chi^2$) have bigger value than $\chi^2_{0.95,1-1}$ and the hypothesis that the data follow the observed distribution cannot be accepted at 5% significant level.

Table 5
The observed and expected frequency distributions computed with the first order of Markov chain model in Shah Alam and Jerantut monitoring stations

<table>
<thead>
<tr>
<th>Length of polluted day</th>
<th>Shah Alam</th>
<th>Jerantut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Observed (day)</td>
<td>Expected (day)</td>
</tr>
<tr>
<td>1</td>
<td>209</td>
<td>105</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>83</td>
</tr>
<tr>
<td>3</td>
<td>49</td>
<td>66</td>
</tr>
<tr>
<td>4</td>
<td>24</td>
<td>52</td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>41</td>
</tr>
<tr>
<td>6</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>26</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>488</td>
<td>501</td>
</tr>
</tbody>
</table>

Degree of freedom $\chi^2$ p-value

<table>
<thead>
<tr>
<th></th>
<th>Shah Alam</th>
<th>Jerantut</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15.00</td>
<td>8.00</td>
</tr>
<tr>
<td></td>
<td>173.30</td>
<td>45.32</td>
</tr>
<tr>
<td></td>
<td>2.20E-16</td>
<td>3.20E-07</td>
</tr>
</tbody>
</table>

Figure 2. The average daily PM$_{10}$ concentrations in Shah Alam and Jerantut, Malaysia, for a period of twelve years (2002-2013)
Figure 3 shows the observed and expected frequencies of polluted events for the first order of Markov chain model for the Shah Alam and Jerantut monitoring stations. From the figures, it can be seen that the expected distribution of polluted events obtained does not closely describe the observed distribution. Thus, it can be concluded that there is a need to use the higher order Markov chain model in assessing the best or appropriate fitting in describing the distribution of the polluted events.

**CONCLUSION**

The results obtained from the analysis can provide a better understanding of PM$_{10}$ occurrences and the pattern at these two monitoring stations. In this study, the first order of Markov chain model was applied and the threshold value used was referring to WHO 2006 guidelines (50µgm$^{-3}$). The results of the analysis show the high probability that the next day event depends on what has happened on the previous day. Besides that, the analysis of persistency showed that for both stations, the occurrence of polluted (non-polluted) event, followed by an immediate preceding event and the recurrence of polluted day in Shah Alam (4-5 days), is longer compared to Jerantut (2-3 days). By fitting the first order of Markov chain model, the results showed that the higher order of Markov chain model is needed in order to get the best fitted distribution of polluted events at these two monitoring stations. This study can help the responsible authorities to provide early warning to the public so that they can avoid from being exposed to air pollutant when the previous day is a polluted day. Further analysis could be done by considering other monitoring stations in Malaysia and different threshold value of PM$_{10}$ concentrations in order to get more valuable information for the purpose of prediction. Besides that, the higher order (order more than one) could be carried out to find the optimum order that best describes the occurrence of PM$_{10}$ concentrations in Malaysia and thus, a better prediction can be made.
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ABSTRACT
Takaful, the Islamic alternative to conventional insurance, is based on the concept of social solidarity, cooperation and mutual indemnification of losses of members. The ‘transparency’ offered in the Takaful system will eliminates the elements of gharar (uncertainty), maisir (gambling) and riba (usury). Due to the dynamicity and complexity of cash flows in the Takaful system, the application of system dynamic approach is used in order to discover any possible internal and external impacts in the assumptions used in determining contributions rate from the participants. The traditional approach, which is the deterministic approach, has limitations where changes of the actual experience may cause operators to stop issuing the contract or product. Using system dynamic, these possible effects from the actual experience can be determined in terms of the amounts transferred to shareholder’s fund and results obtained can assist the management to decide which assumptions to be used so that the operators will continue solvent and making profit at the same time. The results of System Dynamic simulation analysis in this paper represent the impacts of component changes in the Takaful model. The results can be used as decision tools for the Takaful operators to determine the best assumptions and strategies in order to maximise their profits.
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INTRODUCTION
Takaful, the Islamic alternative to conventional insurance, is based on the concepts of social solidarity, cooperation and mutual indemnification of losses of members. It is a pact among a group of persons who agree to jointly indemnify the loss or damage that may inflict upon any of them, out of the fund they donate collectively.
This fund is being managed by the Takaful operator. It is widely understood that the participants consider each other as a “family member” and that each and every one pools together in times of loss. In the event of a loss, the operator will pay out the specified amount to the respective participants. Should there be any surplus, it will be distributed to all its participants. This proves that the Takaful operator only works as a fund manager, or a protection and profit sharing venture between the operator and participants.

At the moment, there are fifteen Takaful operators in Malaysia, consisting of two retakaful operators, five foreign Takaful operators, and eight local Takaful operators. Since the endorsement of the Takaful Act in 1984, the Takaful industry has increased significantly, with an annual growth of 27% in assets and a net contribution increase of 19%. All these were evident from the years 2003 to 2007. This rapid change in the Takaful industry has made the Takaful operators to re-evaluate and study the product features to make it more competitive in the market.

One of the tools available to re-evaluate and study the Takaful product features and assumptions is the system dynamic approach. System dynamics is a computer-based model that specially designed to solve looping cases. A dynamical system is a function with an attitude that tends to do the same thing over and over again and it can estimate the next steps well. This system dynamic model tells us how the behaviour of the system results from the interactions of its component parts. This model combines both qualitative and quantitative aspects and aims to enhance the understanding of the complex systems to gain insights into the system behaviour (Srijariya, Riewpaiboon, & Chaikledkaew, 2008).

The research focuses on the applicability of the system dynamic in order to discover the possible impact in the assumptions used in determining contributions rate from the contract holder. The operation of the cash flows from the participants within the Takaful model or system is a dynamic and complex system due to many inter-related factors such as management expenses, investment earns, death claims, withdrawal claims, economic factors and also competitions among other Takaful operators. By using the traditional pricing methods in the Family Takaful product (premium for life insurance), decision makers for Takaful product development who may be the appointed actuary or members from the top management of the Takaful operator need to do more study on each variable or factor to gain a better understanding of the impacts of the pricing and operational strategy.

The scenario now is that the components in the Takaful model have been changing due to the impacts of economic condition of the country, as well as the policy intervention of Malaysian central bank, Bank Negara Malaysia (BNM). As a result, more Takaful licenses are issued to the industry and with the entrance of new competitors into the industry, the level of industry competitiveness has increased as well. The consequences of those changes could hurt the Takaful operators where the possibility of a large-scale loss to the Takaful operators may occur when issuing a new Takaful product.

The traditional pricing method approved by the appointed actuary of the Takaful operators may be sufficient to help the Takaful operator to remain solvent. However, any other changes that arise in the industry would give an impact to the product, perhaps benefiting the customers but may not be beneficial to the Takaful operator. Since the word ‘Takaful’ represents the
Islamic insurance system, it is crucial for the Takaful operators to able to produce a product that is fair and profitable for both parties, namely the Takaful customers and Takaful operators.

The perspective of the Takaful system has never been viewed from a dynamic system perspective. The study provides an opportunity to explore and exploit the dynamicity in the Takaful system using the system dynamic approach. A system dynamic model can be used to visualise any possible impact arising from the changes in economic condition, policy, behaviour of the policy holders and other changes that could give significant impacts to the profitability of the products of the Takaful operators. However, the traditional methods are not able to view this dynamicity and thus limits the capability of the Takaful operator to gain a good understanding of the bigger picture of the opportunity to perform Takaful product pricing. It seems that system dynamics can be used as an alternative approach to visualise all impacts arising from the changes of each component in the Takaful system and will act as decision support information for the pricing of Takaful products.

Some examples of possible changes that may give impacts to the Takaful model are increases in death claims, increases in withdrawal claims when the participants switch to another Takaful operator, unfavourable economic condition that will result in lower investment earnings from the expected and also high management expenses due to inflation. It is difficult to get a clear picture of the combined effects of the components due to the complexity and dynamicity of the Takaful system. The detailed Takaful model will be presented in the subsequent section. Each component of the model has a complex interconnection and relationship with other external factors and it can be further enhanced by using the system dynamic approach. In this study, system dynamic is used to model the components, factors and units in the Takaful model.

This study focuses on applying the system dynamic model in the Takaful model as an extension of the traditional approach of pricing. In general, this study provides an extra step to re-evaluate the pricing of family Takaful product and ensure sustainability and profitability of the product in the market. On a more specific term, this study contributes towards offering the decision makers of Takaful operators the opportunity to explore new methods in making better decisions within their scope of work. These decisions made may be crucial in order to meet the objectives of the Takaful operators. The simulation model developed from system dynamic approach can provide insight or visualisation into the impacts of any changes in the component of the model, which can be the translated into decisions that should be done by the Takaful operators.

**Introduction to System Dynamic**

System Dynamics is a computer-based model especially to solve looping cases. A dynamical system is a function with an attitude that tends to do the same thing over and over again and can estimate the next steps well. This system dynamic model tells us how the behaviour of the system results from the interactions of its component parts. This model combines both qualitative and quantitative aspects and aims to enhance the understanding of complex systems to gain insights into system behaviour (Srijariya, Riewpaiboon, & Chaikledkaew, 2008).
System Dynamic is applicable because the methodology can be used in solving real world crisis, which is depending upon reaction structure (Grosser, 2005). This methodology is also capable of capturing the effect of hypothetical assumption. It includes concepts, variable interdependency and dynamic systems with powerful shifting effects which can be used to analyse large and complex real-world situations that cannot be solved through conventional quantitative analysis. Furthermore, System Dynamic can be used to determine important variables for both long-term and short-term effects. Rational and logical future behaviour also can be drawn but it is not used as forecasting method. Other than that, its simulation-based theory can helps us to evaluate simulation-based scenarios, in order to find the best assumptions to price the contributions of a Takaful product.

In this paper, the System Dynamic model was modelled based on two main scopes; which are the internal and external factors of the component in the Takaful system.

**System Dynamic Advantages**

Sterman (2006) mentioned that System Dynamics is a method to enhance learning in complex systems. The ability to model diverse relationships between elements of a particular system and how these relationships influence the behaviour of the system over time has made it a better model compared to the traditional statistic approach. System Dynamics model educates us by identifying the inconsistency and allows one to see how the identified complex interactions work when all are active at one time (Taylor & Lane, 1998; Sapiri, Kamil, Mat Tahar, & Tumin, 2010).

Systems Dynamics provides a general communication instrument connecting many academic disciplines (Martin, 1997). The perspective of System Dynamics, with its emphasis on feedback, changes over time and the role of information delays actually notify the policy makers the projected and unintended alternative consequences. In addition, System Dynamics was used to design and test policies intended at altering a corporation’s arrangement so that its behaviour would develop and become more (Radzicki, 2011). One feature that is common to all systems is that a system’s structure determines its behaviour.

System Dynamics also can be used to analyse how structural changes in one part of a system affects the behaviour of the system as a whole. System Dynamics was initially based on the feedback control theory which consists of both quantitative (hard) and qualitative (soft) approaches in examining the dynamic behaviours of the development and changes of a system (Maani & Cavana, 2000). This model also seeks to predict dynamic implications of policy, not forecasting the outcome at a given time in future.

This theory is supported by Hirsch (1979). Grosser (2005) and Sterman (2006) stated that System Dynamics models can be used to draw reasonable future behaviour, depending upon the structure of the system. This will help policymakers and planners to have a better understanding of the relative impacts of alternative interventions they might be taking into account and anticipate unintended by-products of new programmes and policies. These models are not intended to serve as forecasting method. The policymakers will make decision based on the historical data and performance goals as the baselines to determine whether a particular policy generates behaviour of the main variables that is better compared to the baseline or even other policies.
The strength of System Dynamics model is the ability to justify own assumption of the system faced (Olaya, 2011). The wonderful advantage of the System Dynamics model is that its parameters can be accustomed by policy makers based on the changing situation or to construct visualised alternatives in planning (Udompanich, 1997). Furthermore, System Dynamics acknowledges the critical role of an individual and organisational core model, which means, it does not plainly model them. In other words, it only utilises factual data. System Dynamics is not about point prediction, the behaviour characteristics can evaluate whether or not the model can meet the conditions and behaviour leading to the event (Grosser, 2005).

System Dynamics is more effective than others in changing the thinking and actions of the audience. This is because it consists of stock and flow diagram and also the ability to track movements of people and things in a clear and systematic way. This methodology is also useful in providing qualitative system behaviour, whereas discrete event simulation is superior in revealing detailed features related to discrete queue dynamics. In terms of data requirements, System Dynamics is typically very much less as System Dynamics models are usually of higher-level and more aggregated. More useful modelling can be done with less data. Some healthcare settings are rich in useful data. Other than that, System Dynamics approach can include macroeconomics variable, behavioural variables and application variable which are not applicable in the traditional approach.

In this paper, System Dynamics approach will be tested for its applicability in the Takaful System. For this purpose, a few macroeconomic variables or economic conditions (e.g., inflation rate, favourable economic condition and Takaful operator’s competitors) are tested. These variables are proven to be significant based on the secondary sources. Thus, it was included in this research, along with the basic assumptions of contribution calculation by using the traditional approach.

**DESIGN APPROACH**

**Takaful Model**

For this paper, the hybrid model of Takaful, that combines the model of Wakalah and Mudharabah, was selected because it appeared to be more well-accepted and favourable than other models, apart from being widely adopted by many newly-established Takaful operators (Islamic Financial Services Act 2013, n.d).

The main reason for using the system dynamic approach is to visualise the set of assumptions used in order to find the optimum contribution rate, which is fair to the participants and profitable to the Takaful operators. The main problem with the traditional approach is that it will take longer time to test each set of the assumptions. Moreover, the traditional approach will not consider any changes in the components after the product is launched. Using the system dynamic, the set of assumptions will be used as the initial values and it will be tested by changing the components in the system to see whether it will give positive impact towards profitability, or vice versa.
The model is detailed out in Figure 1 below:

**Figure 1. A detailed workflow of the Takaful System**

All of these elements in the Takaful system must be properly determined in order for the Takaful operator to remain solvent and continue to make profit. Elements such as participants to Takaful operator’s agreed ratio, contributions rate, commission and administration expenses, rate for investment return, reserve assumptions, as well as claims and withdrawal rate have to be properly assumed and calculated.

In this research, the system dynamic model is developed by first exploring the internal factors or components in the model, followed by combining them with the external components which involve uncertainties. The effects of each component on the others, including both internal and external, are examined separately.

**Development of the Causal Loop Diagram**

The involvement of investment activities, influence of the rapid growth of Takaful operators, and effects of inflation in the expenses may also cause significant effects on the Takaful operator’s profitability. There is no use of issuing a contract or policy that will burden any parties involved, be it the operators or contract holders.
In this study, for the purpose of demonstrating the system dynamic approach, some of the economic variables and external components having relationship with internal components were used. Hypothetically, the relationship of the economic variables and the internal components can be best described as in Table 1 below:

<table>
<thead>
<tr>
<th>Changes in economic variables</th>
<th>Changes in internal components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unfavourable market condition</td>
<td>Increase in actual expenses</td>
</tr>
<tr>
<td>(Increase in inflation rate)</td>
<td>Decrease in investment performance</td>
</tr>
<tr>
<td>(Decrease in overall national interest rates)</td>
<td>Decrease in number of participants</td>
</tr>
<tr>
<td>Increase in number of claims and withdrawals</td>
<td>Increase in number of withdrawals</td>
</tr>
<tr>
<td>Increase in competitiveness in the market</td>
<td>Increase in reserving assumptions</td>
</tr>
<tr>
<td></td>
<td>Decrease in overall investment performance</td>
</tr>
<tr>
<td></td>
<td>Increase in the number of participants</td>
</tr>
<tr>
<td></td>
<td>Increase in total contribution received</td>
</tr>
</tbody>
</table>

The relationship of both external components (including economic variables) and internal components is best described in the causal loop diagram below. It is important to determine any real positive and negative relationships in order to have a system dynamic model that will represent the real situation in the simulation result.

![CLD for both the internal and external components](image-url)
The system dynamic model proposed in this paper will assist the management to increase any factors that will lead to increases in cash inflow in terms of total contribution collected. The operators can make changes whether to have an improvement in marketing that also will lead to increases in the expenses by the operators. This improvement in marketing will also enhance the competitive element of the product compared to the other operators, and hence, will increase the number of participants for that particular product.

Figure 2 contains several balancing and reinforcement loops. The first balancing loop links between the actuarial pricing assumptions, reserve fund prepared, investment performance of the operators and shareholders’ fund. Increase in Actuarial pricing assumptions will increase the reserve fund needs to be prepared by the operators. This will result in lesser fund provided for the investment where the investment for the reserve fund needs to be more prudent to meet the obligations towards the participants. Lesser fund for investment will lead to lesser amount to be transferred to the shareholders’ fund as a profit sharing between the participants and the Takaful operators. The shareholders fund’s income depends entirely on the investment performance of the operators, where higher provision required for the investment will result in the more amounts to be transferred to the shareholders’ fund.

The second balancing loop links between the actuarial pricing assumptions, expenses fund prepared and shareholders’ fund. Prudent assumptions in the actuarial pricing assumptions will lead the operators to prepare more funds in the expenses fund, and this will result in lesser amount to be transferred to the shareholders’ fund. Motivated by maximising returns by the operators to continue operates, the shareholders of the operators will somehow force the management to reduce the pricing assumptions in order to provide more funds to be transferred to the shareholders’ fund.

**Proposed Stock and Flow Diagram for Takaful System**

Two major characteristics, which are mainly provided by the system dynamic approach, are changes over time and feedback-transmission and receipt of information. In the system dynamic model, stock and flows are used to model the flow of work and resources through a project. Stocks represent the stored quantities and characterise the state of the system and generate the information upon which decisions are based. Flows are the rate of increase or decrease in stocks.

In this study, the unit used for time is in a yearly basis. This is because most of the components in the system happen on a yearly basis such as investment earned, total expenses for the year, total contribution received for the year, yearly claims rate and withdrawal rate, surplus, inflation rate, etc.

Based on the earlier causal loop diagram, the final simulation model was developed to enable more investigation on the changes of components by using simulation. Different decisions by the operators will be simulated by this model to evaluate the outcomes and visualise the impacts without having to conduct real experiments. The developed system dynamic model is shown in Figure 3.

In this model, reserve fund is prepared in the Participant Risk Fund (PRF) and the fund used for investment purposes is the Participant’s Investment Fund (PIF), as suggested in the BNM Guidelines (2010) on Takaful Operator Framework. The investment portion (in terms
of percentage) from the Total contribution collected is a balance resulting from the deduction into Expenses Fund from the wakalah fee and also deduction into PRF from the tabarru rate.

![Diagram](image_url)

*Figure 3. The proposed stock and flow diagram for the Takaful System*

**RESULTS AND DISCUSSION**

**Simulation Analysis of the Proposed System Dynamic Model**

The simulation test combines two external variables which can lead to loss for the Takaful operator. These variables are the inflation rate and competition of the market. Increase in competition in the market, combined with the increase in inflation, will supposedly result in a major loss for the Takaful operator.

For example, through economic crisis, there would be increase in the inflation rate that would result in increases in the operational cost and expenses. Furthermore, during this time, there will be lesser participants who are willing to participate in buying the Takaful products. This analysis will test the point which will be the benchmark for the decision makers to be prepared on the worst case scenario.

Inflation rate, combined with the competitive market, are two variables that cannot be controlled by decision makers. However, this analysis can give a warning alarm at which point these combined variables would affect the profitability of the Takaful operator. Increase in the competitive market will result in fewer participants coming in to buy the product. On top of that, the inflation rate will increase the expenses occur each year.
The table below shows the input used in the simulation for this analysis:

Table 2
Input for the simulation model of unfavourable market condition

<table>
<thead>
<tr>
<th>Changes in Component</th>
<th>Profit 1</th>
<th>Profit 2</th>
<th>Profit 3</th>
<th>Profit 4</th>
<th>Profit 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Number of Policies</td>
<td>2500</td>
<td>2500</td>
<td>2500</td>
<td>2500</td>
<td>2500</td>
</tr>
<tr>
<td>% increase of number of policies</td>
<td>1%</td>
<td>-1%</td>
<td>-2%</td>
<td>-10%</td>
<td>-10%</td>
</tr>
<tr>
<td>every year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflation rate</td>
<td>4%</td>
<td>4%</td>
<td>4%</td>
<td>0%</td>
<td>4%</td>
</tr>
</tbody>
</table>

The simulation result based on the inputs from Table 2 can be referred in Figure 4.

The results above show that even when the number of policies dropped to 10% every year, and the inflation rate increased to 4% every year, the Takaful operator will still be making positive profit throughout the year. The expected outcome from this analysis was that the Takaful operator would result in loss when these two economic factors (inflation rate and competition) are combined in the market. This result of the analysis somewhat contradicts with the earlier expected outcome stated in the earlier chapter. However, it gives a very valuable insight into the current market situation which can lead to the Takaful operators’ profitability. Based on this particular analysis, it is highly unlikely for a Takaful operator to result in loss or insolvency due to unfavourable market condition.

As stated earlier on, the Takaful operator will still be making profit throughout the year even though both the variables of the inflation rate and the competitive market are combined. Nonetheless, small changes to both the components will not give a big impact on profitability. However, the changes do lower any potential profit in the long run. In this Takaful system, it is clear that the decision maker can apply the system dynamic approach to help them make better decision to meet the objectives of the Takaful operator.
CONCLUSION

As a conclusion for the analysis, the results of profit differ for each variation in the Takaful model components. However, the Takaful operators will still continue to make a positive profit in the long run, regardless of the assumptions used in the pricing with the condition in Malaysia.

All of the visualisation results from the system dynamic simulation model can be used to help the Takaful operator plan for any future product to be launched and to be prepared for any changes that may happen around the industry. In this Takaful system, it is clear that the decision maker can apply the system dynamic approach to help them make better decision to meet the objectives of the Takaful operator.

This system dynamic model has also been proven to be used in visualising the impacts of changes to each component. Every small or big change can be tested using the system dynamic model so as to help determine the point at risk where this point can lead to insolvency, and also loss, from the product launched.
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ABSTRACT

The purpose of this study was to demonstrate a facile method to produce monodispersed and size-controllable potassium silicate nanoparticles from rice straw waste. Different from other methods that use expensive raw chemicals, our method utilises rice straw waste as a source of silica that is cost-free and largely available. In the experimental procedure, rice straw waste was burned. Then, the burned rice straw waste was put into the alkaline extraction process (using potassium solution) and flame-assisted spray-pyrolysis apparatus system. To support the flame-assisted spray-pyrolysis, we utilised commercially available liquid petroleum gas as a fuel source for the flame combustion process. Experimental results showed that the prepared particles are monodispersed, spherical, and having sizes in the range of nanometer (from 20 to 80 nm). The fuel flow rate plays important role in controlling particle size in the final product. Increases in the fuel lead to the formation of larger particles. Since the present method can convert rice straw into useful and valuable potassium silica particles, further development of this study would give a positive impact for the reduction of rice straw waste emission.

Keywords: Aerosol process, controllable size, flame spray pyrolysis, growth particle, nucleation, potassium silicate, silica nanoparticles, spray drying

INTRODUCTION

Potassium silicate is an attractive material used in a wide range of applications, specifically for fertiliser (Kikuchi, 1999). This material is also widely used due to its high stability, chemical
flexibility, and biocompatibility (Tokunaga, 1991). For example, as fertiliser, this material is effective for increasing the amounts of sugar and amino acid in plants, making them resistant to insects, pests, and diseases (Kikuchi, 1996). Potassium silicate is also used for improving quality of fruit in terms of taste, shape, and colour (Tokunaga, 1991).

To produce potassium silicate, many methods have been reported by several research teams (see Table 1) (Beneke & Lagaly, 1989; Rastsvetaeva, Aksenov, & Taroev, 2010; Novotny, Hoff, & Schuertz, 1993; Baghramyan, Sargsyan, & Harutyunyan, 2016; Tokunaga, 1991; Kikuchi, 1999). The method typically employed direct interaction and reaction between “silica source” and “potassium hydroxide”. Potassium hydroxide acts as a potassium source and an agent for dissolving silica component from its originated source. Then, the dissolved silica component (typically as silicic acid (Si(OH)₄)) incorporates with potassium element to create crystal/composite potassium silicate.

Table 1
Current reports on the production of potassium silicate material

<table>
<thead>
<tr>
<th>Method</th>
<th>Materials</th>
<th>Result</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical treatment</td>
<td>Fly ash and KOH</td>
<td>Powder</td>
<td>Tokunaga (1991)</td>
</tr>
<tr>
<td></td>
<td>SiO₂ and K₂O</td>
<td>Solution</td>
<td>Santmyers (1957)</td>
</tr>
<tr>
<td></td>
<td>Waste bottle and KOH</td>
<td>Solution</td>
<td>Mori (2003)</td>
</tr>
<tr>
<td></td>
<td>SiO₂ and KOH</td>
<td>Hydrated micropowder</td>
<td>Beneke &amp; Lagaly (1989)</td>
</tr>
<tr>
<td></td>
<td>Coal ash and KOH</td>
<td>Powder</td>
<td>Kikuchi (1999)</td>
</tr>
<tr>
<td>Hydrothermal reaction</td>
<td>Quartz sand and KOH</td>
<td>Solution</td>
<td>Novotny, Hoff, &amp; Schuertz (1993)</td>
</tr>
<tr>
<td></td>
<td>Ground diatomite and KOH</td>
<td>Glass</td>
<td>Baghramyan, Sargsyan, &amp; Harutyunyan (2016)</td>
</tr>
<tr>
<td></td>
<td>(with microwave process)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Beneke and Lagaly (1989) reported the production process using commercially available silica. Their process is effective to form potassium silicate particles with sizes in micrometer range. However, their particle sizes are broad and there is no information regarding control of particle size. Successful method using commercially available silica has been reported by Rastsvetaeva et al. (2010). Their method is effective to create unique crystal. However, their method is complicated as it utilises extreme process condition [e.g., high pressure (up to 1000 atm)] and time-consuming process. In addition, both the methods employed commercially available silica, which is impractical for practical uses since the price of these chemicals is typically expensive. As a consequence, the selling price of potassium silicate products is uncompetitive against other available products.

To against the use of above raw materials, Novotny et al. (1993) used silica quartz sand in the hydrothermal method. Mori (2003) reported the use of waste bottle, which is contacted with potassium hydroxide. Baghramyan et al. (2016) reported the production of potassium silicate from dissolving ground diatomite rock. They utilised microwave treatment to assist the heat treatment process. However, both methods are limited to the production of potassium silicate solution. There is no information on the possibility process for generating powder. Other papers
have been reported by Tokunaga (1991) and Kikuchi (1999), who used fly ash and coal ash as the silica sources, respectively. Although both the methods are effective for the production of potassium silicate particles, they did not report in detail about the physicochemical properties and characteristics of potassium silicate product.

Based on the above methods, several problems still persisted. Specifically, to the best of our knowledge, there is no information on how to create monodispersed and size-controllable potassium silicate nanoparticles in existence. Nanoparticles are required because these types of materials give better performance. The physicochemical properties of nanomaterial are different from that of bulk material. Control of particle size is also crucial since the size determines the material performance (Nandiyanto & Okuyama, 2011).

In our previous report, silica particles were successfully produced from rice straw waste (Nandiyanto et al., 2016b). In short, we used a combination of alkali and acid treatment for extracting and isolating silica from its originated source. Spherical and pure silica with sizes in the submicrometer range were produced. Although the combination of alkali and acid treatment is effective to create submicrometer silica particles, the production of potassium-embeded silica particles is typically difficult. Potassium and other inorganic components leach during the washing process (that is conducted in each step). This is the fundamental reason for why all papers related to such combination of alkali and acid treatment always created pure silica material (Kalapathy, Proctor, & Shultz, 2000; Zaky et al., 2008).

The purpose of this study was to demonstrate a facile technique to produce monodispersed and size-controllable potassium silicate nanoparticles from rice straw waste. Rice straw was selected because this material contains high amount of silica. Rice straw waste is also one of the largest agricultural wastes produced in large quantities but has not been used commercially (Fadhlulloh, Rahman, Nandiyanto, & Mudzakir, 2014; Permatasari, Sucahya, & Nandiyanto, 2016).

In the experimental procedure, rice straw waste was burned. Then, the burned rice straw waste was put into the alkaline extraction process (using potassium solution) and flame-assisted spray-pyrolysis apparatus system. While other methods utilise the acid precipitation method to precipitate silica-related material, our method uses flame-assisted spray-pyrolysis technique that is effective to generate particles with sizes in the nanometer range (Nandiyanto & Okuyama, 2011). To support the flame-assisted spray-pyrolysis method, we utilised commercially available liquid petroleum gas (LPG) as a fuel source for the flame burner as it is largely available. Therefore, the use of this LPG gives possibility for further scaling up process (Nandiyanto, Fadhlulloh, Rahman, & Mudzakir, 2016a).

Direct application of the flame-assisted spray-pyrolysis method to the alkaline-treated solution is also important for maintaining the existence of potassium in the final product. The flame-assisted spray-pyrolysis method is also prospective to produce agglomerate-free and pure particles in just a few of seconds (Karthikeyan et al., 1997). Further, this method has many advantages, including its low-cost production, easy-to-control particle size, simple processing, high-production yield, and ease of conversion to mass manufacturing (Nandiyanto & Okuyama, 2011).

Experimental results showed that the prepared particles are spherical with the sizes from 20 to 80 nm. We also varied the fuel flow rate in the pyrolysis process, which is effective to
control the particle size. In addition, since the product is generated from the rice straw waste which has been underutilised till the present day, further development of the present study would have a great positive impact for the reduction of rice straw waste emission and conversion of waste into useful and valuable products.

**BASIC INFORMATION ON RICE STRAW AND FLAME-ASSISTED SPRAY-PYROLYSIS METHOD**

**What Happened with the Rice Straw?**

Rice straw in the agricultural country raises environmental problems (van Soest, 2006). For example, Indonesian Statistic Bureau in 2015 recorded that the rice production was 75.36 million tons. The production of rice increases every year (see https://www.bps.go.id/brs/view/id/1271; accessed on 24 December 2016). This huge amount remains for waste problems that are about 12-15 tons of rice straw as a by-product. These abundant by-products are typically disposed of and burned in the rice field, contributing severe air pollution issues.

Rice straw is rich in silica, organic, and inorganic nutrients (see Table 2) (Minu, Jiby, & Kishore, 2012). The organic nutrients in the rice straw mainly contain cellulose (32-47%), hemicellulose (19-27%), lignin (5-24%), and ash (13-20%), (Zaky et al., 2008) whereas the inorganic component is mostly alkali and earth alkali. As the rice straw contains high amount of silica (specifically, rice straw ash can contain 60-80 wt% of silica) (Nandiyanto et al., 2016b), the price is low and the existence of this waste is abundant, and rice straw can be used as an alternative source for silica.

**How to Isolate Silica from Rice Straw?**

Figure 1 shows illustration mechanism for the isolation of silica from rice straw waste, in which the process requires at least three steps. The steps include the burning process, alkali treatment, and conversion of silicic acid into silica.

The first step is a burning process. Since most of the rice straw components are organic-related compounds (Zaky et al., 2008), burning rice straw allows increases in surface area and decreases in volume. Most of the organic components turn into carbon dioxide gas and some are turned into ash. Thus, the burning process plays an important role for enriching the percentage of silica.

Next, the second step is the alkali treatment that is used for converting silica component (embedded in the ash) into silicic acid (Si(OH)₄). Silicic acid is water-dissolved chemical. The solubility of silicic acid increases in the pH of higher than 10 (Kalapathy, Proctor, & Shultz, 2000). The optimum pH to get excellent extraction process is 12-13 (Minu, Jiby, & Kishore, 2012). In general, the alkali treatment involves the following reaction:

\[
\text{Si-O-Si} + \text{H}_2\text{O} \rightarrow 2\text{Si-OH}
\]

\[
\text{Si-OH} + \text{M}^+ + \text{OH}^- \rightarrow \text{Si-O-M}^+ + \text{H}_2\text{O}
\]

where M is the alkali component such as sodium and potassium.
The third step is the conversion process from silicic acid into silica (SiO$_2$). Many techniques can be applied for achieving this conversion process such as acid and heat treatment. In this study, although many papers have reported the possibility of the conversion process using acid precipitation process (Lu & Hsieh, 2012), we limited our process using the heat treatment. The heat treatment is selected because this method is better than the acid treatment for maintaining the inorganic element (potassium and other inorganic components usually leach during the washing process in the acid treatment).

Figure 1. Illustration mechanism of the isolation of silica from the rice straw waste

Technical Information about Flame-assisted Spray-pyrolysis Method

Flame-assisted spray-pyrolysis method is a method for generating particles from liquid-phase solution via employment of the heat-shock treatment (Nandiyanto & Okuyama 2011). The production process involves generation of droplet from the initial solution. Next, the generated droplets are introduced to heat for evaporating solvent in the droplet (Chiang, Aroh, & Ehrman, 2012). Since heat-shock treatment is applied in the evaporation process, the final sizes of the produced particles are in the range of nano to submicrometer size (Nandiyanto & Okuyama, 2011).

Detailed information on the mechanism during the flame-assisted spray-pyrolysis method is shown in Figure 2. In general, the process (shown in Figure 2a) is started by generating droplets from liquid precursor. The generated droplets are then introduced into the reactor and put in direct contact with the flame. The flame itself is produced from the combustion of fuel with air. During the droplet travel, several steps occur (see Figure 2b), including solvent evaporation, droplet break-up, nucleation and growth process. The steps occur subsequently to form nanoparticles. In addition, the main important step for the successful production of nanoparticles is the droplet break-up step. This step can be achieved only due to the existence of heat-shock (that is achieved from the direct contact of droplet with the flame).

In addition, the flame process is conducted in the reactor system, as shown in Figure 2a. Thus, the heat in the process is typically maintained. The transfer of heat in the reactor is due to the heat radiation and convection that are gained from the combustion process of fuel and oxygen.
EXPERIMENTAL METHOD

Raw Materials

The following raw materials were used in this study: rice straw waste (rice field in Cimahi, Indonesia) and potassium hydroxide (KOH, 98%, PT. Bratachem, Indonesia). Rice straw was washed with ion-exchanged water, dried naturally for nine days, and then cut to get the size of about 1 cm.

Synthesis of Potassium Silicate Particles

Rice straw was heated in furnace at 973 K to produce rice straw ash in room condition. To ensure the conversion of organic material into ash, the heating process was maintained for about 7 hours in the furnace. Then, the rice straw ash was ground and put into the potassium hydroxide solution. The mixture was then stirred at 900 rpm and heated at 338 K for 2 hours.

Next, the extraction solution was put into the flame-assisted spray-pyrolysis apparatus (equipped with commercial liquid petroleum gas (LPG; Pertamina) and flow of air to introduce droplets into flame apparatus).

In the flame-assisted spray-pyrolysis apparatus (see Figure 3), the system consisted of an ultrasonic nebuliser (NE112; Omron Corp., Japan, used for generating droplet with diameter of about 4.5 um; the ultrasonic nebuliser was equipped with cooling system and cyclone), a flame burner (used for drying as well as polymerising silica component), a flame reactor (stainless steel; diameter of 20 cm and total height of 50 cm), and a filter. The apparatus was also introduced by a flow of LPG (as a fuel source of flame burner) and flows of air. There are two types of air used in this study. One is carrier gas for introducing droplet from the
ultrasonic nebuliser to the flame reactor, and the other is total air that acts as an oxidiser combustion process in the burner. In this study, the flow of LPG in the flame-assisted spray pyrolysis was varied (in the range of 0.30 and 1.20 L/min), whereas the flows of air for the carrier and the oxidiser were fixed at 0.60 and 1.50 L/min, respectively. Based on our previous report (Nandiyanto, Fadhlulloh, Rahman, & Mudzakir, 2016a), fuel with gas flow rate below 0.30 L/min allows unstable flame, whereas fuel with gas flow rate exceeding 1.20 L/min gives impurities in the final product.

**Characterisation**

Chemical and functional groups, morphology, and particle size of potassium silicate particles were analysed using Transmission Electron Microscopy (TEM, JEOL JEM-1400, JEOL Ltd., Japan) and Fourier Transform Infrared (FTIR, FTIR-8400, Shimadzu Corp., Japan). To analyse the composition of gas, we used gas chromatography mass spectrometry (GC-MS, GCMS-QP2010 Ultra, Shimadzu Corp., Japan). To analyse the chemical component in the sample, we used several analysis methods including gravimetric (for analysing silica) and atomic absorption spectroscopy (AAS; Varian Spectra 240 FS, Varian Inc., US; for analysing metal oxide component).

![Diagram](Figure_3.png)

*Figure 3. Illustration of the flame-assisted spray-pyrolysis apparatus. MFC is mass flow controller, and LPG is commercially available liquid petroleum gas*
RESULTS AND DISCUSSION

Physicochemical Properties of Raw Materials

Table 2 shows the contents of silica and other component contained in the rice straw ash. The results identified that most of the components in the rice straw ash are silica, in which the amount of silica was 74.60%. Other components contained in the rice straw ash were ash, K$_2$O, CaO, MgO, Na$_2$O, Fe$_2$O$_3$, and Al$_2$O$_3$. As silica is the main component in the rice straw ash, we can conclude that rice straw is a potential source of silica material.

As a comparison for ensuring the effectiveness of our method for enriching silica, we added information on the chemical composition of rice straw adopted from the references (van Soest, 2006; Minu, Jiby, & Kishore, 2012; Zaky et al., 2008). We found that the concentration of silica increased from 13 to 74%. The increase in silica was followed by a great decrease in the composition of organic component. This revealed that most of the organic components decomposed into carbon dioxide, with some of them into ash. In addition, the table below presents information for the initial rice straw from the reference, while detailed information on the composition of silica in the initial raw straw will be given in our future work.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Before burning process</th>
<th>After burning process</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quantity (%)</td>
<td>Quantity (%)</td>
<td></td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>~13$^a$</td>
<td>74.60</td>
<td>Gravimetric</td>
</tr>
<tr>
<td>Ash</td>
<td>13 – 20$^c$</td>
<td>~ 5.00</td>
<td></td>
</tr>
<tr>
<td>Oxide component</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K$_2$O</td>
<td>1.40 – 2.00$^b$</td>
<td>9.06</td>
<td>AAS</td>
</tr>
<tr>
<td>CaO</td>
<td>1.87</td>
<td>AAS</td>
<td></td>
</tr>
<tr>
<td>MgO</td>
<td>1.48</td>
<td>AAS</td>
<td></td>
</tr>
<tr>
<td>Na$_2$O</td>
<td>0.45</td>
<td>AAS</td>
<td></td>
</tr>
<tr>
<td>Fe$_2$O$_3$</td>
<td>0.35</td>
<td>AAS</td>
<td></td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>0.32</td>
<td>AAS</td>
<td></td>
</tr>
<tr>
<td>Organic component</td>
<td>~75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cellulose</td>
<td>32 – 47$^c$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemicellulose</td>
<td>19 – 27$^c$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lignin</td>
<td>5 – 24$^c$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>0.50 – 0.80$^b$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P$_2$O$_5$</td>
<td>0.16 – 0.27$^b$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>0.05 – 0.10$^b$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: $^a$Data were obtained from the reference (van Soest, 2006); $^b$Data were obtained from the reference (Minu, Jiby, & Kishore, 2012); $^c$Data were obtained from the reference (Zaky et al., 2008)

Figure 4 shows the GC-MS analysis results of the commercially available LPG used in this study. Based on the GC-MS analysis results, the LPG contained several combustible organic components including propane (58.90%), isobutane (18.35%), butane (22.26%), and 2-methyl
butane (0.48%). Since the component in the commercially available LPG is combustible, the LPG is prospective as a fuel source for flame-related process.

Based on the GC-MS results, complete combustion process is achieved if it only fits the following reaction:

$$\text{LPG}_{(g)} + 5.86 \text{O}_{2(g)} \rightarrow 3.60 \text{CO}_{2(g)} + 4.60 \text{H}_2\text{O}$$

where LPG is the mixed gas containing propane (58.90%w), isobutane (18.35%w), butane (22.26%w) and 2-methyl butane (0.48%w). In simplification from the above chemical reaction, the mole ratio of oxygen and LPG must be 5.86. Thus, to completely combust 1 mole of LPG, the minimum number of oxygen is 5.86 mole.

Taking into account that the percentage of oxygen in the air is 21% and the densities of propane, iso butane, butane, 2-methyl butane, and oxygen are 0.55; 0.573; 0.573; 0.626; and 1.429 kg/m$^3$ (data obtained from www.chemicalbook.com; accessed on 24 December 2016), respectively, the minimum volume air required to reach a complete combustion of 1 L/min of LPG is about 10 L/min. In general, when using the flow rate of air of less than that value, the complete combustion cannot be obtained and the formation of carbon in the final product cannot be avoided as well.

Using the above correlation, the process was conducted using a gas carrier flow rate (air) of 0.45 L/min and a total air gas flow rate of 1.50 L/min, whereas the flow rate of LPG varied between 0.30 and 1.20 L/min, and the minimum total flow rate of air must be in the range between 3 and 12 L/min. Thus, we can conclude that the combustion process is supposed to give some carbon components in the product. Although the process must utilise higher flow rate of air, the use of higher rate of air can disturb the flame process. The flame is unstable and the possibility of fire to be ceased is high.

![Figure 4. The GC-MS analysis result of commercially available LPG. The panelled table is the detailed information for the component in the LPG. The result was adopted from the following reference (Nandiyanto, Fadhlulloh, Rahman, & Mudzakir, 2016a).](image-url)
Process Condition of Flame-assisted Spray-pyrolysis Apparatus: Effect of Fuel Flow Rate on the Reactor Temperature Profile

Figures 5a show the photograph image of flame for the production of particles. Figures 5a(i) and 5a(ii) are the images for the process conducted using 0.45 and 1.20 L/min of fuel flow rate, respectively. The images clearly reveal that the combustion process resulted in yellow flame. Some blue flames were formed only when conducting the experiments with the low rate of fuel. The higher rate for the fuel allowed the formation of greater fire with more yellow flame.

The existence of yellow flame is related to the production of incomplete combustion process. Indeed, it also indicates that carbon product will be created during the combustion process. To clarify the discussion about the carbon product, the following reaction happens:

\[
\text{LPG}(g) + m \text{O}_2(g) \rightarrow n \text{CO}_2(g) + p \text{CO}(g) + q \text{C}(s) + r \text{H}_2\text{O}
\]

where LPG is the mixed gas containing propane (58.90%w), isobutane (18.35%w), butane (22.26%w), and 2-methyl butane (0.48%w). \(m, n, p, q\), and \(r\) are, respectively, the reaction coefficient, depending on the availability of oxygen. In short, the more oxygen is supplied, the less values of \(p\) and \(q\) will be obtained. In general, in the constant air flow rate, the higher fuel flow rate allows less fuel molecules to contact and to be oxidised completely. Indeed, less oxidised fuel creates the decomposition of fuel without oxygen. As a consequence, carbon-related component is formed (the more value of \(q\) is formed) (Ribeiro & Pinho, 2004).

Figure 5b is the temperature distribution inside the reactor at a LPG flow rate of 0.90 L/min. We selected 0.9 L/min of LPG flow rate because the flame produced is typically stable. The blue flame was also found in this flow rate, while higher flow rate of LPG fuel would create more yellow flame in the process. To make discussion easier, the process temperature distribution was signed by the red colour, which was from transparent red to dark red. The figure clearly revealed that the temperature depended on the position from the flame reactor. The maximum temperature was reached in the specific position inside the flame (shown by the dark red area), whereas the farer from the flame resulted in the lower temperature (shown by the transparent red area). We also found that the temperature of wall in the reactor was relatively the same, which was in the range of 300 and 400°C.

In the centre of the reactor (shown as a dashed-and-dot line), the temperature was varied. This centre can be known as the main path of droplet travel because most of the droplets go through this line. In the position of 0 m distance, the temperature was between 100 and 300°C, in which, this was due to two reasons: the initial step for contacting fuel and oxygen (known as dark zone) and the interaction of flame with the droplet [Droplet evaporates some water (as a solvent)]. Indeed, this water cools the temperature because the evaporation of solvent absorbs some heat from its surrounding. The maximum temperature was reached at the distance between 0.125 and 0.15 m from the burner. The maximum temperature was about 700°C. Passing the position for the maximum temperature, the temperature decreased along the centre of the reactor to the outlet. Indeed, the decreases in the temperature were because the position was outside of the main flame (passing the outermost zone). In addition, the reactor wall temperature was almost the same in the range of 300 and 400°C due to the heat radiation (from the combustion process) and the force convection (in the wall itself).
Figure 5. Photograph image of flame-supported pyrolysis method. Figures (a,i) and (a,ii) are the photograph images of flame produced using 0.45 and 1.20 L/min of LPG, respectively. Figure (b) is the reactor temperature profile at 0.90 L/min of LPG. All processes were conducted using a carrier gas flow rate (air) of 0.45 L/min, and a total air gas flow rate of 1.50 L/min.

Figure 6 shows the temperature profile at the centre of reactor. The temperature was analysed using a conventional high-temperature-purpose thermocouple. To confirm the position of flame in the reactor, we added a photograph image of the flame (shown in the insert photograph image), and the position of the outermost zone was shown as a dashed line. As shown in the figure, the present flame is effective for heat-shock treatment that is required for droplet break-up phenomenon. The temperature increased extremely at the beginning of the process (from 0 to 10 cm distance from the burner). The temperature rose to more than 700°C. Then, the temperature increased gradually until it reached the maximum. After passing the fire interface line (see the dashed line), the temperature gradually decreased.

The maximum temperatures for 0.45; 0.60; 0.90; and 1.20 L/min of fuel flow rate were about 700; 785; 815; and 905°C, respectively. The increase in the fuel gas correlated with the generation of higher temperature. This is related to the number of breakage of fuel compound bond. The more broken fuel bond results in the more energy to be created.

During the flame, fire can be divided into several zones: dark zone, blue zone, luminous zone, and outermost zone. Dark zone (0-3 cm distance from the burner) is the zone when the reaction is started. The next zone is the blue zone, where the fuel has contacts with oxygen. Fuel compound’s bond is broken and combined with oxygen. Some fuel compounds are radicalised. The third zone is the luminous zone (yellow zone), where the reaction continued from the blue zone. The radicalised fuel compounds combined with oxygen molecules further, breaking more bond. Indeed, higher temperature is created compared with the blue zone. The
final zone is the outermost zone. This zone is the hottest areas, with the temperature can take the maximum. However, passing this zone, the temperature drops significantly. Based on the experiments, the outermost zones for the burning process using 0.45; 0.60; 0.90; and 1.20 L/min of LPG fuel flow rate was about 10, 14, 16, and 17 cm distance from the burner, respectively.

Although the increase in the fuel gas is proportional to generate higher temperature, in which this temperature is crucial for evaporation and reaction process, the rate of fuel must be considered. The rate of fuel must be optimised and compared with the number of air flow rate. The ratio of fuel and air must be in the equal number in stoichiometry. Thus, to get a complete combustion process where all the fuel sources are converted into energy with carbon dioxide and water, the amount of air must be in excess. Otherwise, when using less amount of air, the product will have carbon impurities.

**Figure 6.** Reactor temperature profile at the centre of the reactor at various LPG fuel flow rates in the range of 0.45 and 1.20 L/min. The process was conducted using a carrier gas flow rate (air) of 0.45 L/min, and a total air gas flow rate of 1.50 L/min. Panelled figure was the photograph image of fire with information about the position of fire interface

**Production of Potassium Silicate Nanoparticles with Controllable Size: Effects of LPG Flow Rate on the Final Particle Size**

Figures 7a-c show the TEM analysis results of the particles prepared by using the flame-assisted spray-pyrolysis method. The image shows that the potassium silicate particles have a spherical morphology in the sizes of less than 100 nm (see Figure 7d).

As shown in Figure 7a, the particles in the sizes of about 25 nm were produced when the process conducted at an LPG fuel flow rate of 0.60 L/min. Then, the particles in the sizes of 75 nm were produced when the process was performed using the fuel flow rate of 0.90 L/min. These results give information that the fuel affects the final particle size.
A high magnification of TEM image in Figure 7c shows the spherical particle. The particle seems to have a composite structure due to the appearance of smaller white dots in the TEM image. The composed component as small dots (see arrow in the image) is from the potassium compound. However, to confirm our hypothesis regarding the existence of potassium compound as the small dot, we will do further analysis in our future work.

To confirm the effects of fuel flow rate on the final particle size, we varied the LPG fuel gas flow rate in the production process by using the flame-assisted spray-pyrolysis method. The result showed that the higher fuel gas flow rate allowed the production of larger particles (see Figure 7b). Less fuel flow rate did not result in the production of particles with several nanometres (see Figure 7a). Further, too slow results lead to unstable flame. Thus, the formation of particles was not successful.

In addition, based on the results above, the higher LPG flow rate can create larger particles. The main possible reason is the existence of carbon in the particle. The more fuel gas flow rate applied has a correlation with the existence of more carbon component as impurities in the final product.

Figure 8 shows the FTIR analysis results of the flame spray-pyrolysed samples. In particular, the results showed almost similar absorption peaks and patterns for all the samples. The peak intensities were almost the same for all the samples, except for the peaks in the range of 2000-2100 and 2500-3000 cm$^{-1}$ (see the dashed line area). Absorption peaks of silica-related
compound were identified, including the peaks at 806.25, 883.40, 1058.92, and 3194 cm\(^{-1}\) that ascribed to the existence of Si-O-Si symmetric stretching, Si-OH, Si-O-Si asymmetric stretching, and SiO-H, respectively. Further, FTIR also detected the peaks at 1128.36 and 1662.64 cm\(^{-1}\), in which these belonged to Si-O-X (X = K, Si, atau H) stretching and K\(_2\)SiO\(_3\), respectively. Detection of these potassium-related peaks strengthened our hypothesis that the present process is effective for maintaining potassium element in the product.

In addition to the above peaks, unique absorption peaks in the range of 2000-2100 and 2500-3000 cm\(^{-1}\) have different intensities for all the samples (as shown in the dashed line area in the figure). The intensities of the peaks increased with the increasing LPG fuel flow rate. The most different peak at in the range of 2000-2100 was obtained for the sample with 1.20 L/min of LPG flow rate. The appearance of these peaks corresponds to the existence of carbon-related component, which matches with our hypothesis (explained in Figure 4) and matches with our previous work (Nandiyanto, Fadhlulloh, Rahman, & Mudzakir, 2016a).

![Figure 8](image-url)

*Figure 8.* The FTIR analysis results of the samples produced at various LPG fuel flow rates in the range of 0.30 and 1.20 L/min. All the processes were conducted using a carrier gas flow rate (air) of 0.45 L/min, and a total air gas flow rate of 1.50 L/min.
Monodispersed Size-controllable Potassium Silicate Nanoparticles

To ensure the peaks existed in the FTIR analysis, we presented a list of related peaks in comparison to the references (see Table 3) (Simonsen, Sønderby, Li, & Søgaard, 2009; Scarano, Bertarione, Spoto, Zecchina, & Arean, 2001; Cotton & Kraihanzel, 1962; Skoog & West, 1980; Nandiyanto et al., 2016b). As shown in the table, the peaks detected in the range of 2500 and 3000 cm\(^{-1}\) in Figure 8 are carbon-related material. The existence of carbon-related material is proportional with the flow rate of fuel. Indeed, in the constant flow rate of air, the higher flow rate of fuel correlated to the higher possibility to form carbon in the incomplete combustion process (Nandiyanto, Fadhilulloh, Rahman, & Mudzakir, 2016a).

Based on the FTIR data, the optimum condition to get potassium silicate particles is when applying process with less than 0.90 L/min of LPG fuel flow rate. Applying more than 0.90 L/min of LPG fuel rate would result in carbon component impurities in the particle.

Table 3
The FTIR spectra for silica and carbon-related material based on the references

<table>
<thead>
<tr>
<th>Function Group</th>
<th>FTIR peak (cm(^{-1}))</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si-O-Si symmetric bending</td>
<td>461.34</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>Si-H</td>
<td>623</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>Si-O-Si symmetric stretching</td>
<td>795</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>Si-OH</td>
<td>895-880</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>Si-O-Si asymmetric stretching</td>
<td>1107</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>SiO-H</td>
<td>3400-3200</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>Si-O-X (X= K, Si, atau H) stretching</td>
<td>1100</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>Si-O stretching</td>
<td>1000-1200</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>Si-O bending</td>
<td>890-975</td>
<td>Simonsen, Sønderby, Li, &amp; Søgaard (2009)</td>
</tr>
<tr>
<td>C-H (Alkanes)</td>
<td>2850-2970</td>
<td>Scarano, Bertarione, Spoto, Zecchina, &amp; Arean (2001)</td>
</tr>
<tr>
<td>C-H (Alkenes)</td>
<td>3010-3095</td>
<td>Scarano, Bertarione, Spoto, Zecchina, &amp; Arean (2001)</td>
</tr>
<tr>
<td>C-H (Alkynes)</td>
<td>3000</td>
<td>Scarano, Bertarione, Spoto, Zecchina, &amp; Arean (2001)</td>
</tr>
<tr>
<td>C-H (aromatic rings)</td>
<td>3010-3100</td>
<td>Scarano, Bertarione, Spoto, Zecchina, &amp; Arean (2001)</td>
</tr>
<tr>
<td>C-O</td>
<td>1050-1300</td>
<td>Cotton &amp; Kraihanzel (1962)</td>
</tr>
<tr>
<td>C=O</td>
<td>1690-1760</td>
<td>Cotton &amp; Kraihanzel (1962)</td>
</tr>
<tr>
<td>C=C</td>
<td>2100-2260</td>
<td>Cotton &amp; Kraihanzel (1962)</td>
</tr>
<tr>
<td>C=C(alkenes)</td>
<td>1610-1680</td>
<td>Skoog &amp; West (1980)</td>
</tr>
<tr>
<td>C=C(aromatic rings)</td>
<td>1500-1600</td>
<td>Skoog &amp; West (1980)</td>
</tr>
<tr>
<td>C≡C(Alkynes)</td>
<td>2100-2260</td>
<td>Skoog &amp; West (1980)</td>
</tr>
</tbody>
</table>
CONCLUSION
We have successfully demonstrated the technique to produce potassium silicate nanoparticles with controllable particle size (from 20 to 80 nm). This is different from other methods that used expensive raw chemicals, in this study, rice straw waste was used as a source of silica that is relatively low in price and largely available. To assist the production of nanoparticles, we used flame-assisted spray-pyrolysis method that utilised LPG as the fuel source for burner. We found that the prepared particles are spherical in sizes of nanometer range. To control the particle size, we found that managing fuel flow rate is the best option. In addition to the successful production of potassium silicate nanoparticles, since the product is generated from the rice straw waste that has remained underutilised until now, a further development of the present study would have a great positive impact for the reduction of rice straw waste emission and conversion of waste into useful and valuable products.
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ABSTRACT

Lagoons are shallow coastal bodies of water separated from the ocean by a series of barrier islands which lie parallel to the shoreline. Sediment supplied to enclosed lagoons will influence the distribution and morphodynamics of coastal lagoons. Lagoons are re-shaped by erosion and deposition by the accumulation of material washed or blown over the enclosing barriers, and by the accretion of inflowing river sediment. The purposes of this study is to describe the methodology and attain results for identification of multitemporal Landsat image data of the Segara Anakan Lagoon for the years 1978, 1994, 2003, and 2013. The method used in this study is a visual interpretation of Landsat by using GIS and remote sensing methods to produce maps of morphodynamics of a lagoon and multitemporal of a coastline change. The overall results for the identification of morphodynamics of coastal lagoons are the decrease of areas of water bodies, increase of areas of a land accretion, and coastline changes. The results are used to examine ecological management of coastal lagoons.

Keywords: Coastal Lagoon, Landsat Images, Morphodynamic, Multitemporal, Segara Anakan

INTRODUCTION

Environmental changes over the coastal areas are a result of regular processes that are continuous or periodically fluctuated such as oceanographic parameters and the dynamics of local climate. Coastal erosion, which is caused by the dominant factors of natural influence such as waves, currents, tides and sediment supply, leads to the changes of the coastline (Bird & Lewis, 2015).

The characteristics of these coastal zones are very dynamic (Woodroffe, 2002). There is an interaction between the land and sea through the role of the waves and winds. Erosion and sedimentation frequently occur in the coastal area, when rocks are eroded by the waves and winds. They will then deposit...
at such zones, which depends on the energy of the waves and winds. In such a place, it will change the form of a landscape (Davidson-Arnott, 2010).

By the time, these dynamic processes will generate a new landform or change an existing form of that place. In this term, coastal geomorphology focuses on explaining landform in the coastal zone by examining the shapes, sediment and depository history at the modern shoreline. It includes the study of shallow marine environment that is influenced by terrestrial factors and the land. The influence of the sea is also present and the long-term evolution of the coast is appropriately understandable (Woodroffe, 2002).

One of the coastal landforms that is influenced by natural processes and human activities is coastal lagoon. Even though its position is inland of water bodies, the lagoon is still affected by waves and winds from the sea. The lagoon environment is a closed and semi-closed environment formed by the interaction between marine and terrestrial processes, which has a complex resource that comes from the land and sea. Sources of water in the lagoon are the river and the sea, where tidal currents and waves still have the influence (Nichols & Boon, 1994). Additionally, coastal lagoon will be the depository place for sedimentation from the upland area (Magni et al., 2008). All human activities at the upstream, particularly agriculture and cultivation, bring soil, waste and other materials to the downstream area through the river.

Therefore, lagoon environment is very important to study. It is unique, not only because it has a variety of aspects (geomorphology, oceanography and climatology) but it also contains large mineral and biological resources (Zonta, Guerzoni, Pérez-Ruzafa, & de Jonge, 2007). Segara Anakan (SA), which is located in Indonesia, is an example of a coastal area which has a unique biophysical characteristic. The region has a great natural ability to ensure the sustainability of the interrelationships between terrestrial, estuarine and marine ecosystems in harmony and balance as a habitat for flora and fauna. The region is an area of migration of various types of protected animals and it is a place of breeding for diverse species of the shrimp and fish, which has a high economic value. Furthermore, the region is also a source of livelihood for the local community at large. Hence, it is reasonable for the government to consider the SA area as a natural resource, which needs to be conserved and as a capital base of regional development (Nandi, 2014).

Natural processes and human intervention on the environment of SA can cause ecological dynamics to occur. Therefore, monitoring the activities of the phenomenon needs to be done. One of the effective ways is through the application of remote sensing. The application of remote sensing technologies for monitoring environmental conditions may provide optimal results. Several studies have been conducted to show the effectiveness of the use of remote sensing for monitoring coastal lagoons (Baldock, Weir, & Hughes, 2008; Ardli & Wolff, 2009; Amos, Umsgiesser, Tosi, & Townend, 2010; Duck & da Silva, 2012). Moreover, the use of remote sensing data can provide spatial analysis repetitively and continuously cover a relatively large area with a reasonable low-cost. In addition, it is also fast compared to terrestrial surveys. The data obtained from remote sensing can provide objective information, and the method is reliable and economical in the effort for inventory, monitoring and evaluation of resources (Klemas, 2011). Thus, in order to optimise the results of research, it can use multitemporal remote sensing data from Landsat MSS, TM and ETM (Alves, Venerando & Helenice, 2003).
The lagoon ecosystem of SA has experienced a severe environmental degradation due to the high rate of sedimentation and human activities in the forms of land uses that do not take into account sustainable development. The impacts of the human activities can clearly be seen from the number of mangrove forests in SA that have been converted into agricultural lands, settlements and aquaculture, which lead to increasingly depleted marine life (Jennerjahn & Yuwono, 2009). Moreover, abrasion and erosion are greater, and sedimentation is getting worse. As a result, it is now more difficult for the local communities to catch fish so that fish production is decreasing/declining. To make things worse, a reduced accumulation of water in the water reservoir above the estuary can cause flooding in downstream areas, which subsequently leads to multiplier effects such as damage of clean water, pollution of water resources, land degradation, as well as destructions of agricultural areas and community settlements.

Based on the above discussion, silting, environment degradation and possibility development of the lagoon’s existence must be anticipated and addressed. Moreover, a suitable policy is needed to ensure that human activities can match the temporal and spatial dynamics of the coastal resources. More importantly, it is necessary to study in-depth concerning these complex issues. The study will focus on the analysis of multitemporal images by using Landsat data to explore the dynamic of SAL.

The investigation of morphodynamics of coastal lagoons made use of the GIS and remote sensing methods, which was intended by the interpretations of the multitemporal Landsat images produced by USGS-NASA. Basically, there are three data of Landsat images (MSS, TM, and ETM+) used for the analysis of ecological changes of the lagoon area. There are also several steps involved in producing the maps of morphodynamics and coastline changes (buffering and overlaying of maps).

The morphodynamics of coastal lagoons was obtained by assessing various Landsat images. The results show that there have been several changes in the morphology of the lagoon during the period of 1978-2013. This can be observed by the declining lagoon areas, which are caused by the sedimentation from surrounding rivers of that area of lagoon. The total area of the lagoon in 1978 was 4,665 hectares. In 1994, it decreased dramatically to 1758 hectares and the increasing of accreted land area was 219 hectares. From 1994-2003, the total area of the lagoon declined to approximately 767 hectares with the increased accreted land area of 258 hectares. In 2013, the total area of the lagoon was only 347 hectares, with a total area of 837 hectares of accreted land. Thus, within 35 years, the change of lagoon areas involved 4,318 hectares or a decrease of approximately 123.37 hectares/year, and the increased accreted land area of 22.5 hectares/year. The morphodynamics changes depend on factors such as the type of sediment, morphology and geology of the beaches (Stephenson & Brander, 2003).

**MATERIALS AND METHODS**

Multitemporal satellite images from USGS (Landsat MSS, TM, and ETM+) were used to obtain the necessary data for the years 1978, 1994, 2003 and 2013. Geological Map scale was 1:100,000, Topographical Map (*Rupa bumi*) scale 1:25,000, and ground truth. The results of satellite imagery interpretation include landform, land use and data. Geological map interpretation will generate data on main constituent material landform, while Topographical...
map generating slopes data through the interpretation of contour lines. Meanwhile, Ground truth was conducted with the location of points on the field based on a predetermined identification of landforms to make observations, measurements and interpretation of the matching results. Field check was performed to validate the results from the interpretation of imagery data and thematic maps that matched with the real condition. Besides, observations and data measurements that cannot be intercepted from the interpretation of imagery and thematic maps were conducted during the fields check.

Visual interpretation is intended to produce maps of morphodynamics of lagoons area and multitemporal land cover/use changes. Landforms of the lagoon maps are manually interpreted from the multitemporal Landsat imagery exposed with SRTM hill shade in the process. Recognition and identification of landforms from remotely sensed imagery was based on relief or shape, density and location. Then, to delineation the area of lagoon, it was derived from the images by digitising directly on screen or using digital elevation model (DEM). Manual digitisation on screen can help to determine the region of interest by making a polygon area, which distinguishes the surrounding region. Relief texture is very important to consider in interpretation.

Basic identification of landforms refers to the density that can be demonstrated by the appearance of which varies by utilising multispectral imagery. In this case, density becomes very important indication of relief through the identification of a shadow object. Location and landscape ecology in particular situations is an important part in the identification of landforms. It can be recognised from the structure or pattern of an appearance. Appearance characters of hydrology, vegetation, land use and the others are in a group, which can identify landforms easily. The location of those characters can be shown by the characteristics of the image through relief or density (Sulistyo, 2011).

The prior step before interpretation of landforms is drafting a colour composite image that will be used to perform manual interpretation of landforms. Once a composite colour image is compiled, the image enhancement is then performed, in this case using contrast-stretching techniques. It aims to improve the quality of the image so that it is easy to do interpretation manually.

RESULTS AND DISCUSSION
The Morphodynamics of a Coastal Lagoon

The morphodynamics of a coastal area involves the characteristics and time-series actions of coastal landforms and the trends controlling the actions within specific temporary and spatial data. A survey conducted on the morphodynamics of the lagoon’s morphology has helped to understand the characteristic changes as a response to periodic and episodic activities resulting in changes in water courses, sedimentation transportation from watersheds, bathymetry and coastline alignment.

According to the multi-temporal Landsat data, it can be derived that there were serious morphological and coastline changes in the lagoons between 1978 and 2013 due to accretion and erosion. The accumulation occurred due to extreme sediment from the run-off in the
Citanduy and Segara Anakan watersheds and small tributaries surrounding the Segara Anakan Lagoon (SAL) area.

**Changes to the lagoon’s morphology (1978-2013)**

Changes in the morphological of lagoons from 1978 to 2013 are presented in Figures 1-4, and the development of lagoon area is presented in Table 1.

*Figure 1. Changes to the lagoon’s morphology (1978-1994) (Source: MSS and TM images map, System coordinate WGS 1984 zone 49s; author’s own results)*

Figure 1 shows how the area of the lagoon changed from 1978 to 1994. This was a first phase of changing area at the lagoon. In 1978, the area of SAL was 4665 hectares, which was reduced dramatically to merely 1758 hectares in 1994. In other words, over 16 years, there was a loss of 2907 hectares. At that time, the first settlement was also built by farmer immigrants from the main land such as Java and Sumatera islands (Ardli & Wolff, 2009). Moreover, during that time, the area of accretion also increased significantly due to sedimentation transport from the upland watersheds. The area of land accretion in 1978 was 49 hectares, which increased by 170 hectares in 1994 to 219 hectares. This means that the increase in land accretions per year over that period was approximately 10.63 ha.

*Figure 2. Changes to the lagoon’s morphology (1994-2003) (Source: TM and ETM images map, system coordinate WGS 1984 zone 49s; author’s own results)*

Figure 2 shows changes in the lagoon morphology from 1994 to 2003. The area of SAL did not only change in 1994, but also in 2003, with additional land accretion of approximately 39 hectares. The total area of SAL in 2003 was 991 hectares, which means that over a period of nine years, another 767 hectares were lost from the lagoon. The main cause is the high rate of sedimentation of the Citanduy River, which carries more than 9 million tons m³ per year of sedimentation matter. Over this same period, an additional resettlement complex has also more than 2000 ha established. This further accelerated the process of environmental degradation in SA. Not only settled...
Figure 2 shows changes in the lagoon morphology from 1994 to 2003. The area of SAL did not only change in 1994, but also in 2003, with additional land accretion of approximately 39 hectares. The total area of SAL in 2003 was 991 hectares, which means that over a period of nine years, another 767 hectares were lost from the lagoon. The main cause is the high rate of sedimentation of the Citanduy River, which carries more than 9 million tons m\(^3\) per year of sedimentation matter. Over this same period, an additional resettlement complex has also more than 2000 ha established. This further accelerated the process of environmental degradation in SA. Not only settled but also they stated the management of rice farming, which was running quite successful with the technical assistance provided by community organisation.

Likewise, Figure 3 shows the changes to the lagoon’s morphology from 2003 to 2013. In 2013, the SA area was reduced from 644 hectares to 347 only hectares, with additional 579 hectares of accreted land, reflecting that over ten years, the lagoon became narrow with an increase in the accreted land of 57.9 ha/year. It was clear that the extensive lagoon would diminish with a tendency to disappear in the coming year, covered by the sediment. However, the main factor has also increased at that time, i.e. illegal logging of mangrove in this region (Jennerjahn & Yuwono, 2009).
Figure 4 shows the overall changes of the lagoon due to sedimentation and accretion. From 1973 (the first phase of changes), the lagoon area was still in natural condition, i.e. there was not disturbing factor that caused area of the lagoon to shrink. In the second phase (1994), the area of lagoon tended to decrease as an effect of natural phenomenon such as the eruption of Galunggung Mountain volcanic in 1982.

Table 1
*The development of the SAL area over the period 1978 – 2013 (Source: Author’s own results, 2015)*

<table>
<thead>
<tr>
<th>Years</th>
<th>Lagoon Area (Ha)</th>
<th>Decrease (Ha)</th>
<th>Accreted Land (Ha)</th>
<th>Increase (Ha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1978</td>
<td>4665</td>
<td>-</td>
<td>49</td>
<td>-</td>
</tr>
<tr>
<td>1994</td>
<td>1758</td>
<td>2907</td>
<td>219</td>
<td>170</td>
</tr>
<tr>
<td>2003</td>
<td>991</td>
<td>767</td>
<td>258</td>
<td>39</td>
</tr>
<tr>
<td>2013</td>
<td>347</td>
<td>644</td>
<td>837</td>
<td>579</td>
</tr>
</tbody>
</table>

Figure 5 shows the shrinkage of the water area in SAL. It can be seen that those changes from the emergence of new land or an increase in the extent of land that had previously been in the lagoon, as well as a reduction in the water area of the SAL.

The shrinkage of the water area of SAL can be seen in Figure 6, which shows that the emergence of land accretions occurred in the middle, western and northern parts of the lagoon. The shrinkage of the water area of SAL is strongly associated with the occurrence of erosion and sedimentation.
Figure 5. Changes to Segara Anakan lagoon’s morphodynamics since 1978 (a-d)  
(Source: MSS, TM, ETM and Landsat 8 images map, System coordinate WGS 1984 zone 49s; author’s own results)
Figure 6. The development of land accretions in the Segara Anakan Lagoon since 1978 (a-d) (Source: MSS, TM, ETM and Landsat 8 images map, system coordinates WGS 1984 zone 49s; author’s own results)
Figure 7 shows that the materials deposited into the SAL consisted of clay, silt and sand. Sediment from Citanduy River contributed to more or less 9,000,000 tons m$^3$/year. Citanduy River located in Western Java, where it flows through two provinces of West Java and East Jawa through Ciamis Regency and Cilacap Regency.

Figure 8 is the formula used for the linear regression of the total area of Segara Anakan Lagoon in 1978-2013. It shows how much of a change there is between the beginning of the trendline and the end. Regression lines also give us useful information about the data they were collected from. They show how one variable changes on average with another. For instance, the trends of the area decreased during the development of lagoon, but on the other hands, the area of land accretion was significantly increased.
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In addition to the reduction in the area of water found in the SAL, there has also been an additional area of land accretion as shown in Figure 6, which illustrates the extent of the area from land accretion in 1978 (Part a). Meanwhile, Part b shows the changes to the area of the SAL and the increase in the area for land accretion in 1994. Likewise, parts c and d show the changes in the land accretion area in 2003 and 2013. Hence, over a 35-year period, there has been an increase in the area of land accretion, covering 788 hectares, with the growth of land accretion at approximately 22.5 ha/year as a result of sedimentation.

Coastline Changes (1978-2013)
Sedimentation from the soil resulted in legal land tenure. In contrast, damages to coastal areas, due to abrasion in areas that are less stable against water erosion, caused a critical state of the land, damaging road infrastructure.

Besides the effects of sedimentation processes that were taking place in the SA water body, the abrasion process also influenced morphological changes to the SAL. The abrasion process taking place had impacts on the shape and coastline in the western part of the SAL (The comparison of coastline changes from 1978 to 2013 can be seen in Figure 9).

Coastline changes were analysed from Landsat images from 1978, 1994, 2003, and 2013. Coastline extraction from the Landsat images was processed based on the composites from band 543. To record coastline changes, multitemporal coastlines were overlapped. These changes were then used to determine where accretion and abrasion had taken place.

The area under investigation was limited to the shoreline of the SAL. It was divided into three profile areas: A, B, and C. Each profile area was representative for a particular coastline area, i.e. A for the West Channel (Palawangan Barat), B for Nusakambangan Island, and C for the East Channel (Palawangan Timur).

Based on the geomorphology of those area, the coastal area of Cilacap is a coastal region with an average height of less than 2 m. With alluvial soil types and textures of sandy, it is possible that the coastline changes from southern to the northern coastal area of Cilacap with an average rate of shoreline change of 60 m per year in the past 10 years.
In the meantime, sedimentation processes have also started to occur in the West Channel. They have changed the mouth of the lagoon. Table 2 shows that the area of this change was approximately 14.9 hectares over the period of 1978 - 1994, 2.95 hectares (1994-2003), and 0.83 hectares (2003-2013).

Table 2
Area (Ha) of sedimentation changes in the SAL (Source: Author’s own results, 2015)

<table>
<thead>
<tr>
<th>Zone</th>
<th>Change in area (hectares) 1978 – 1994</th>
<th>Change in area (hectares) 1994 - 2003</th>
<th>Change in area (hectares) 2003 - 2103</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (West Channel)</td>
<td>14.19</td>
<td>2.95</td>
<td>0.83</td>
</tr>
<tr>
<td>B (Nusakambangan)</td>
<td>0.95</td>
<td>0.47</td>
<td>0.79</td>
</tr>
<tr>
<td>C (East Channel)</td>
<td>1.64</td>
<td>1.41</td>
<td>0.37</td>
</tr>
</tbody>
</table>

In the meantime, sedimentation processes have also started to occur in the West Channel. They have changed the mouth of the lagoon. Table 2 shows that the area of this change was approximately 14.9 hectares over the period of 1978 - 1994, 2.95 hectares (1994-2003), and 0.83 hectares (2003-2013).
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0.83 hectares (2003-2013), respectively. Hence, the total area of sedimentation from 1978 to 2013 was 18.68 hectares (see Table 3), with the distance from the coastline to the mainland (zone A) changing from 1.4 km over the period 1978-1994, 32 m in (1994-2003) and 88 m in 2003-2013. Hence, the total change in the distance from the sea to the mainland was 1.5 km.

Figure 10. Coastlines changes 1978-2013 in the West Channel (A) sample area (Source: Author’s own results, 2014; after MSS, TM, ETM and Landsat 8 images map, System coordinates WGS 1984 zone 49s)

Figure 11. Geomorphological processes in Segara Anakan Lagoon (Photo: Author’s, 2013)
Figure 11 shows the abrasion, erosion, and deposition processes in the area of investigation. Based on the observation and analysis of type of rocks, it could be described that: (a) Alluvial plains, found on the northern coast; (b) Erosion in the river valleys in the southern part of Nusa Kambangan Island, which consists of mud, sand, gravel and clay results deposition of broken breccia stone; (c-d). Deposition of limestone and marl in the Northern and Southern Coast of Segara Anakan.

**Morphodynamics and Implications**

SA is a lagoon located in Cilacap in the Central Java Province. SAL has a very important function as an estuary for rivers such as Citanduy Cibereum, Palindukan, Cikonde, and other small tributaries. SAL was once a lagoon with a unique ecosystem consisting of the water body (the lagoon), which is brackish, mangrove forests, and the lowlands that are tidally influenced. For this reason, the lagoon ecosystem of SA has naturally served as a spawning ground for shrimp and fish, as well as a habitat for migrant and non-migrant water birds, various types of reptiles and mammals, and different species of flora. However, the lagoon ecosystem of SA has recently experienced severe environmental degradation caused by the high rates of river sedimentation and human activities in the form of land uses that do not take into account sustainable development.

The classification of multitemporal remote sensing images has been presented. Such an approach allows the classification of a remote-sensing image acquired for a specific geographical area at a given time, in the cases where training data are not available. The classification is performed using the statistical parameters estimated for an image acquired in the same area before the one under analysis. In this case, the results of the classification for morphodynamics and land use by the Landsat interpretation were used to analyse the spatial problems of the SAL area.

The Multitemporal analysis of the morphology and land use changes using remote sensing data is a method of analysis that is both effective and efficient (Klemas, 2011). With this analysis-based method, the multitemporal remote sensing of multitemporal images with a medium spatial resolution was used to derive information on landforms, land cover or land use. The details derived from the information can be tailored to the characteristics of the ability of the remote-sensing image data and standardised information needs and objectives, as well as the level of analysis to be performed and determined by the method of analysis used. In this study, the overall accuracy of the results was found to be 85 to 96% for the thematic accuracy of the results and interpretation of the lagoon’s landform classification at a spatial resolution of 30 m.

SAL is a product of tectonic activities taking place within the depression zone. The formation of the SA waters took place because it is on the lower part below sea level. SA was formed from dikes and rocks composed essentially of sandstone from Tapak formation, from the upper Miocene - Pliocene. The conditions of the landscape of this area take on the form of the Southern-Mountains, including Nusa Kambangan, Jampang Formation, Pamali Formation, and Pamutuan Formation. These three formations are much older than the Oligo-Miocene period, as can be seen from the bedrock that is far below Tapak Formation.
The morphological condition of the lagoon changes in line with time and processes occurring within the area. From the data processing and results obtained, the water areas of SAL are shrinking from year to year. The shrinkage indicator of the water area of SAL can be seen from the emergence of new land or an increase in the extent of land that had previously been in the lagoon, as well as a reduced water area of SAL. Every year Citanduy, Cimeneng and Cikonde Rivers carried 5 million m$^3$ and 770,000 m$^3$ of sediment, of which 740,000 m$^3$ and 260,000 m$^3$ were deposited in SA, resulting in increased siltation of new land area in the waters of the lagoon. Thus, these conditions did not only affect natural communities and habitats, but also the culture of the people of Kampung Laut. For example, fishermen used to build their houses on stilts above the sea, but most of them now build brick houses on the mainland.

Based on the morphological comparisons of SAL from the Landsat image interpretations in 1978, 1994, 2003, and 2013 (see Figure 5 and Table 1), it can be clearly seen that the morphological changes of the lagoon have occurred in the western part of the lagoon. The area of the lagoon narrowed due to intensive sedimentation from the river Citanduy that will eventually create a lagoon in the future.

Extensive lagoon narrowing can also cause a reduction in the area of mangrove forests. Because of the equally important elements of lagoon in maintaining biodiversity and marine life, its presence must therefore be conserved and preserved. One solution to overcome this problem is to divert the course of the river Citanduy, which minimises the number of streams carrying sediment directly into the Indian Ocean. However, this method is also controversial as it results in other areas being affected by the rate of sedimentation. In addition, sediment dredging has been carried out in a very shallow area. Dredging is done so that the flow of tide will enter the lagoon because SAL is also influenced by the tides of the Indian Ocean through the western and eastern channels.

Sedimentation causes a variety of problems such as the declines in fishermen’s incomes, conversion of mangroves into agricultural land, emergence of conflicts of interest between the local community and the Forest Agency regarding the use of land accretion, and the threat to SA from offshore fishing. Accreted land also causes disputes between those who want to keep it as a forest and the local government who wants to convert it for cultivation. At the rate of land accretion at approximately 22.5 ha/year due to sedimentation, this creates a high potential for conflict.

Sedimentation from the soil resulted in legal land tenure. In contrast, damages to the coastal areas due to abrasion in areas that are less stable against water erosion caused a critical state of the land, damaging road infrastructure. The process of coastal erosion (abrasion) in the western part of SA lasted quite a while, so the shoreline has basically retreated quite far away from the old shoreline mainland, which at this time is approximately 2 km from the edge of the sea. The coastline generally changes from time to time according to the changes in natural activities such as that of the waves, wind, tides and currents and river delta sedimentation area.

Inland and coastal sediments are essentially dynamic, moving according to the dimensions of space and time. Breaking waves, tidal streams, rivers, coastal vegetation and human activities are the factors that cause changes to the dynamics of the coast to establish a new equilibrium beach. Not every coastal area can respond to the whole process of changes, depending on
several factors such as the type of sediment, as well as morphology and the geology of the beaches (Stephenson & Brander, 2003).

Symptoms of shoreline change need urgent attention, given the major impacts on social life and the environment in order to realistically determine the likelihood of land use changes of the coastal areas of SA. Shoreline changes on the whole have changed from time to time in line with the changes in natural activities such as that of waves, wind, tides and currents and river delta sedimentation area (Davies, 2011).

Shoreline changes also occur due to the interferences to coastal ecosystems such as the construction of dikes and canals, as well as the buildings that surround the beach. Coastal mangrove forests, as a buffer function, have been greatly revamped to serve as the regional farms, residential and reclaimed areas that result in changes in the coastline. The development of the coastline, based on the pattern of sedimentation on the West Coast of SA, is likely to cause the formation of a bay.

CONCLUSION

The multitemporal satellite image can be used to evaluate the morphodynamic of the SAL area. The morphodynamics of coastal lagoons was obtained by assessing various Landsat images. During the period of 1978-2013, there were several changes in the morphology of the lagoon. These could be observed by the declining lagoon areas, which is caused by the sedimentation from Citanduy, Cimeneng, and Cibeureum Rivers, as well as other tributaries surrounding the SAL area. The coastline changes during 1978 – 2013 were due to the processes of erosion and sedimentation alternated within a relatively close distance and were parts of the dynamics of the beach. The total change of distance from sea to the mainland was 1.5 km. Coastline changes occurred in the western part of the lagoon are due to the currents and waves that enter the western channel of SAL, which is being greatly restrained by an accumulation of the sedimentation in the western part of the lagoon. Thus, the Indian Ocean tidal waves veer towards the edge of the mouth of the lagoon, while a deposited area has also been formed surrounding the mouth of the lagoon with the total area of 18.68 hectares of sedimentation from 1978 to 2013.

Resource degradation is expressed by the emergence of the lagoon’s ecosystem damage. Seasonal factors such as the emergence of oceanographically characteristics also become the factors that accelerate sedimentation. In addition, the soluble waste that empties into the lagoon system also influences the lagoons ecosystem damage. Consequently, synergic coordination measures between upstream and downstream regions are necessary in the future.
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ABSTRACT
Simulation of a multi-hop Wireless Sensor Network (WSN) with different topologies and analysis of its performance in terms of number of messages exchanged and energy usage was done in this study. Sensor nodes in the simulation were modelled after an Arduino hardware system equipped with compatible radio transceiver for communication. The sensor nodes were configured in two network topologies, grid and random topology, for performance comparisons. Network sizes varied between 9 nodes and 256 nodes. Simulation was stopped when the communication link between the sensor nodes and their sink node broke down. It was obtained that grid topology has better performance, especially in small network size. Moreover, when the number of nodes in the network is higher, the performance of random topology network exceeds the grid’s performance. Nonetheless, the lifetime span of the sensor network does not depend on the networks size or topology, rather on the available energy in each of the sensor nodes. We also have successfully improved the energy consumption model to account for more parameters of radio transceiver used in a WSN node. The energy needed to turn on and off the radio transceiver plays a significant part in the energy consumption of the sensor node.

Keywords: Energy consumption, grid network topology, multi-hop routing, random network topology, wireless sensor network

INTRODUCTION
General usage of a Wireless Sensor Network (WSN) is for environmental monitoring of a specific area of interest. Researchers need to collect data from sensors that are installed...
in the area for a certain time duration (Culler, Estrin, & Srivastava, 2004). Development of Wireless Sensor Network (WSN) has been improved by the presence of alternative smart hardwares like Arduino and Raspberry Pi. It replaces traditional hardware such as Berkeley or Mica motes, especially for general purposes sensor nodes. Arduino offers low-cost, open hardware to researchers in studying WSN and it can be scaled up to hundreds or thousands of nodes at reasonable costs. Before this can be done, however, it is important to create a simulation environment or a simulator for studying sensors network with different sizes, topologies and routing strategies.

Previously, some researchers have done research on a wide range of simulation tools such as WSN to enable researchers to choose the most competent tool for the simulation of WSN and test the proposed research (Nayyar & Singh, 2015). At present, available WSN simulators only supports specific set of hardwares, but simulators with the support of Arduino hardware are not widely available. OMNET++ (http://www.omnetpp.org) is a family of libraries that can be used for general network simulation. Castalia, (http://castalia.npc.nicta.com.au), made by National ICT of Australia, is a network simulator derived from OMNET++. Meanwhile, TOSSIM (http://docs.tinyos.net/index.php/TOSSIM) is a discrete simulator for the sensor network that uses TinyOS for its operating system and Raspberry Pi’s based hardware. NS-2 (http://www.isi.edu/nsnam/ns/) is a discrete simulator that focuses on network research. However, those simulators do not specifically support WSN. The simulator that supports Arduino-based processors is ATEMU, but the development of this simulator has been stopped by its developers.

Similar research on energy consumption of WSN nodes explored various strategies to achieve better energy usage. Some reports used coloured Petri-Net (CPN) to create power consumption model of WSN and perform energy usage simulation (Dâmaso, Freitas, Rosa, Silva, & Maciel, 2013). Li et al. (2014) proposes an event-driven QPN (Queueing Petri Net)-based modeling technique to simulate the energy behaviors of nodes. Some reports achieved longer network lifetime results by efficiently using available energy, which was obtained by controlling and maintaining the WSN topology (Zabi, Yousuf, & Manikonda, 2014). Meanwhile, some groups described the energy consumption of WSN on various layers of the WSN model (AboZahhad, Farrag, & Ali, 2015). However, while the above strategies utilise multi-hop routing and can be easily implemented in simulations, they are not easy to be applied in a real WSN.

In this research, we proposed a simpler approach to achieve energy efficiency, while maintaining the degree of applicability low by using decision-tree-based multi-hop routing strategy and Dijkstra algorithm to determine the shortest path. In order to determine the energy consumption of WSN, the calculation used is as presented in the previous work of AboZahhad et al. (2015).

In our previous research, the characteristics of SiGe-based nanoelectric devices were simulated as supporting the WSN’s system (Hasanah, Abdullah, & Winata, 2008; Hasanah, Noor, Jung, & Khairurrijal, 2013). In this research, the simulation of a multi-hop Wireless Sensor Network with different topologies and analysis of its performance were done in terms of the number of messages exchanged and energy usage. To perform the simulation, a new
WSN simulator that supports hardware was developed using the Matlab programming tool. The simulator supports specific parameters derived from Arduino’s electrical characteristics, network topologies, and multi-hop routing strategy. The sensor nodes in the simulation were modelled after the Arduino hardware system which was equipped with a compatible radio transceiver for communication. Meanwhile, the multi-hop routing strategy was employed and messages exchanged between nodes were counted. In addition, energy used by the sensor node to send and receive message was calculated. Using these data, the performance and energy usage of the WSN network can therefore be assessed.

**METHODS**

**Multi-hop Routing**

In general WSN application, each sensor node is equipped with limited energy source like small battery. Using continuous energy supply is not practical for WSN application, except for the sensor node that acts as a collector for data sent by all other nodes in the network, or which is usually called sink node. Due to this energy limitation, the sensor nodes have to be smart enough to manage its energy usage during normal operation with proper routing strategy.

Routing is a process of finding the optimum way delivering data from a start point to the destination. There are several protocols that can be used for routing such as LEACH, HEED, PEGASIS, TEEN, and APTEEN (Milan & Moravek, 2011). Routing with LEACH and HEED is usually considered as single-hop routing. One disadvantage with single-hop routing is that when the distance between the nodes increases, the energy needed to send data to other nodes increases significantly (Biradar, Sawant, Mudholkar & Patil, 2011; Farooq, Dogar, & Shah, 2012).

In this simulation, multi-hop routing was realised using tree-based routing (Milan & Moravek, 2011). This routing is a simplified way of general M-LEACH routing protocol, where a group head node or base station node was chosen prior to simulation. In this routing scheme, a sensor node sends message to the base station node through a series of neighbour nodes. A node can relay several messages from its neighbour nodes, which consumes more energy.

The simulation used Dijkstra algorithm in determining the closest distance between nodes in a graph structure. This algorithm was implemented in Matlab by grTheory toolbox. Then, it was used to develop our simulation software.

**Energy Consumption Model**

After the routes from every node to base station nodes are clearly defined, the number of messages processed by each node can then be calculated (Milan & Moravek, 2011). In Figure 1, node $n_1$ sends data to the next nodes until node $n_4$. Node $n_2$ receives the data, performs checking on route information, and then sends the data to node $n_3$. Sensor nodes use omnidirectional antenna for radio communication, so the same data sent by $n_2$ are also received (overhear) by $n_1$. By node $n_1$, the received message is ignored because the data are not intended for $n_1$. 
Thus, node n₁ uses energy to send the initial message ETX and energy E_{RX} to receive overhear message from n₂. The energy used by n₁ is:

\[ E_{n_1} = E_{TX} + E_{RX} \]  

(1)

As relay nodes, n₂ and n₃ use energy E_{RX} to receive messages from the previous node, E_{TX}, to send the relayed message, and E_{RX} to receive overheard message. Thus, energy used by relay nodes is:

\[ E_{nr} = E_{TX} + 2E_{RX} \]  

(2)

The last node n₄ as base station node is only responsible for receiving messages, so the energy used is equal to E_{RX}.

\[ E_{SB} = E_{RX} \]  

(3)

Energy consumption for a sensor node is defined as (AboZahhad et al., 2015):

\[ E_{tran} = P_{onr}T_{onr} + P_{onr}T_{tranr} + P_{tr}T_{tr} + P_{sm}T_{sm} + P_{dc}T_{on} \]  

(4)

where the total time duration is divided between the communication active mode T_{on}, transient mode T_{tr} and sleep mode T_{sm}. During sleep mode, the leaking current of switching transistors dominates the power consumption P_{sm}. This term is often neglected, i.e. P_{sm} can be set to zero. The transient-mode time arises mainly from the frequency synthesiser settling time, and the settling time for other devices such as a mixer and power amplifier can be neglected and power consumption at this mode is P_{tr}. During the active mode, power is consumed at digital circuits (P_{dc}), analog circuits at the transmitter (P_{onr}) and receiver side (P_{onr}). P_{dc} is usually neglected.
because power consumption of a digital signal processing is relatively small compared to that of the analogue circuits, especially in a wireless radio application. Equation (4) then can be simplified as follows:

$$E_{\text{tran}} = P_{\text{ont}} T_{\text{ont}} + P_{\text{onr}} T_{\text{onr}} + P_{\text{tr}} T_{\text{tr}}$$ (5)

Note that in Equation (5), every sensor node is treated equal so that its energy consumption is calculated by adding the energy needed to transmit and receive radio, as well as the energy needed by radio transceiver during settling time (time needed to change from standby state to working state).

In our research, we expanded equation (5) by treating sensor node depending on its function during the operation of WSN. For the sensor node that only transmits messages as shown by Node 1 in Figure 1, its energy consumption is defined by equation (1). $E_{\text{TX}}$ and $E_{\text{RX}}$ can be defined as:

$$E_{\text{TX}} = P_{\text{ont}} T_{\text{ont}} + P_{\text{tr}} T_{\text{tr}} + P_{\text{tr,down}} T_{\text{tr,down}}$$ (6)

$$E_{\text{RX}} = P_{\text{onr}} T_{\text{onr}} + P_{\text{tr}} T_{\text{tr}} + P_{\text{tr,down}} T_{\text{tr,down}}$$ (7)

Where $T_{\text{tr,down}}$ is the time needed by the transceiver system to change from transmit/receive state to standby state. By using equation (6) and (7) into equation (1), we can obtain:

$$E_{\text{tran,source}} = P_{\text{ont}} T_{\text{ont}} + P_{\text{onr}} T_{\text{onr}} + 2(P_{\text{tr}} T_{\text{tr}} + P_{\text{tr,down}} T_{\text{tr,down}})$$ (8)

Using the same approach, equation (2) for relay node can be expanded into:

$$E_{\text{tran,relay}} = P_{\text{ont}} T_{\text{ont}} + 2P_{\text{onr}} T_{\text{onr}} + 3(P_{\text{tr}} T_{\text{tr}} + P_{\text{tr,down}} T_{\text{tr,down}})$$ (9)

And finally, equation (3) will change into:

$$E_{\text{tran,BS}} = P_{\text{onr}} T_{\text{onr}} + P_{\text{tr}} T_{\text{tr}} + P_{\text{tr,down}} T_{\text{tr,down}}$$ (10)

By using equations (7), (8), (9), we developed a WSN simulator using MATLAB to investigate a sensor node’s energy consumption. By differentiating sensor node’s functions as a source, relay, and base station node, we can learn more about how energy consumption varies between nodes in a WSN.

Hardware used to build sensor node is Arduino Uno R3 with nRF24L01 radio transceiver module. In this simulation, energy consumption by Arduino is not included in the calculation because its value is the same for all the sensor nodes. The simulation focuses on the energy used for data communication between the nodes. Important parameters from nRF24L01 radio transceiver model were obtained from its factory datasheet, as shown in Table 1. The important parameters are electrical current needed for transmitting data at 11.3 mA, receiving data at...
11.8 mA, and for standby at 22 uA. Meanwhile, the time needed to change between standby state to ready-to-transmit state and ready-to-receive data is 130 uS (micro seconds), and the same value for the opposite state changes. Other important parameter is data transfer rate of the radio transceiver, which is at 1 Mbps (Milan & Moravek, 2011).

**Table 1**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{tr} )</td>
<td>130 ( \mu )S</td>
</tr>
<tr>
<td>( T_{tr,down} )</td>
<td>130 ( \mu )S</td>
</tr>
<tr>
<td>( I_{tr,receive} )</td>
<td>8.3 mA</td>
</tr>
<tr>
<td>( I_{tr,down,receive} )</td>
<td>8.3 mA</td>
</tr>
<tr>
<td>( I_{tr,transmit} )</td>
<td>8.0 mA</td>
</tr>
<tr>
<td>( I_{tr,down,transmit} )</td>
<td>8.0 mA</td>
</tr>
<tr>
<td>( I_{onr} )</td>
<td>11.8 mA</td>
</tr>
<tr>
<td>( I_{on} )</td>
<td>11.3 mA</td>
</tr>
<tr>
<td>( T_{onr} = T_{on} )</td>
<td>0.4 mS</td>
</tr>
<tr>
<td>( I_{rxn} )</td>
<td>8.0 mA</td>
</tr>
<tr>
<td>( T_{rxn} )</td>
<td>130 ( \mu )S</td>
</tr>
</tbody>
</table>

Length of data message sent by every sensor nodes was assumed to be similar to the length calculated by some reports (Milan & Moravek, 2011). In IEEE 802.15.4 protocol, data payload length is 30 bytes. Sensor reading data are stored in this data payload. Additional information added into the message is Data Request message at 12 bytes length, while ACK message used as communication control at 5 bytes length. Thus, the total length of data messages is 47 bytes.

**Simulation Scope**

Simulation software was created using Matlab. For every network topology used, network size or the number of sensor nodes in the network varies according to \( n^2 \), where \( n=3, 4, \ldots, 16 \) nodes. The software will create the network and assign all possible communication links between each node. The software assigns which node will act as base station node.

Area where the network resides was assumed to be 500 m wide and 500 m length. Nodes are placed algorithmically in the area according to the chosen topology. Nodes are placed in various points in the Cartesian coordinate which has its zero or centre point in the bottom left corner of the area.

Each sensor node was assumed to have 1 Joule of energy at the beginning of the simulation, except for base station node. Base station node has much more energy to prevent it from running out of energy. The next assumption is that Arduino’s energy consumption is not included in the simulation.
RESULTS AND DISCUSSION

Network Performance Analysis

Simulation was run until all nodes that positioned at 1 hop before the base station node had run out of its energy. All messages sent, relayed and received by every node were recorded for further analysis. Figure 2 shows the simulation result for network with 9 sensor nodes.

For random topology in Figure 2, if node 5 is assigned as base station node, then nodes 2, 3, 4, and 9 are positioned at 1 hop before node 5. If all four of those nodes died, the simulation would stop. Similar rules applied to the grid topology in Figure 2.

As shown in Figure 2, the simulation stopped because all the sensor nodes in the network became dead at the same time. For comparison, on another simulation run with 9 sensor nodes and random topology with different nodes position, the simulation stopped when all the nodes positioned at 1 hop before the base station nodes died, as shown in Figure 3.

In Figures 3, nodes 2 and 3 died earlier than other nodes, which caused the simulation to be stopped at 113th run. Here, it could be seen that sensor nodes placement in the networks is very important to maximise the lifetime of the WSN network.

![Figure 2. Random Topology (a) and Grid Topology (b). Every node is labeled with number. Both graph axes represent distance in metres. Red nodes represent dead node. Green nodes represent base station nodes.](image)

![Figure 3. Simulation stopped because nodes 2 and 3 had run out of energy, closing the route to base station node 5.](image)
For network with random topology and 9 nodes, the simulation stopped at 222\textsuperscript{nd} run. Grid topology had the same number of run as well. The difference between random and grid topology, however, is clearly shown in Figure 4.

It can be seen from Figure 4(a) that in random topology, nodes died gradually from the 100\textsuperscript{th} run until 222\textsuperscript{nd} run, whereby 6 nodes died at the same time. Different cases happened to the grid topology, where all 9 nodes died at the same time at 222\textsuperscript{nd} run, as shown in Figure 4(b). This can be explained as follows. In the grid topology with 9 nodes, 8 nodes were placed at 1 hop before the base station node, as shown in Figure 2. Energy used by the 8 nodes is calculated using Equation (2). However, for the random topology shown in Figure 2, less number of nodes is placed at 1 hop before the base station node. These nodes act as relay nodes, in which the energy usage is calculated using Equation (3). The energy used for relaying messages is higher than energy used for sending messages, so relay nodes in random topology will run out of energy sooner than other nodes. The same pattern was also found to happen to network with higher number of nodes, with few differences.

In Figure 5, for the random topology with 144 nodes, it can be seen that from around 140\textsuperscript{th} run until 222\textsuperscript{nd} run when the simulation stopped at the 82 run, there were around 80 nodes still up and running. These nodes were still sending messages, but they could not reach the base station node because there were no routes available.

Figure 4. (a) Number of alive nodes at each simulation run for random topology with 9 nodes, and (b) number of alive nodes at each simulation run for the grid topology with 9 nodes

Figure 5. Number of alive nodes at each simulation run for the random topology with 144 nodes
In Figure 6, for the grid topology with 144 nodes, it can be seen that from around 140th run until 222nd run when the simulation stopped, there were only 60 nodes still up and running, which is lower compared to 80 nodes for the random topology. The WSN network with random topology seems to have advantage especially for a large number of sensor nodes compared to the grid topology network.

Interestingly, simulation stopped at the same run, i.e. 222nd run, for both the random and grid topology and was not affected by the number of nodes in the network. Using this fact, it can be concluded that the lifetime of the WSN network does not depend on the size of the network and topology, but rather determined by the available energy in each sensor nodes.

From Figure 4 through Figure 6 above, we can analyse which topology performs better than the other. As stated before, the criterion to stop the simulation is if there is no more possible route to go from the sensor node to the base-station node, this is because all the nodes positioned 1 hop before base-station node are run out of energy. Thus, we can calculate the number of messages sent by sensor nodes and received by base-station node. The topology with a higher number of received messages by base-station node for all simulation runs is the best topology.

Table 2 shows the number of messages received by the base-station node.

From Table 2, it is clear that with higher number of nodes in a WSN, there are more messages received by the base-station node. In the grid topology, the number of messages received by base-station node is higher than in the Random topology, except for the number of sensor nodes above 144. This is because in a network with more than 144 nodes and with the same area size, more nodes using the same routes cause the intermediate nodes to run out energy quickly, especially in the grid topology. However, if we calculate the average of received messages compared to the number of nodes available in the WSN (Table 2), then what we can obtain for the same topology is that the number of messages per node is almost identical regardless of the number of nodes in the WSN. In the random topology, the average number of messages/node is 167 messages/node, whereas the average number is 184 messages/node in the grid topology. We summarised these in Figure 7.
From Figure 7, it can be seen that the smaller number of sensor nodes, the higher the number of messages/node for grid topology compared to the random topology. As shown in Figure 7, however, the graph for grid topology has a significant and sudden decreasing pattern than that of the random topology, and for the number of nodes above 200, the graph for the grid topology is lower than the random topology. We can also see in Figure 7 that the graph for random topology is more consistent compared to the grid topology for all range of the number of nodes.

Table 2

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>Random Topology</th>
<th>Grid Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Message Run Message/Node</td>
<td>Number of Message Run Message/Node</td>
</tr>
<tr>
<td>9</td>
<td>1479</td>
<td>222</td>
</tr>
<tr>
<td>16</td>
<td>2630</td>
<td>222</td>
</tr>
<tr>
<td>25</td>
<td>4435</td>
<td>222</td>
</tr>
<tr>
<td>36</td>
<td>5896</td>
<td>222</td>
</tr>
<tr>
<td>49</td>
<td>8463</td>
<td>222</td>
</tr>
<tr>
<td>64</td>
<td>10962</td>
<td>222</td>
</tr>
<tr>
<td>81</td>
<td>13501</td>
<td>222</td>
</tr>
<tr>
<td>100</td>
<td>16337</td>
<td>222</td>
</tr>
<tr>
<td>121</td>
<td>19826</td>
<td>222</td>
</tr>
<tr>
<td>144</td>
<td>24044</td>
<td>222</td>
</tr>
<tr>
<td>169</td>
<td>26285</td>
<td>222</td>
</tr>
<tr>
<td>196</td>
<td>30928</td>
<td>222</td>
</tr>
<tr>
<td>225</td>
<td>35729</td>
<td>222</td>
</tr>
<tr>
<td>256</td>
<td>40494</td>
<td>222</td>
</tr>
</tbody>
</table>

From Figure 7, it can be seen that the smaller number of sensor nodes, the higher the number of messages/node for grid topology compared to the random topology. As shown in Figure 7, however, the graph for grid topology has a significant and sudden decreasing pattern than that of the random topology, and for the number of nodes above 200, the graph for the grid topology is lower than the random topology. We can also see in Figure 7 that the graph for random topology is more consistent compared to the grid topology for all range of the number of nodes.

Figure 7. Number of messages per node in Random (blue line) and Grid (red line) topology
Energy Consumption Analysis

For the network with random topology and 9 nodes, simulation stopped at 222nd round. The energy consumed by each node during the whole run, calculated using Equation (5), (9), (10), and (11) above, was recorded and plotted. For a source node with energy consumption defined in Equation (9), the energy consumption $E_{\text{tran,source}}$ compared to $E_{\text{tran}}$ calculated using Equation (5) is shown in Figure 8.

![Figure 8. Energy consumption of a source node. Energy use shown is in the logarithmic scale.](image)

It can be seen from Figure 8 that the energy consumption for a source node in our simulation differs greatly from the energy consumption calculated in Milan and Moravek (2011). The difference comes from the additional term of $P_{tr,\text{down}}T_{tr,\text{down}}$ introduced in Equation (9) as compared to the terms used Equation (2) above. The added term represents energy needed by the transceiver chip to go from the working state (transmit or receive state) to standby state, or in other words, to sleep. $P_{tr}T_{tr}$ represents the energy needed to go from the standby state to working state or to wake up state.

For relay node shown in Figure 9, the difference between $E_{\text{tran,relay}}$ and $E_{\text{tran}}$ become more significant. $E_{\text{tran,relay}}$ shown in Equation (10) uses more energy to receive messages and to wake up and sleep. Relay nodes process more messages compared to source node. It needs to wake up to receive messages from its neighbouring nodes, check its destination, transmit the messages to the next node, and then goes back to sleep. That is why relay node spends much of its energy to wake up and sleep. It can be seen in Figure 5 that the relay nodes run out of energy at 97th round of simulation compared to the simulation of source node (Figure 4) that stops at 222nd round. On average, the relay node used 58.69 times more energy than the source node.
Figure 10 shows the energy consumption of a base station node, the node that receives all messages transmitted by source nodes in the network. Again, the difference between $E_{\text{tran,BS}}$ and $E_{\text{tran}}$ is significant. To see which type of sensor node (source, base-station, relay node) consumes more energy, the energy profile of each type is plotted in Figure 11 below.

As shown in Figure 11, energy consumption of the relay node is the highest compared to the other nodes, followed by the base station node and source node. From the second and third term of Equation (10) above, we can see that the relay nodes spent most of its energy to receive messages and wake up and sleep, respectively. Depending on how many messages it needs to relay to the other nodes, the relay node consumes more energy compared to other types of node.
Based on Figure 11, energy consumption of the base station node is significantly higher than the source node. Base station node has a duty to receive all messages from all the other nodes, so it spend most of its energy in receiving messages. According to Table 1 above, $I_{on}$ value or current in the receive mode is bigger than $I_{off}$ or current in the transmit mode, indicating that it needs more energy to receive messages than to transmit them. Furthermore, current is needed to wake up the radio transceiver to receive state $I_{tr,\text{receive}}$ is higher than the current needed to wake up to transmit state $I_{tr,\text{transmit}}$. This means it needs more energy to wake up into receive state than that to $I_{transmit}$ state. The same thing happens to $I_{tr,\text{down,receive}}$ and $I_{tr,\text{down,transmit}}$, which need more energy to sleep from the receive state than that from transmit state. Compounding all the effects into the total $E_{\text{trans,BS}}$, we can see that energy consumption of base station nodes is higher than source node.

![Figure 11. Energy consumption of various node types (source, base station, relay). Energy Use shown is in the logarithmic scale.](image)

**CONCLUSION**

Simulation of the WSN network using multi-hop routing protocol was done in this study. For the random topology network, sensor nodes placement is very important to maximise the lifetime of the network. Relay nodes consume more energy than ordinary nodes, so sensor placement that efficiently reduces the number of relay nodes in the network is needed.

It was found that the grid topology has better performance, especially in small network size. However, when the number of nodes in the network increases, the performance of Random topology network exceeds the grid’s performance.

The lifetime of the WSN network does not depend on the size of the network and topology, but rather determined by the available energy in each sensor node. We also have successfully improved the energy consumption model proposed in the previous research to account for more parameters of radio transceiver used in a WSN node. The energy needed to wake up and sleep the radio transceiver plays a significant part in the energy consumption of the sensor node.
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ABSTRACT

Nowadays, large datasets become main intentions of researchers in many areas. However, a challenge that still remains mainly unresolved is the lack of strategies used for analysing large time-series datasets in parallel. Therefore, this research aims to design a model of exponential smoothing working on parallel computing by using the bootstrap method. Three parts will be considered in the model: data pre-processing using the bootstrap methods, parallel exponential smoothing, and aggregation of results to be the final predicted values. To implement the processes, some packages available in the R environment such as “foreach”, “forecast” and “doParallel” are utilised. R environment provides many packages for scientific computing, data analysis, time-series analysis and high performance computing. For testing and validating the proposed model and implementation, a case study in astronomy, i.e. the prediction of asteroid’s orbital elements, was done. Moreover, a comparison and analysis with the results produced by algorithm of Regularized Mix Variable Symplectic 4 Yarkovsky Effect (RMVS4-YE) is also presented in this paper to provide a high level of confidence on the proposed model.

Keywords: Exponential smoothing, orbital element, parallel computing, R programming language, time series analysis

INTRODUCTION

Currently, the flood of data can no longer be stopped and thus, it inundates every corner of our daily activities. In other words, data have been released in a high amount and at a high speed with complex formats and from various sources. Based on a report from International Data Corporation in 2011, the overall digital
data volume in the world was 1.8 zettabytes, which was expected to grow by nearly nine times within the next five years (Gantz & Reinsel, 2011). A survey by Troester (2015) revealed that Facebook handles more than 250 million photo uploads and the interactions of 800 million active users with more than 900 million objects (pages, groups, etc.) on a daily basis. Wal-Mart processes more than a million customer transactions each hour and imports those into databases that are estimated to contain more than 2.5 petabytes of data. This phenomenon offers two opposing sides. First, it brings emerging problems since available tools and algorithms have difficulties in handling such large data efficiently. At the same time, however, this condition offers great advantages if we are able to extract knowledge from data, such as in making a better decision, predicting a future action, and describing a current situation, etc.

The term ‘Big Data’ has been widely used for expressing the above phenomenon. It was introduced by computer scientists several years ago. In 2012, Gartner, Beyer & Laney (2012), stated that “Big Data is high-volume, high-velocity and high-variety information assets that demand cost-effective, innovative forms of information processing for enhanced insight and decision making.” According to this definition, there are 3Vs (which are volume, velocity, and variety) that should be taken into account. Basically, there are two issues related to the volume of Big Data. First, current computers and algorithms cannot handle massive datasets efficiently. Second, current storage management systems are also facing the same issue. In relation to the second issue, which is the aim of this research, there are many techniques that can be used, including data sampling and memory managements (i.e., to create, store, access and manipulate massive matrices) by allocating shared memory and using memory-mapped files (Kane, Emerson, & Weston, 2013), parallel and distributed computing (Zomaya, 1996), and Big Data platform (Dean & Ghemawat, 2008; Murthy, Vavilapalli, Eadline, Niemiec, & Markham, 2013).

In this research, we attempted to design a model and implement it on parallel computing to deal with forecasting large-time series datasets in the R programming language. In order to apply for prediction, we modified exponential smoothing so that it could be run in parallel. In short, we constructed three phases in parallel exponential smoothing, as follows: (i) data pre-processing by utilising the bootstrap method, (ii) conducting exponential smoothing in a parallel way by using three software libraries in R: “forecast”, “foreach”, and “doParallel”, and then (iii) aggregating results to obtain the final predicted values.

Moreover, some experiments are presented to validate the model. These experiments used datasets in astronomy, which are asteroid’s orbital elements. The data involved more than 400,000 rows and 6 important parameters in Kepler Components (i.e., $a$, $e$, $i$, $\omega$, $\Omega$ and $M$ representing semi major axis, eccentricity, inclination, argument of perihelion, longitude of ascending node and mean anomaly, respectively). The position and velocity of celestial bodies in their orbit at a certain time is expressed by 4 elements orbits. The size and shape of the orbit are represented by the element of $a$ and $e$, respectively. Meanwhile, the element of $\omega(=\omega+\Omega)$, which is also known as the longitude of perihelion, specifies the orientation, and the other element, $M$, specifies the position or phase of celestial bodies in their orbit.
TIME SERIES ANALYSIS

Introduction to Time Series Analysis

Time series datasets can be generated in econometrics, finance, weather station, earthquake, astronomy, medical clinic, energy, and other domains. For example, in finance, we obtained time series datasets produced by the S&P500 daily stock index, as illustrated in Figure 1 below.

\[ r_t = \log \frac{P_t}{P_{t-1}} = \log P_t - \log P_{t-1} \]  

where \( P_t \) represents the price or the index value at time, \( t \). The log returns are displayed in Figure 2, in which the great volatility could be seen as happening sometime in January 2009.
According to the example above, we can define time series datasets as a time-ordered sequence of observation values of a defined variable at a certain time interval, $\Delta t$ (Palit & Popovic, 2006). The data can be represented as a set of discrete values (i.e., $x_1, x_2, \ldots, x_n$). The main properties of time series are stationarity, linearity, trend, and seasonality. The first term means that the mean value and variance of data should be constant over time and the covariance value between $x_t$ and $x_{t-d}$ is dependent on the distance between those two data points and constant over time. Linearity refers to the sequence of observation values can be represented by a linear function. The trend component of time series datasets is a change on the local and global increases or decreases of data values in long-term periods. The last property of time series, which is seasonality, refers to changing on pattern periodically (Palit & Popovic, 2006).

Moreover, time series analysis focused on studying patterns or structures of the datasets so that we could make a better decision and solve the issues on the hand. Basically, the analysis involves the following activities: (i) definition and description of time series, (ii) model construction, (iii) forecasting or prediction of future data, and (iv) clustering to determine the characteristics of data (Riza, 2016b). In this research, we focused on forecasting or predicting of future data by considering historical data. Forecasting can be defined as a given set of observed values $x_1, x_2, x_3, \ldots, x_n$ of a time series, the future value $x_{n+1}, x_{n+2}, \ldots$ should be estimated (Palit & Popovic, 2006). Moreover, Palit and Popovic (2006) divided strategies on forecasting into the following groups: using trend analysis, regression approaches, the Box-Jenkins methods and smoothing methods. Firstly, the trend analysis utilises linear or nonlinear regression (e.g., quadratic and exponential functions). In regression analysis, we can perform a mathematical tool mapping input variables and its output. Recently, in addition to using approaches on the mathematics field, machine-learning techniques are conducted. For example, a research by Zhang (2012) provides a survey on neural network applications in time series forecasting such as air pollutant concentration, stock index option price, etc. A family of forecasting methods proposed by Box and Jenkins (Box, Jenkins, Reinsel, & Ljung, 2015) consists of Autoregressive Model (AR), Moving-average Model (MA), etc. The last group being focused in this paper, which is smoothing method, is a set of techniques based on reduction of irregularities or random fluctuations in time series data so that we could obtain a clean time series pattern out of contaminated observation data (Palit & Popovic, 2006). Furthermore, useful explanations on time series analysis can be found from in the works of Kirchgässner, Wolters, and Hassler (2012) and Derryberry (2014).

### Smoothing Methods for Time Series Forecasting

As mentioned previously, smoothing can be defined as a technique by conducting reduction of irregularities or random fluctuations in time series datasets to obtain a clean time series pattern out of contaminated observation data (Palit & Popovic, 2006). There are two types of smoothing methods, namely moving-average smoothing and exponential smoothing.

The following is a formula of moving-average smoothing for prediction of future values:

$$x_m(t + 1) = \frac{x(t) + x(t - 1) + \cdots + x(t - n)}{n}.$$  

(2)
It can be seen that the equation basically averages the past values for reducing the random variations present in \( n \) observation data. Another variant of the equation is by using weight on each the past values, as illustrated in the following equation:

\[
x_m(t + 1) = w_1x(t) + w_2x(t - 1) + \cdots + w_nx(t - n).
\]

(3)

Thus, the method can be regarded as easy to understand and simple to use. However, in the case of the weighted moving average, it is difficult to choose the optimal values for each weight of the past values.

The second method, which is exponential smoothing, is a set of techniques where the weights are decreased exponentially as the observations get older (Hyndman, Koehler, Ord, & Snyder, 2008). According to the taxonomy of proposed by Pegels (1969), classification of exponential smoothing methods was obtained. It was improved by Gardner Jr. (1985), modified by Hyndman, Koehler, Snyder, and Grose (2002), and later extended by Taylor (2003), giving the fifteen methods in Table 1 below.

<table>
<thead>
<tr>
<th>Trend Component</th>
<th>Seasonal Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>N (None)</td>
<td>N, N</td>
</tr>
<tr>
<td>A (Adaptive)</td>
<td>A, N</td>
</tr>
<tr>
<td>A_d (Adaptive Damped)</td>
<td>A_d, N</td>
</tr>
<tr>
<td>M (Multiplicative)</td>
<td>M, N</td>
</tr>
<tr>
<td>M_d (Multiplicative damped)</td>
<td>M_d, N</td>
</tr>
</tbody>
</table>

There is another name for some cells such as follows:

- cell (N,N) is the simple exponential smoothing (or SES) method, which is defined as (Brown, 1959):

\[
\hat{x}_{t+1} = \hat{x}_t + \alpha(x_t - \hat{x}_t),
\]

where \( \alpha \) is a constant between 0 and 1.

- cell (A,N) is named Holt’s linear method, which is defined as (Holt, 1957):

\[
l_t = \alpha x_t + (1 - \alpha)(l_{t-1} + b_{t-1}),
\]
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\( b_t = \beta^*(l_t - l_{t-1}) + (1 - \beta^*)b_{t-1}, \)  

\( \hat{x}_{t+h|t} = l_t + b_th, \)

where \( \alpha \) and \( \beta^* \) are a constant between 0 and 1.

For a complete list of the exponential smoothing included in Table 1, please refer to Hyndman et al. (2008).

A Brief Survey on the Implementations of Parallel Computing in Time Series Analysis

In this section, we present a brief review on some strategies and implementations of parallelisation of methods in time series analysis, especially for forecasting. It is presented to provide some related works instead of providing a comprehensive survey.

Table 2 shows a summary of the survey conducted in Scopus related to the following keywords: “time series and parallel computing” and “exponential smoothing and large data.” It can be seen that researchers have been attempting to find suitable strategies to deal with large datasets or Big Data. For example, Big Data platform, MapReduce, is used in Mirko and Kantelhardt (2013), Sheng, Zhao, Leung and Wang (2013), etc., whereas Message Passing Interface (MPI) is utilised in the research conducted by Górriz, Algeciras, Puntonet, Salmerón, and Martin-Clemente (2004).

INTRODUCTION TO R AND ITS ECOSYSTEM

In this section, we briefly provide an introduction to R and its ecosystem. In addition, some examples of implementations R packages used for parallel computing and time series analysis will also be given in this section. Therefore, some reasons why we are using R in this research are presented.

Introduction to R Programming Language

R is an open-source programming language and software environment used for scientific computing, data analysis, visualisation, time series analysis, high performance computing, etc. (Ihaka & Gentleman, 1996). Furthermore, regarding a survey conducted by KDnuggets (Piatetsky, 2016), R takes the first place for the programming language used for an analytics/data mining/data science in 2016 and 2015, as shown in Figure 3.
Figure 3. KDnuggets analytics/data science 2016 software poll: top 10 most popular tools (Piatetsky, 2016)

Table 2
A short review on implementations time series analysis in parallel computing

<table>
<thead>
<tr>
<th>No</th>
<th>Refs</th>
<th>Objectives</th>
<th>Implemented Methods</th>
<th>Strategies for Parallelization</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mirko &amp; Kantelhardt, (2013)</td>
<td>To implement statistical time series analysis, such as correlation, autocorrelation, in Big Data/large time series datasets</td>
<td>Correlation and autocorrelation</td>
<td>MapReduce and Hadoop platform</td>
</tr>
<tr>
<td>2</td>
<td>Sheng et al. (2013)</td>
<td>To design and implement Echo state network (ESN) for prediction time series by utilizing Extended Kalman Filter (EKF) in parallel computing by using MapReduce</td>
<td>Extended Kalman Filter</td>
<td>MapReduce</td>
</tr>
<tr>
<td>3</td>
<td>Górriz et al. (2004).</td>
<td>To implement a Parallel Neural Network (Cross-over Prediction Model) for time series forecasting</td>
<td>Neural network</td>
<td>PVM (&quot;Parallel Virtual Machine&quot;) and MPI (&quot;Message Passing Interface&quot;)</td>
</tr>
<tr>
<td>4</td>
<td>Zhao, Bryan, King, Song, &amp; Yu (2012)</td>
<td>To implement an array-based algorithm to calculate summary statistics for long time-series daily grid climate data sets</td>
<td>Spatial analysis</td>
<td>The Parallel Python (PP) package</td>
</tr>
<tr>
<td>5</td>
<td>Liu &amp; He (2012)</td>
<td>To find the optimal segmentation scheme of time series with a low execution time.</td>
<td>a modified Ant Colony Optimization algorithm (WACOS)</td>
<td>OPenMP library in C++</td>
</tr>
</tbody>
</table>
From the programming language perspective, the R language has some characteristics that render it to offer some advantages (Wickham, 2014) such as providing complete data structures to ease data processing like list, \textit{matrix}, \textit{vector}, and \textit{data.frame}.

Mostly, packages developed in the R framework are included in the following repositories: CRAN and the Bioconductor project. CRAN (Wickham, 2014) can be found at http://cran.r-project.org/, which is maintained through the efforts of volunteers (the “CRAN team”) and the resources of the R Foundation and the employers of those volunteers (WU Wien, TU Dortmund, U Oxford, AT&T Research). Meanwhile, Bioconductor (http://www.bioconductor.org/) is an open source, open development software project to provide R tools for the analysis and comprehension of high-throughput genomic data. Now, there are over 8000 packages available in CRAN, and these are classified into more than 30 task views. For instance, the task view of Time Series Analysis contains more than 30 R packages such as, the “forecast” package which involves methods and tools for displaying and analysing univariate time series forecasts (Hyndman & Khandakar, 2008).

\textbf{Parallel Computing in R: “foreach” and “doParallel”}

Firstly, we need to define what the definition of parallel computing is. It refers to a kind of computation in which many calculations or the execution of processes is conducted simultaneously (Gottlieb & Almasi, 1989). In other words, the processes need to be divided into some smaller modules so that these parts are executed at the same time. There are at least four types of parallel computing: bit-level parallelism, instruction-level parallelism, task parallelism, and data parallelism.

In the R ecosystem, there are more than 30 packages available at CRAN (https://CRAN.R-project.org/view=HighPerformanceComputing), which are used for high performance and parallel computing with R. In this CRAN Task View, we can find several groups of parallel computing such as Explicit Parallelism (e.g., the “pbdMPI” and “foreach” package), Grid Computing (e.g., the “multiR” package), etc.
The “foreach” package was developed by Calaway et al. (2015). It provides a new looping mechanism for executing R code simultaneously. Hence, the main reason for using the “foreach” package is that parallel computing on multiple processors/cores and multiple nodes of a cluster are available. Moreover, the “doParallel” package has a role as a backend engine for the “foreach” package. It provides a mechanism needed to execute the foreach command in parallel. It means that the “foreach” package must be used together with “doParallel” to execute code in parallel.

The following R code is a simple example to show how the “doParallel” and “foreach” perform a task in parallel:

```r
R> library(foreach)
R> library(doParallel)
R> registerDoParallel(cores=2)
R> foreach(i=1:3) %dopar% sqrt(i)
```

The code on the first and second lines means we load the following packages: “foreach” and “doParallel”. The second line shows that we use multicore-like functionality by defining 2 cores, whereas the last one is that we perform the square root command (i.e., \( \sqrt{i} \)) of the three objects in parallel with 2 cores. Therefore, it yields the following results, as follows: 1, 1.414214, and 1.732051.

**Time Series Analysis in R: “forecast”**

The next package used in this research is “forecast.” It provides automatic forecasting using exponential smoothing, ARIMA models, and other common forecasting methods (Hyndman & Khandakar, 2008). Related to this research, the following is the signature of one function included in the “forecast” package:

```r
holt(y, h=10, damped=FALSE, level=c(80,95), fan=FALSE, initial=c(“optimal”,”simple”), exponential=FALSE, alpha=NULL, beta=NULL, lambda=NULL, biasadj=FALSE, x=y, ...)
```

The \texttt{holt()} function is used for predicting time series datasets based on the exponential smoothing methods. It can be seen that this function has several arguments such as: \texttt{y} is a numeric vector or time series, \texttt{h} is number of periods for forecasting/lead time, etc.

**Design and Implementation of Parallel Exponential Smoothing**

Figure 4 shows the model of parallel exponential smoothing utilising the package “forecast”, “foreach”, and “doParallel” for forecasting time series data.
It can be seen that basically there are three main steps in this model, as follows:

1. Importing the original data (e.g., .csv, .xls, etc.) into an R object, which is `data.frame`. The implementation of this step is as given in the following code:
   ```R
   R> alldata <- read.table("D:/bootstrap/follow1.out",header=TRUE)
   ```
   The `read.table()` function is used for reading the data saved in “D:/bootstrap/follow1.out” and saving into the variable `alldata` as `data.frame`.

2. This step is actually a main part of the model, which is, the computation of bootstrap and exponential smoothing in parallel by utilising the packages: “forecast”, “foreach”, and “doParallel”. In this step, we can divide them into three phases, as follows:
   a. Loading and setting the computation in multicore. Firstly, we load the libraries by executing the following code:
      ```R
      library(foreach)
      library(doParallel)
      ```

---

*Figure 4. The model of parallel exponential smoothing for forecasting time series data in multicore*
After importing the packages, the next code is to define the number of processors/cores, as follows:

```
R> cl <- makeCluster(nProcessor=2)
R> registerDoParallel(cl)
```

It can be seen from the above code that the number of cores is 2.

b. Developing the procedure of bootstrap on time series data. Bootstrap is a process for selecting some data randomly with replacement so that this sample can represent the whole dataset. It is aimed to make parallelisation by splitting the data. Before explaining the implementation, we depict the processes on the bootstrap as in Figure 5. First, we need to define the number of fixed values \(n_{fix}\) to be the beginning and ending parts of the sample. Then, bootstrap is done to assign the values between the fixed values. The processes will be repeated according to the defined number of sample \(n_{boot}\).

![Figure 5. The procedure on the bootstrap method](image)

The implementation of bootstrap can be seen in the following code:

```r
boots <- function(alldata,nfix,nn) {
  n<-nrow(alldata)
  a<-c(1:nfix)
  z<-c((n-nfix+1):n)
  i<-c(a,sample(c((nfix+1):(n-nfix-1)),nn,replace=T),z)
  x<-c(i[!duplicated(i)])
  ii<-c(1:length(x))
  temp<-list()
  tempData<-NA
tempData[ii]<-NA
temp$ii <- tempData
```
c. Prediction using exponential smoothing in parallel. This step is aimed to execute the “forecast” package for forecasting by using exponential smoothing in the “foreach” and “doParallel” package. It can be done by the following code:

```r
predValue <- foreach(icount(nboot), .combine=rbind, .export=ls(envir=globalenv()))
%dopar%{
  databaru<-boots(alldata,nfix,nn)
  numPoint<-nrow(databaru)
  a<-holt(databaru$a,h=nForecast)
  e<-holt(databaru$e,h=nForecast)
  i<-holt(databaru$i,h=nForecast)
  O<-holt(databaru$O,h=nForecast)
  w_omega<-holt(databaru$w_omega,h=nForecast)
  return(c(a,e,i,O,w_omega,numPoint,.combine=rbind))
}
```

Thus, after executing the `boots()` function, we call the `holt()` function included in the “forecast” package on each column (i.e., `a`, `e`, `i`, `O`, and `w_omega`) on the `foreach()` function.
3. Average the results for obtaining predicted values. As we have some results that are according to the number of bootstrap samples, it is necessary to calculate the average value. This can be done by executing the `mean()` function built in R.

**EXPERIMENTATION ON THE CALCULATION OF ASTEROID’S ORBITAL ELEMENT**

In this section, we discuss three topics related to the experiment in this research. Firstly, we briefly explain the problem statement, and then illustrate how we collect the data. Finally, the experimental design is presented.

**Problem Statement**

Orbit calculations of celestial bodies in astronomy for a simple case is in the form of the two isolated objects (two-body problem), i.e., a single object with a smaller mass is orbiting other object that has a greater mass and under the influence of their mutual gravitational attraction only. Indeed, the two objects are orbiting their common centre of mass, where the orbital velocity and distance of each object from the common centre of mass are determined by each object’s mass and their centre-to-centre distance. In the case of more than 2 objects are considered (generally known as the N-body problem), the same equations of motion can be expanded to the number of objects being simulated. In the implementation, the N-body problem is solved using restricted tree-body problem approach, where the third object is considered to have a negligible mass relative to the first and second objects. This approach is quite accurate such as when the systems considered are the Sun-planet-natural/artificial satellite and sun-planet-asteroid/comet as in this work.

The equation of motion for the N-body problem is (see, for example, Murray & Dermott, 1999) as follows:

\[
\frac{d^2x_i}{dt^2} = -\sum_{j=1, j \neq i}^{N} \frac{G m_j (x_i - x_j)}{|x_i - x_j|^3}
\]  

(8)

In equation (8), \( G \) is the universal gravitational constant and on the right hand side is the total gravitational attraction of the whole bodies considered. Equation (8) cannot be solved analytically but numerically for a certain time step in order to obtain a new position vector until the desired time. Some integration techniques available can be employed to obtain the numerical solution of equation (8), such as Wisdom-Holman Mapping (Wisdom & Holman, 1991), Regularised Mix Variable symplectic (Levison & Duncan, 1994), A fourth order T+U symplectic (TU4) method (Candy & Rozmus, 1991), Bulirsch-Stoer method (Press, Teukolsky, Vetterling, & Flannery, 1992), and so on.

Between the orbits of Mars and Jupiter (2.0 to 3.3 Astronomical Unit; 1 AU is defined as the average distance between the Earth-Sun), there is a population of asteroids, space rocks of various sizes that are remnants of the Solar system formation which failed to become a planet due to gravitational perturbations of Jupiter. This area is known as the Main Belt. It is strongly believed that this asteroid population is a major source of near-Earth asteroids (NEAs) (Bottke et al., 2002; Greenstreet, Ngo, & Gladman, 2012). The population of asteroids with orbit such
that \([q\ (\text{asteroids’ perihelion distance} – \text{the closest distance of asteroids from the Sun}) < 1.3\ \text{AU}\) and \(Q\ (\text{asteroids’ aphelion distance} – \text{the furthest distance of asteroids from the Sun}) > 0.98\ \text{AU}\)] so the orbit bring them to near-Earth space. The mechanism that contributes to deliver the asteroids in the Main Belt toward the near-Earth space could be a collision among the asteroids which with the right post-collision velocity and trajectory immediately puts asteroids in the resonance zone (Farinella, Gonczi, Froeschlé, & Froeschlé, 1993), which will further change the orbit to become more elliptical or via slowly drift under the influence of the non-isotropic thermal force (Yarkovsky effect) (Bottke et al., 2002).

While in the near-Earth space, asteroids could experience close encounter with particular planets (Mercury, Venus, Earth and Mars). As a result of this close encounter, the asteroids may be fragmented due to strong tidal force, or if they can survive, their orbit can change drastically in a short time. Drastic changes in orbit occurred can change the fate of the asteroids in the future, i.e. whether they will still be orbiting the Sun or even collide with massive objects in the Solar system. Therefore, observational survey to find the presence of new asteroids and continually observations post-close encounter of asteroids with massive objects is essential to assess the probability of collision with the planets and the Sun in the future. The occurrence of an asteroid’s close encounters with massive objects in the Solar System in the future can be predicted by computing the orbit for a certain span of time. Given that the orbits of asteroids in near-Earth space are very chaotic due to their close encounters with planets, orbit computation for asteroids’ final fate prediction purpose is commonly done by generating some virtual asteroids (VA) which has a slightly different orbital elements from the real one. Evolution of the real and virtual asteroids’ orbital elements obtained during the considered span of time will determine the orbital elements distribution, and where the most heavily populated cells are likely located. These are shown in Figure 6 for asteroid 2012 DA14 (see, for example, Wlodarczyk, 2012; Utama, Dermawan, Hidayat, & Fauzi, 2015) during our 106 years of orbital computation forward experiment after its close encounter with the Earth on 15th February 2013.

![Figure 6](image-url)
From the orbital computation, there are 9 clones of 120 that will end their life when colliding with Venus (4 clones) and Earth (5 clones).

**Data Gathering**

Asteroid’s orbital elements data used in this work were obtained from NASA database (http://ssd.jpl.nasa.gov/sbdb.cgi) with the initial value of orbital elements (see Table 3), while description of each orbital element shown in Figure 7. The orbital evolution executed using SWIFT integrator package (Levison & Duncan, 1994) had been modified, namely SWIFT RMVS4YE, which has included non-isotropic thermal force in it (Dermawan, Hidayat, & Utama, 2013). The RMVS4 scheme implemented in this integrator helps us to do computation of orbital elements accurately, especially when a close encounter between asteroid with massive objects occurs. By including the thermal force (Yarkovsky effect), the accurate orbit predictions for long duration (> 10^5 years) computation can be reached.

<table>
<thead>
<tr>
<th>Orbital Element</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1.2456 AU</td>
</tr>
<tr>
<td>e</td>
<td>0.33552</td>
</tr>
<tr>
<td>I</td>
<td>13°.3358</td>
</tr>
<tr>
<td>Ω</td>
<td>337°.2327</td>
</tr>
<tr>
<td>ω</td>
<td>276°.8451</td>
</tr>
<tr>
<td>M</td>
<td>191°.0565</td>
</tr>
</tbody>
</table>

*Figure 7.* Six integration constants are needed to describe celestial objects’ orbit. The constants are the longitude of ascending node Ω, the argument of perihelion ω, the inclination i, the semi major axis a, the eccentricity e and the time of perihelion passage τ [= (M x P/2π) + τ₀, where P is orbital period] (Source: Karttunen, Kröger, Oja, Poutanen, & Donner, 2007)

**Experimental Design**

In order to do the experiments efficiently, we designed the following two scenarios of prediction: single computing and parallel computing. For the first scenario, we predicted 10 next point of
time, whereas in the second, several simulations were conducted with different as illustrated in Table 4.

Table 4
Parameters on the parallel-computing scenario

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>nProcessor</td>
<td>Number of processors/cores</td>
<td>1 and 4</td>
</tr>
<tr>
<td>nboot</td>
<td>Number of samples on bootstrap</td>
<td>4, 12, and 20</td>
</tr>
<tr>
<td>Nn</td>
<td>Number of data point on each sample</td>
<td>1000, 10000, and 25000</td>
</tr>
<tr>
<td>nForecast</td>
<td>Lead time</td>
<td>1 and 10</td>
</tr>
<tr>
<td>nfix</td>
<td>Number of fixed values for the beginning and ending parts of time series data after bootstrap</td>
<td>2 and 20</td>
</tr>
</tbody>
</table>

Moreover, we compared the results with the algorithm RMVS4-YE by calculating Mean Absolute Percentage Error (MAPE) defined, as follows:

\[
MAPE = \frac{\sum |x_i - f_i|}{n} \times 100\%
\]

where \(x\) and \(f\) are the true and predicted values, while \(i\) and \(n\) are lead time and number of observations/samples.

RESULTS AND DISCUSSION

As explained previously, in this experiment, there are two scenarios: prediction by using exponential smoothing on single processor and prediction by using parallel exponential smoothing on multicore. Therefore, results of the MAPE calculation in comparison with those obtained from the Algorithm RMVS4-YE are presented in Table 5. In this case, we predicted for 10 periods for five components of asteroid's orbital element: \(a, e, i, O, w_\omega\),

Table 5
MAPE calculation between exponential smoothing with single processor and the algorithm RMVS4-YE

<table>
<thead>
<tr>
<th>Period</th>
<th>(A)</th>
<th>(e)</th>
<th>(I)</th>
<th>(O)</th>
<th>(w_\omega)</th>
<th>Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000809240</td>
<td>0.044868466</td>
<td>0.010442664</td>
<td>0.039505848</td>
<td>0.011069138</td>
<td>0.021339071</td>
</tr>
<tr>
<td>2</td>
<td>0.022884474</td>
<td>0.058763748</td>
<td>0.003809124</td>
<td>0.037560265</td>
<td>0.009701406</td>
<td>0.026543803</td>
</tr>
<tr>
<td>3</td>
<td>0.037606712</td>
<td>0.104317766</td>
<td>0.063138274</td>
<td>0.070033749</td>
<td>0.008846505</td>
<td>0.05678601</td>
</tr>
<tr>
<td>4</td>
<td>0.045043056</td>
<td>0.068458498</td>
<td>0.05173303</td>
<td>0.062258119</td>
<td>0.007306444</td>
<td>0.04965724</td>
</tr>
<tr>
<td>5</td>
<td>0.037680306</td>
<td>0.064277164</td>
<td>0.06049023</td>
<td>0.054457305</td>
<td>0.007521384</td>
<td>0.044917036</td>
</tr>
<tr>
<td>6</td>
<td>0.022958057</td>
<td>0.055576884</td>
<td>0.05892212</td>
<td>0.063763096</td>
<td>0.013759502</td>
<td>0.045774400</td>
</tr>
<tr>
<td>7</td>
<td>0.022958057</td>
<td>0.063037792</td>
<td>0.062095493</td>
<td>0.078176277</td>
<td>0.019996522</td>
<td>0.053252828</td>
</tr>
<tr>
<td>8</td>
<td>0.022958057</td>
<td>0.078855233</td>
<td>0.070624528</td>
<td>0.074059252</td>
<td>0.016621183</td>
<td>0.052623651</td>
</tr>
<tr>
<td>9</td>
<td>0.023031641</td>
<td>0.076933502</td>
<td>0.073315612</td>
<td>0.062859932</td>
<td>0.008204252</td>
<td>0.048868988</td>
</tr>
<tr>
<td>10</td>
<td>0.030392229</td>
<td>0.043376160</td>
<td>0.064199768</td>
<td>0.063112270</td>
<td>0.013159977</td>
<td>0.042848085</td>
</tr>
</tbody>
</table>
representing semi major axis, eccentricity, inclination, argument of perihelion, and longitude of ascending node. The last column is average of MAPE of all parameters. Moreover, the average computation time of all simulation, which is 84.48 seconds, was also calculated.

Then, for the second scenario (i.e., using parallel exponential smoothing) 72 simulations were performed based on the combinations of parameter given in Table 4. For example, Table 6 shows MAPE calculation on the first simulation that assigns the following parameters: \( n_{\text{Processor}} = 1, n_{\text{boot}} = 4, n_{\text{fix}} = 2, n_{\text{n}} = 1000, \) and \( n_{\text{forecast}} = 1. \) It can be seen that the average of MAPE in this case is around 0.312%.

Table 6
MAPE calculation of the first simulation in the second scenario

<table>
<thead>
<tr>
<th>( a )</th>
<th>( E )</th>
<th>( i )</th>
<th>( O )</th>
<th>( w_{\text{omega}} )</th>
<th>Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.008680939</td>
<td>0.251733092</td>
<td>0.597202154</td>
<td>0.694654647</td>
<td>0.005684152</td>
<td>0.311590997</td>
</tr>
</tbody>
</table>

Because of the limited space in this paper, we recapitulated the complete results, which are average of MAPE from 72 simulations on the second scenario, as illustrated in Table 7 below.

Table 7
The complete recapitulation of MAPE calculation of 72 simulations on scenario 2

<table>
<thead>
<tr>
<th>No</th>
<th>( n_{\text{Processor}} )</th>
<th>( n_{\text{boot}} )</th>
<th>( n_{\text{fix}} )</th>
<th>( n_{\text{n}} )</th>
<th>( n_{\text{forecast}} )</th>
<th>Average ( \text{numPoint} )</th>
<th>Computation Cost (s)</th>
<th>MAPE Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1000</td>
<td>1</td>
<td>1003.750</td>
<td>1.7453090</td>
<td>0.31159100</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1000</td>
<td>10</td>
<td>1003.000</td>
<td>1.8960360</td>
<td>1.94565918</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>20</td>
<td>1000</td>
<td>1</td>
<td>1039.750</td>
<td>1.7257320</td>
<td>0.15078242</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>20</td>
<td>1000</td>
<td>10</td>
<td>1038.500</td>
<td>1.6875560</td>
<td>1.05304777</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>10000</td>
<td>1</td>
<td>9908.750</td>
<td>4.5730320</td>
<td>0.04971548</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>10000</td>
<td>10</td>
<td>9902.000</td>
<td>4.8302820</td>
<td>0.28135093</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>4</td>
<td>20</td>
<td>10000</td>
<td>1</td>
<td>9939.250</td>
<td>4.4239750</td>
<td>0.02676445</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>4</td>
<td>20</td>
<td>10000</td>
<td>10</td>
<td>9940.750</td>
<td>4.4637740</td>
<td>0.14651301</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>25000</td>
<td>1</td>
<td>24394.750</td>
<td>10.5053300</td>
<td>0.02695131</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>25000</td>
<td>1</td>
<td>24403.750</td>
<td>9.9289680</td>
<td>0.12089122</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>12</td>
<td>20</td>
<td>25000</td>
<td>1</td>
<td>24441.500</td>
<td>10.1047500</td>
<td>0.02123174</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>12</td>
<td>20</td>
<td>25000</td>
<td>10</td>
<td>24426.250</td>
<td>9.1230160</td>
<td>0.09271730</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>10000</td>
<td>1</td>
<td>1002.667</td>
<td>2.8936640</td>
<td>2.07270682</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>10000</td>
<td>1</td>
<td>1002.917</td>
<td>2.8936640</td>
<td>2.07270682</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>12</td>
<td>20</td>
<td>10000</td>
<td>1</td>
<td>1039.000</td>
<td>2.9690490</td>
<td>0.15143420</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>12</td>
<td>20</td>
<td>10000</td>
<td>10</td>
<td>1039.333</td>
<td>2.9958390</td>
<td>0.82286152</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>10000</td>
<td>1</td>
<td>9907.083</td>
<td>12.6789100</td>
<td>0.04737498</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>10000</td>
<td>10</td>
<td>9903.500</td>
<td>12.9946800</td>
<td>0.27593724</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>12</td>
<td>20</td>
<td>10000</td>
<td>1</td>
<td>9941.500</td>
<td>11.6467000</td>
<td>0.02591236</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>12</td>
<td>20</td>
<td>10000</td>
<td>10</td>
<td>9943.333</td>
<td>12.6069800</td>
<td>0.15076421</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>25000</td>
<td>1</td>
<td>24378.080</td>
<td>29.9228700</td>
<td>0.02606734</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>12</td>
<td>20</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>12</td>
<td>20</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>20</td>
<td>2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>20</td>
<td>2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>20</td>
<td>2</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>20</td>
<td>2</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>20</td>
<td>2</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1</td>
<td>20</td>
<td>2</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>4</td>
<td>4</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>4</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>4</td>
<td>4</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>4</td>
<td>4</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>4</td>
<td>12</td>
<td>20</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>4</td>
<td>12</td>
<td>20</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>4</td>
<td>12</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>4</td>
<td>12</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>4</td>
<td>12</td>
<td>20</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>4</td>
<td>12</td>
<td>20</td>
<td>10000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>4</td>
<td>12</td>
<td>2</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>4</td>
<td>12</td>
<td>20</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>4</td>
<td>12</td>
<td>20</td>
<td>25000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>4</td>
<td>20</td>
<td>2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>4</td>
<td>20</td>
<td>2</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>4</td>
<td>20</td>
<td>20</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7 (continue)
As shown in Table 7, it can be stated that the best results and computation cost is the 72nd simulation, where the MAPE average is about 0.095% at the computation cost around 25.6 seconds. Of course, it is also faster than the first scenario (i.e., exponential smoothing with single processor), where its computation cost is about 84.48 seconds. Moreover, the MAPE average of both simulation is relatively close, which is 0.095% is for the 72nd simulation in the second scenario and 0.044% for the first scenario. This means that the result of parallel exponential smoothing is reasonable. We also focused on analysing the second scenario. For example, the result shows that the higher number of bootstrap causes longer computation time, while higher number of resampling bootstrap makes the lower MAPE, even though certain number of samples cannot make MAPE significantly better.

**CONCLUSION AND RECOMMENDATIONS FOR FUTURE WORK**

In this research, a model of time series analysis for conducting exponential smoothing with the bootstrap methods in parallel computing by utilising the R packages: “forecast,” “foreach,” and “doParallel” has been presented. The next contribution is that the implementation of the proposed model has been technically explained in detail so that the code is reproducible. Furthermore, we conducted some experiments for forecasting asteroid’s orbital elements in order to evaluate the model and its implementation, along with the analysis of the results.

As for future work, we plan to convert the problem of time series analysis on asteroid’s orbital elements into regression one. Then, we will solve it by utilising machine-learning methods, such as fuzzy rule based systems (Riza, Bergmeir, Herrera, & Benitez, 2015), rough set theory and fuzzy rough set theory (Riza et al., 2014; Nazir, Shahzad, & Riza, 2016b), and gradient descent (Riza, Nasrulloh, Junaeti, Zain, & Nandiyanto, 2016a).
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ABSTRACT
To increase reception in Long Term Evolution (LTE) network inside a building, a repeater is needed. The antenna used in the repeater inside the building is usually a high gain antenna with omnidirectional radiation pattern. Meanwhile, to increase data rate in LTE, one of methods used is by using Multiple Input Multiple Output (MIMO) antenna. In this paper, the omnidirectional MIMO antenna at 1.8 GHz for LTE applications has been designed and realised. The single element of this MIMO antenna is a collinear microstrip antenna array. The design and simulation were done using 3D electromagnetic simulator software, while antenna realisation was done using FR4 microstrip with a thickness of 1.6 mm and permittivity of 4.4. The measurement results showed that this antenna has 359 MHz bandwidth in frequency range at 1.6-1.9 GHz, with a return loss less than -10 dB. The antenna gain is around 7.4 to 8.7 dBi with omnidirectional radiation pattern and mutual coupling is around -22 dB to -27 dB.

Keywords: Collinear, LTE, Microstrip Antenna, MIMO, Omnidirectional

INTRODUCTION
To increase reception in Long Term Evolution (LTE) network inside a building, a repeater is needed (Yeo, Lee, Hwang, & Kim, 2013). The function of a repeater is to receive radio signal from outside the building, strengthen the received signal, and emit it inside the desirable building (Xue, 2008). The antenna used in the repeater inside the building is usually the antenna with omnidirectional radiation pattern and high gain (Shankari & Gowtham, 2014). To increase data rate in LTE, one of methods used is by using the Multiple Input Multiple Output (MIMO) antenna (Abdullah & Yonis, 2012).
Omnidirectional antenna chosen here is monopole antenna, while to get the antenna with high gain, we make the array of the monopole antenna in collinear (Balsley & Ecklund, 1972; Wang, Yang, Li, Li, & Chen, 2011). Collinear antenna array is chosen to get antenna with high gain with omnidirectional radiation pattern. There are many types of monopole antenna and today, monopole antenna made from microstrip is being developed in vast amount. Microstrip antenna has advantages such as light, simple, and easy to be manufactured because it can be made with etching process, which is the same as the process of making PCB. Some research has been done related to collinear microstrip antenna array by several researchers (Jiao, Xueguan, Xinmi, & Huiping, 2013; Litva, Zhuang, & Liang, 1993; Peng-Fei, Li-Ming, Yong, & Xin, 2013; Polivka & Holub, 2006).

In LTE network, MIMO antenna is commonly used as a way to increase data rate. MIMO antenna suitable for indoor repeater is MIMO antenna that has omnidirectional radiation pattern (Ching-song, Hsu, Chun, Engineering, Rd, & Shiang, 2013; Fang, Sun, & Chuang, 2014; Malik, Kartikeyan, & Nagpal, 2016; Moradikordalivand, Rahman, & Khalily, 2014). Therefore, we proposed a MIMO omnidirectional antenna that has high gain, where in every antenna is microstrip monopole collinear antenna.

Mutual coupling is a critical problem in the design of MIMO antennas because it deteriorates the performance of MIMO systems, which not only affects the antenna efficiency but also influences the correlation (Li, Du, Takahashi, Saito, & Ito, 2012). Some research has been done to reduce mutual coupling in a MIMO antenna but the mutual coupling is less than -15 dB (Nguyen, Le, Le, Tran, & Yamada, 2016) and -16 dB (Ghafor, Hameed, Abdullah, Sabbagh, Al, & Bashir, 2015).

This research made use of the experimental method which consists of design and simulation using 3D Electromagnetic Simulator, fabrication of antenna, and antenna measurement. The proposed antenna is implemented using FR4 substrate, with a thickness of 1.6 mm and permittivity of 4.4. The expected specifications of the antenna are that it works at a frequency of 1.8 GHz (LTE band 3) with a frequency range from 1.7 to 1.9 GHz for return loss less than -10 dB, gain more than 5 dBi with mutual coupling less than -20 dB (Li et al., 2012) and has omnidirectional radiation pattern.

ANTENNA DESIGN

The initial step in antenna design is to determine the characteristics of the antenna that we expected. In this design, we proposed an antenna that meets the characteristics listed in Table 1 below.

### Table 1

**Specifications of the proposed antenna**

<table>
<thead>
<tr>
<th>Specification</th>
<th>Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range</td>
<td>1.7 – 1.9 GHz</td>
</tr>
<tr>
<td>Gain</td>
<td>&gt; 5 dBi</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>≥ 200 MHz</td>
</tr>
<tr>
<td>Mutual Coupling</td>
<td>&lt; -20 dB</td>
</tr>
<tr>
<td>Radiation Pattern</td>
<td>Omnidirectional</td>
</tr>
<tr>
<td>Return Loss</td>
<td>≤ -10 dB</td>
</tr>
</tbody>
</table>
The first step in designing microstrip MIMO collinear antenna array is designing a single microstrip collinear antenna as shown in Figure 1. The designing process of the microstrip collinear antenna aims to increase antenna gain with omnidirectional radiation pattern. Parameters of the antenna dimensions used in the first step of collinear antenna design are given in Figure 2 and Table 2.

The second step in designing the antenna is optimisation towards the size of collinear antenna dimension so that the results of simulation will match the characteristics of the antenna to be obtained.

Changes of antenna dimension after optimisation include parameters a, c and d. After optimising those parameters, the size of antenna is obtained, followed by obtaining the characteristics of the antenna. These parameters are also shown in Table 2.

![Figure 1. (a) Layout of collinear antenna, top view (b) Layout of collinear antenna, bottom view](image1)

![Figure 2. Initial parameters of collinear antenna array](image2)

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Parameters of the collinear antenna array before and after optimisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna Parameters</td>
<td>Dimension (mm)</td>
</tr>
<tr>
<td>Length of Feeder (a)</td>
<td>266.87</td>
</tr>
<tr>
<td>Length of Patch (b)</td>
<td>46</td>
</tr>
<tr>
<td>Width of Patch (c)</td>
<td>30</td>
</tr>
<tr>
<td>Length of Substrat (d)</td>
<td>294</td>
</tr>
<tr>
<td>Width of Substrat (e)</td>
<td>49</td>
</tr>
<tr>
<td>Width of Feeder (f)</td>
<td>3.065</td>
</tr>
</tbody>
</table>
MIMO ANTENNA DESIGN

The third step of antenna design is designing MIMO antenna from the collinear antenna that has been made before. The design of the antenna is shown in Figure 3. To get the characteristics of MIMO antenna that we expected, the modification of antenna dimension should be done. Therefore, optimisation process, the same process with the optimisation of single collinear antenna, should be done. In this optimisation, there are a few parameters that will be adapted towards antenna dimension so that the characteristics of the antenna produced match the characteristics of the antenna that we expected. Dimension and distance parameters of the MIMO antenna, before and after the optimisation, are shown in Table 3. Based on data in Table 3, all the parameters have changed except for patch width and feeder width.

![Antenna MIMO design](image)

**Figure 3. The Antenna MIMO design**

<table>
<thead>
<tr>
<th>Antenna Parameters</th>
<th>Dimension (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before Optimisation</td>
</tr>
<tr>
<td>Length of Feeder (a)</td>
<td>265.5</td>
</tr>
<tr>
<td>Length of Patch (b)</td>
<td>46</td>
</tr>
<tr>
<td>Width of Patch (c)</td>
<td>33</td>
</tr>
<tr>
<td>Length of Substrat (d)</td>
<td>305</td>
</tr>
<tr>
<td>Width of Substrat (e)</td>
<td>49</td>
</tr>
<tr>
<td>Width of Feeder (f)</td>
<td>3.065</td>
</tr>
<tr>
<td>Antenna Distance (g)</td>
<td>170</td>
</tr>
<tr>
<td>Antenna Distance (h)</td>
<td>170</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

Early Simulation

In this step, early simulation of microstrip collinear antenna is done with dimension from the literature review. Feeding technique used is the feeding with microstrip transmission line. The return loss of the early simulation does not match with the expected frequency range. Figure 4 shows the former design of microstrip collinear antenna with the parameter from Table 2, while Figure 5 shows the return loss value of the antenna and Figure 6 shows gain and radiation pattern of the antenna at 1.8 GHz.

Figure 4. Former design of the microstrip collinear antenna

Figure 5. Return loss of the antenna in the early design

Figure 6. Gain and radiation pattern of the antenna at 1.8 GHz
Result of design simulation of early microstrip collinear antenna shows that the characteristics of the antenna in Figure 5 do not match with the characteristics of the expected antenna. Therefore, the optimisation towards antenna dimension should be done. Dimensional change is done by changing parameter c or patch width from 30-36 mm using 5 samples. The result of return loss simulation is presented in Figure 7.

Based on the data in Figure 7, we can see that when the patch width is 33 mm, the resonant frequency of the antenna is around 1.8 GHz, while the dimension is close to the characteristics of the expected antenna when the patch width is 33 mm. If we extend the patch width of antenna, the resonant frequency shifts to the lower frequency. The resonant frequency of the antenna shifts to the upper frequency if we shrink the patch width of the antenna. Antenna dimension is proportional with the wavelength or inversely proportional with the frequency (Balanis, 2005; Kraus, Marhefka, & Khan, 2010).

The result of return loss simulation from antenna with desirable dimension obtained from optimisation (Table 2) is depicted in Figure 8. The resonant frequency is around 1.8 GHz with the frequency range of 1.6 GHz to 1.9 GHz and return loss less than -10 dB. Gain and radiation pattern of the single microstrip collinear antenna are shown in Figure 9. From Figure 9, we can see that the gain of single microstrip collinear antenna is 5.459 dBi with omnidirectional radiation pattern.

![Figure 7](image)

*Figure 7. The simulation result of return loss for five different patch width values*
Figure 8. The simulation result of antenna return loss with optimal dimension obtained from optimisation.

Figure 9. Gain and radiation pattern of the single microstrip collinear antenna.
Results of the MIMO Antenna Simulation

The proposed MIMO antenna consists of four microstrip collinear antenna with specific distance. To get the final specification expected, optimisation toward the distance between antennas is done. The distance expected is as close as possible so that the total dimension is not too big but with mutual coupling value less than -20 dB in the expected frequency range.

Distance optimisation between MIMO antennas is done by changing parameter g and h (Ja) with a distance of 140-170 mm to get the expected simulation result. The result of return loss simulation with antenna distance 140-170 mm is given in Figure 10.

![Figure 10. The simulation result of return loss with the antenna distance of 140-170 mm](image)

The simulation result of return loss in Figure 10 shows that the variation in the antenna distance from 140 mm to 170 mm does not have any significant difference. From Figure 11, however, we can see that the ideal antenna distance or the closest distance is 160 mm. If we shrink the antenna distance, the total dimension of MIMO antenna will become smaller but the mutual coupling will increase. Meanwhile, if we extend the antenna distance, the mutual coupling will decrease but the total size of MIMO antenna will be larger. Thus, the ideal antenna distance in this case is 160 mm. This value is close to 1 wavelength (\(\lambda\)) where the \(\lambda\) at frequency 1.8 GHz is 166.67 mm. Linnartz (2008) said that mutual coupling would add extra degradation to the outage capacity of the MIMO system. Therefore, to guarantee minimal loss in capacity, the antennas should be spaced about 1 wavelength apart. The final result of the return loss simulation of MIMO antenna is presented in Figure 12.
The final result of the return loss simulation of MIMO antenna in Figure 12 shows that the specifications already match with the specification set at the beginning, i.e. 1.8 GHz with bandwidth 359 MHz (1.576-1.935 GHz). The mutual coupling value from the final simulation is shown in Figure 13.

The average mutual coupling value in Figure 13 is under -20 dB in frequency range 1.6-1.9 GHz. So, mutual coupling value is match with the value in the beginning. While antenna gain 1 to 4 from final simulation is shown in Figure 14.

\[ S4,1dB \]

Figure 11. Mutual coupling from antenna distance optimisation from 140 mm to 170 mm
Figure 12. The final result of the return loss simulation of MIMO antenna

Figure 13. Mutual coupling of the MIMO antenna from the final simulation
The results for the MIMO antenna radiation pattern for azimuth and elevation plane are given in Figure 15. The radiation pattern of microstrip MIMO antenna from the simulation shows that the antenna has omnidirectional radiation pattern. Hence, the radiation pattern matches the expected radiation pattern.

*Figure 14. Simulation result of the MIMO antenna gain: (a) gain of antennas 1 and 2 (7.621 dBi), and (b) gain of antennas 3 and 4 (7.496 dBi)*

*Figure 15. Radiation pattern of the antenna: (a) Azimuth plane, and (b) Elevation plane*
Fabrication of Antenna

Based on the final simulations of MIMO antenna, the antenna is manufactured. Figure 16 shows the result of antenna fabrication. Antenna substrate used is FR4 with dielectric constant 4.4 and 1.6 mm of thickness, while the antenna mounting is using acrylic.

The Result of Antenna Measurement

Antenna return loss measurement. Results for measuring return loss of MIMO antenna are presented in Figure 17. From this figure, we can see that the expected return loss value matches with the results of the return loss measurement, which is less than -10 dB in the frequency range of 1.6-1.9 GHz.
Mutual coupling measurement. Mutual coupling of MIMO antenna is shown in Table 4. It shows that mutual coupling at 1.8 GHz is around -22 dB to -27 dB. Hence, the mutual coupling of this MIMO antenna matches the specification that is less than -20 dB.

Table 4
Mutual coupling of MIMO antenna at 1.8 GHz

<table>
<thead>
<tr>
<th>Parameters</th>
<th>S12/S21</th>
<th>S13/S31</th>
<th>S14/S41</th>
<th>S23/S32</th>
<th>S24/S42</th>
<th>S34/S43</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutual Cloupling (dB)</td>
<td>-26.4</td>
<td>-22.7</td>
<td>-23.6</td>
<td>-23.6</td>
<td>-22.7</td>
<td>-27.5</td>
</tr>
</tbody>
</table>

Results of Radiation Pattern Measurement

The result of measuring radiation pattern is given in Figure 18. In Figure 18, we can see that the result of radiation pattern measurement has a shape that is almost similar with the simulation result of radiation pattern. From Figure 18, we also can see that the radiation pattern azimuth base is omnidirectional. Hence, the radiation pattern of the MIMO antenna matches the specification, i.e. omni directional.

Figure 18. The result of measuring radiation pattern: (a) Azimuth plane (b) Elevation plane

The Results of Gain Measurement

The measuring of gain is done using two similar antenna methods. We can see the differences in Table 5. From Table 5, we can see that MIMO antenna gain is between 7.44-8.77 dBi. The gain is obtained from measurement using two similar antenna methods. The result matches with the expected value that is more than 5 dBi. Although the MIMO antenna uses monopole antenna, the gain obtained is higher compared to when common monopole antenna is used. This happened because we used collinear antenna that consists of monopole antenna arranged in a line order for every element of the MIMO antenna, so that the gain obtained is higher than that of the common monopole.
Table 5
The result of antenna gain measurement

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>Antenna 1</th>
<th>Antenna 2</th>
<th>Antenna 3</th>
<th>Antenna 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>8.1</td>
<td>7.9</td>
<td>8.2</td>
<td>8.38</td>
</tr>
<tr>
<td>1.75</td>
<td>8.29</td>
<td>8.11</td>
<td>7.98</td>
<td>7.89</td>
</tr>
<tr>
<td>1.8</td>
<td>8.29</td>
<td>7.71</td>
<td>7.44</td>
<td>7.97</td>
</tr>
<tr>
<td>1.85</td>
<td>8.67</td>
<td>8.5</td>
<td>7.96</td>
<td>8.21</td>
</tr>
<tr>
<td>1.9</td>
<td>7.91</td>
<td>8.13</td>
<td>8.7</td>
<td>8.77</td>
</tr>
</tbody>
</table>

CONCLUSION

In this research, we have done the designing, arrangement and measurement processes of the Microstrip MIMO antenna. The arrangement of the microstrip MIMO antenna can work in 1.6-1.9 GHz frequency with return loss less than -10 dB. Antenna gain obtained from the measurement is about 7435-8765 dBi, which matches the expected specifications. The mutual coupling value of micro-strip MIMO antenna array is less than -20 dB, which also matches the specification. Based on the results of the measurement of radiation pattern, the arrangement of the microstrip MIMO antenna is already omnidirectional. Therefore, the proposed antenna can be used for the LTE application.
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