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ABSTRACT

In this research article, we present our work on building computational prediction models to 
dynamically predict users’ purchase behaviours by implementing Hidden Markov Models 
(HMM). The models can be used by decision makers in a company to develop a strategy 
(e.g. marketing, products development) based on the prediction results. We evaluate the 
model using our datasets of Facebook. We collected the data by utilising Facebook API. 
Furthermore, we implemented a Hidden Markov Model (HMM) algorithm to the datasets 
to provide a dynamic prediction of customers’ purchase behaviours over time. In the 
preliminary evaluation, we implemented our model to the datasets with t=2. In our datasets, 
we found that the category, electronics, was the most favourite topic to discuss, share and 
like regarding electronics. Interestingly, we found that a positive direction for its trend 
appeared in the second run of the model.

Keywords: Customer purchase behaviour, Hidden Markov Model, Facebook datasets, strategic management, 

computational prediction model

INTRODUCTION

In the era of social networks, more than 74% of Internet users are connected to social 
networking sites. Most of them (96%) are on Facebook (Pew Research Center, 2013). 
Social media have been used to interact and engage with people all over the world. 
Billions of topics, from politics to hobbies, are discussed in social media. People often 

share their interests, thoughts and ideas on 
social media. Others, who share the same 
interests, may post general comments or 
like a posting. 

This phenomenon allows us to leverage 
on a plethora of information provided on 
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social media to improve company strategy 
in marketing or product development. This 
is achievable by predicting users’ purchase 
behaviour through a social media lens. 

This paper provides the following main 
contributions:

•• We present our work on building 
computational prediction models to 
dynamically predict users’ purchase 
behaviours by implementing Hidden 
Markov Models (HMM). The models, 
hence, can be used by decision makers 
in a company to devise strategies (e.g. 
marketing, products development) 
based on the prediction results.

•• We evaluated the models using our 
datasets of Facebook with 24 users, 
568 posts and 126 likes. This provided 
preliminary results for the proposed 
models in this paper.

The rest of the paper is organided as follows: 
Relevant previous works are presented in the 
next section. Section 3 outlines our research 
methodology. In Section 4, we describe 
our computational prediction models. We 
present the evaluation results and discussion 
in Section 5. Finally, we conclude our work 
and describe future work in Section 6.

LITERATURE REVIEW

Research into customer behaviour provides 
data to be used for strategic managerial 
decisions in marketing (e.g. market 
segmentation, targeting and positioning), 
customer relationship management (e.g. 

customer value and satisfaction) and product 
development (Schiffman et al., 2012). This 
research provides an insight into customer 
behaviours in searching for, purchasing 
and using products and services. In this era 
of social networks and digital technology, 
customer behaviour has evolved to a whole 
new stage. Nowadays, customers can easily 
buy and sell products through the Internet. 
Over the decades since the introduction of 
the Internet, the total revenue of e-commerce 
has doubled from 15% (2002) to 30% (2012) 
(United Nations Conference on Trade and 
Development, 2015) and reached $1.5 
trillion in 2014 (The Nielsen Company, 
2014). 

Th is  new s tage  prov ides  huge 
advantages to researchers of customer 
behaviours, as most of the data are available 
for public consumption. The only problem 
is that researchers will need to mine the 
data with an equitable model or technique 
to produce relevant information for decision 
makers within a reasonable amount of time. 
Several studies have been done in this 
area. Schafer et al. (1999) and Sarwar et al. 
(2001) suggested a model with collaborative 
filtering to filter the users who share similar 
characteristics among themselves. They 
argued that users with similar characteristics 
usually have or like similar products. 
Similarly, Catanese et al. (2012) proposed 
a model consisting of similarity detection 
and community detection to detect groups 
of related users over time. Those models 
are widely used to predict or recommend 
products purchased through e-commerce 
(Catanese et al., 2012). 
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With advances in information retrieval 
technology, content-based search methods 
applied to web pages, social media, 
customer reviews, search results etc. are 
now becoming popular. Certain information 
can be extracted from these media using 
machine learning methods. Zhang and 
Pennacchiotti (2013) utilised datasets of 
eBay users who have connected their eBay 
account to their Facebook account. Thus, 
they can extract their purchase history 
and their likes on Facebook to obtain a 
prediction of users’ purchase behaviours. 
Similarly, Sen et al. (2009) utilised users’ 
tags to predict movie preferences. They 
described the algorithms based on the users’ 
interactions with tags and movies (Sen et al., 
2009). The same method was implemented 
to provide a large set of words based on 
users’ recommendations on Twitter (Netzer 
et al., 2008). The algorithm was intended to 
recommend interesting content and provide 
recommendations or filtering services to 
Twit users.

In this paper, we built a prediction 
model based on the Hidden Markov Model 
(HMM). An HMM model is a tool that 
represents probability of distributions in 
time series over sequences of observations 
with unobserved or hidden states. Although 
the HMM algorithm is mostly applied to 
solve computational problems (e.g. speech, 
handwriting and many other computer-
vision problems), it is also a well-known 
technique to predict behaviour. Netzer et 
al. (2008) applied an HMM for customer 
relationship management models. The 
researchers constructed an HMM to relate 
latent relationship states to observed buying 

behaviour; eventually, they could evaluate 
customer relationships over time. Netzer et 
al. (2008) proposed a customer relationship 
model with HMM to build a customer 
portfolio. In addition, Kiseleva et al. (2013) 
predicted user intent with an HMM model 
to understand user intentions based on their 
browsing behaviours.  

METHODOLOGY

We collected datasets from Facebook, 
as currently Facebook has one billion 
active users (http://newsroom.fb.com/
company-info/). This made Facebook the 
most used social medium in the world. 
We collected data from the Facebook API. 
The data collected were extracted using 
keywords and the number of likes from 
posts. Subsequently, the extracted features 
were categorized into electronics, travelling, 
motors and fashion. In this paper, we 
minimised our categories into four general 
categories, as we aimed to evaluate our 
models first. 

To extract the features, we first 
implemented a keyword search function in 
the Facebook API to spot some keywords 
we wanted to search for (e.g. name of the 
products, places etc.). The spotted keyword 
was consequently categorised (e.g. Android 
or hand phone was categorised under 
electronics, Bali or London was categorised 
into places). All the feature data were stored 
in a single text file. 

The next step was to implement the 
Hidden Markov Model (HMM) algorithm to 
provide a dynamic prediction of customers’ 
purchase behaviours. In this paper, however, 
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we only provide a dynamic prediction of 
the trend of the categories. The details of 
the model are described in the next section.

THE MODELS

Furthermore: 

O = {Electronics, Travelling, Motor, 
Fashion}    

Figure 1: HMM models
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Figure 1. HMM models. 

 

 

 

 

 

 

 

 

 

 

Figure 2. Demographic data. 

 

 

 

 

 

 

 

 

 

Figure 1 presents our model of an HMM 
with states of categories at time t (0t), and 
two observations: Like at time t (Lt-1) 
and Word at time t (Wt-1). Using prior 
knowledge (t-1) of the model, we were able 
to determine the unobserved sequence of 
hidden states for the current state (t). The 
model definition is:

T = 	 length, in this paper, we set T=2; 

N = 	number of states in the model, where 
N=4; 

M = 	number of observations in the model, 
where M=2;

Q = 	{q0, q1, ..., qN−1} = states of the 
Markov process 

V = 	{0, 1, ..., M −1} = set of possible 
observations 

A = 	 state transition probabilities 

B = 	observation probability matrix 

π = 	 initial state distribution 

O = 	(O0, O1, ..., OT−1) = observation 
sequence.

The state transition probabilities were 
defined by probability of state q at time t-1 
given state q at time t occurred. Hence:
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Finally, from (6)-(8), the mathematical 
model of the probability of the state sequence 
was denoted by:

males (67%). In this preliminary evaluation 
we implemented our model to the datasets 
with t=2. Table 1 and Figure 3 describe the 
results of the models.

As we can see from both Table 1 and 
Figure 3, the top category was electronics 
(0.42, 0.39, 0.32, 0.23). This indicates that 
there were quite a number of people who 
discussed, shared and liked topics or posts 
regarding electronics. Travelling was the 
second hot topic, with 0.33 and 0.24 for 
probability from likes and words the first 
time we ran the model and 0.29 and 0.31 
the second time we ran the model. 
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Table 1 
HMM Implementation

Category t = 1 t = 2

P(L) P(W) AVG P(L) P(W) AVG
Electronics 0.42 0.39 0.405 0.32 0.23 0.275
Travelling 0.33 0.24 0.285 0.29 0.31 0.3
Motors 0.13 0.16 0.145 0.16 0.19 0.175
Fashion 0.12 0.21 0.165 0.23 0.27 0.25

Figure 3: Results
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fashion showed a positive direction (see 
the yellow dot). This data provides strategy 
makers with additional information to 
predict customer purchase behaviour based 
on trends obtained from social media. In this 
paper, Facebook was used as a study case 
for our model. 

CONCLUSION AND FUTURE WORK

We proposed a computational prediction 
model to dynamically predict users’ purchase 
behaviours by implementing Hidden Markov 
Models (HMM). Furthermore, we evaluated 
the models based on our datasets from 
Facebook, providing preliminary results for 
the proposed models explored in this paper.

There were some limitations encountered 
in this study. Firstly, the datasets were 
not considerable enough to represent 
global population. Most importantly, in 
this research we ran the model only twice, 
whereas it should have been run over several 
weeks or even months. Future research into 
this topic can go on to collect more data 
at least to represent a much wider, if not 
the entire population of Internet users. It 
should also include historical data of the 
users. Secondly, we need to expand the 
categories, and add more keyword databases 
for keyword search functions to enhance 
the accuracy of the feature extraction and 
classification. 
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