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About the Journal

Overview

Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes
the scientific outputs. It neither accepts nor commissions third party content.

Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the
publication of original papers, it serves as a forum for practical approaches to improving quality in issues
pertaining to science and engineering and its related fields.

JST is a quarterly (January, April, July and October) periodical that considers for publication original
articles as per its scope. The journal publishes in English and it is open to authors around the world
regardless of the nationality.

The Journal is available world-wide.

Aims and scope

Pertanika Journal of Science and Technology aims to provide a forum for high quality research related
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics,
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology,
engineering, engineering design, environmental control and management, mathematics and statistics,
medicine and health sciences, nanotechnology, physics, safety and emergency management, and
related fields of study.

History

Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the
interdisciplinary strengths of the university.

After almost 25 years, as an interdisciplinary Journal of Science & Technology, the revamped journal
now focuses on research in science and engineering and its related fields.

Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.

Quality

We aim for excellence, sustained by a responsible and professional approach to journal publishing.
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission
to publication for the articles averages 5-6 months.

Abstracting and indexing of Pertanika

Pertanika is almost 40 years old; this accumulated knowledge has resulted in Pertanika JST being
abstracted and indexed in SCOPUS (Elsevier), Thomson (ISI) Web of Knowledge [BIOSIS & CAB Abstracts],
EBSCO & EBSCOhost, DOAJ, ERA, Cabell’s Directories, Google Scholar, MyAIS, ISC & Rubriq (Journal
Guide).

Future vision

We are continuously improving access to our journal archives, content, and research services. We have
the drive to realise exciting new horizons that will benefit not only the academic community, but society
itself.



Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.

Publication policy

Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration
by two or more publications. It prohibits as well publication of any manuscript that has already been
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript
that has been published in full in Proceedings.

Code of Ethics

The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of ethics.php

International Standard Serial Number (ISSN)

An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media—print
and electronic. All Pertanika journals have ISSN as well as an e-ISSN.

Journal of Science & Technology: ISSN 0128-7680 (Print); ISSN 2231-8526 (Online).

Lag time
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks).
The elapsed time from submission to publication for the articles averages 5-6 months.

Authorship

Authors are not permitted to add or remove any names from the authorship provided at the time of
initial submission without the consent of the Journal’s Chief Executive Editor.

Manuscript preparation
Refer to Pertanika’s INSTRUCTIONS TO AUTHORS at the back of this journal.

Most scientific papers are prepared according to a format called IMRAD. The term represents the first
letters of the words Introduction, Materials and Methods, Results, And, Discussion. IMRAD is simply
a more ‘defined’ version of the “IBC” [Introduction, Body, Conclusion] format used for all academic
writing. IMRAD indicates a pattern or format rather than a complete list of headings or components of
research papers; the missing parts of a paper are: Title, Authors, Keywords, Abstract, Conclusions, and
References. Additionally, some papers include Acknowledgments and Appendices.

The Introduction explains the scope and objective of the study in the light of current knowledge on the
subject; the Materials and Methods describes how the study was conducted; the Results section reports
what was found in the study; and the Discussion section explains meaning and significance of the results
and provides suggestions for future directions of research. The manuscript must be prepared according
to the Journal’s INSTRUCTIONS TO AUTHORS.

Editorial process

Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript,
and upon the editorial decision regarding publication.

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication
are usually sent to reviewers. Authors are encouraged to suggest names of at least three potential

reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final
choice. The editors are not, however, bound by these suggestions.
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Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt
of manuscript. Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are
accepted conditionally, pending an author’s revision of the material.

As articles are double-blind reviewed, material that might identify authorship of the paper should be
placed only on page 2 as described in the first-4 page format in Pertanika’s INSTRUCTIONS TO AUTHORS
given at the back of this journal.

The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted
manuscripts.

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and
weaknesses of written research, with the aim of improving the reporting of research and identifying the
most appropriate and highest quality material for the journal.

Operating and review process

What happens to a manuscript once it is submitted to Pertanika? Typically, there are seven steps to the
editorial review process:

1. The Journal’s chief executive editor and the editorial board examine the paper to determine
whether it is appropriate for the journal and should be reviewed. If not appropriate, the
manuscript is rejected outright and the author is informed.

2. The chief executive editor sends the article-identifying information having been removed, to
three reviewers. Typically, one of these is from the Journal’s editorial board. Others are
specialists in the subject matter represented by the article. The chief executive editor asks
them to complete the review in three weeks.

Comments to authors are about the appropriateness and adequacy of the theoretical or
conceptual framework, literature review, method, results and discussion, and conclusions.
Reviewers often include suggestions for strengthening of the manuscript. Comments to the
editor are in the nature of the significance of the work and its potential contribution to the
literature.

3. The chief executive editor, in consultation with the editor-in-chief, examines the reviews and
decides whether to reject the manuscript, invite the author(s) to revise and resubmit the
manuscript, or seek additional reviews. Final acceptance or rejection rests with the Edito-
in-Chief, who reserves the right to refuse any material for publication. In rare instances,
the manuscript is accepted with almost no revision. Almost without exception, reviewers’
comments (to the author) are forwarded to the author. If a revision is indicated, the editor
provides guidelines for attending to the reviewers’ suggestions and perhaps additional advice
about revising the manuscript.

4.  The authors decide whether and how to address the reviewers’ comments and criticisms and
the editor’s concerns. The authors return a revised version of the paper to the chief executive
editor along with specific information describing how they have answered’ the concerns
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit
a rebuttal if there is a need especially when the author disagrees with certain comments
provided by reviewer(s).

5. The chief executive editor sends the revised paper out for re-review. Typically, at least one of
the original reviewers will be asked to examine the article.



When the reviewers have completed their work, the chief executive editor in consultation
with the editorial board and the editor-in-chief examine their comments and decide whether
the paper is ready to be published, needs another round of revisions, or should be rejected.

If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to
the Press. The article should appear in print in approximately three months.

The Publisher ensures that the paper adheres to the correct style (in-text citations, the
reference list, and tables are typical areas of concern, clarity, and grammar). The authors are
asked to respond to any minor queries by the Publisher. Following these corrections, page
proofs are mailed to the corresponding authors for their final approval. At this point, only
essential changes are accepted. Finally, the article appears in the pages of the Journal and is
posted on-line.
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Foreword
Welcome to the First Issue of 2019 for the Journal of Science and Technology (JST)!

JSTis an open-access journal for studies in Science and Technology published by Universiti
Putra Malaysia Press. It is independently owned and managed by the university and run
on a non-profit basis for the benefit of the world-wide science community.

This issue contains 30 articles; 5 are review articles and the rest are regular articles.
The authors of these articles come from different countries namely Algeria, Bangladesh,
Brunei, France, Germany, India, Indonesia, Malaysia, Pakistan, Philippines and Thailand.
Malaysia alone contributed 14 articles.

Articles submitted in this issue cover various scopes of Science and Technology including
applied sciences and technologies, chemical sciences, earth sciences, engineering
sciences, engineering sciences, environmental sciences, information, computer and
communication technologies, material sciences, mathematical sciences, and medical
and health sciences.

Selected from the scope of information, computer and communication technologies
is an article entitled “Ma-Ease: An Android-based Technology for Corn Production and
Management” by fellow researches from Philippines (Sales Gamponia Aribe Jr., Jhon
Michael H. Turtosa, Jul Maico B. Yamba and Alvin B. Jamisola). The study focused on
development of a mobile application for corn farmers needs through the cooperation
of the City Agriculture Office (CAO) of Malaybalay City, Bukidnon, Philippines. The
researchers emphasized on dissemination of proper information, management and
techniques for a good harvest of corns through this mobile application namely Ma-Ease
Application. The results showed that farmers were satisfied with the mobile application
and thus the software product was formally accepted and recommended for use and
deployment by the Department of Agriculture. Details of the article are available on
page 49.

Selected from the scope of engineering science is an article entitled “Utilization of
Normal and Treated Cement Kiln Dust as Cement Replacement Materials in Concrete”
by Yaser Gamil, Ismail Bakar and Lee Yee Loon, fellow researchers from Faculty of Civil
and Environmental Engineering, University Tun Hussein Onn Malaysia, Malaysia. The
study aimed to modify Cement Kiln Dust (CKD), a by-product generated throughout
the production of Ordinary Portland Cement (OPC), and investigate the difference



between the normal CKD and modified CKD. The study also emphasized that treating
CKD by removing excessive and unwanted materials can improve its chemical and
physical properties and the results showed that that modified CKD had better properties
compared to normal CKD. Details of the article is available on page 247.

Selected from the scope of medical and health sciences is an article entitled “Effects
of Various Drying Methods on the Vitamin C Level of Papaya Locally Grown in Brunei
Darussalam” by Nur Amirah Hair Mustapa and Siti Rohaiza Ahmad, fellow researchers
from PAPRSB Institute of Health Sciences, Universiti Brunei Darussalam, Brunei
Darussalam. The study investigated the level of vitamin C in dried papaya subjected to
four different drying methods including sun drying (SD), oven drying (OD), freeze-drying
(FD) and deep freezing (DF). The researchers found out that the FD method resulted in
the highest vitamin C levels compared to other three drying methods, hence serving as
the best industrial application with good vitamin C retention in papaya. Details of the
article is available on page 387.

We anticipate that you will find the evidence presented in this issue to be intriguing,
thought-provoking and useful in reaching new milestones in your own research. Please
recommend the journal to your colleagues and students to make this endeavour
meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review
process involving a minimum of two reviewers comprising internal as well as external
referees. This was to ensure that the quality of the papers justified the high ranking
of the journal, which is renowned as a heavily-cited journal not only by authors and
researchers in Malaysia but by those in other countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors,
reviewers and editors, who have made this issue possible.

JST is currently accepting manuscripts for upcoming issues based on original qualitative
or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Prof. Dato’ Dr. Abu Bakar Salleh
executive_editor.pertanika@upm.my
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Review Article

A Review: Customers Online Security on Usage of Banking
Technologies in Smartphones and Computers

Natarajan Sundaram'*, Cherian Thomas' and Loganathan Agilandeeswari’

!Department of Commerce, School of Social Sciences and Languages,

Vellore Institute of Technology, Vellore 632 014, Tamil Nadu, India

’Department of Digital Communication, School of Information Technology and Engineering,
Vellore Institute of Technology, Vellore 632 014, Tamil Nadu, India

ABSTRACT

The internet brought a diffusion of technology in the banking arena. Two of the personal
devices which aid this phenomenon are the computer (website) and smartphone (web
application). Nowadays, banking is done vividly through the internet that causes both
computer and smartphone prone to security risks. This review paper aims to highlight the
carlier research deliberations, suggested solutions and the factors related to security issues
in electronic banking devices in the past six years. Narrative literature review method
was used by reviewing 130 papers from selected database journals. The paper discusses
the articles between the years 2012 and 2018. It points and poses unanswered questions,
which serve as the scope for further research. Neither a computer nor a smartphone has
an upper hand when it comes to security. Security of banking technology does not depend
on these devices. Rather the onus rests on the users, service providers and banks. The
emerging electronic commerce and mobile commerce industry are not considered in this
paper. This paper endeavours to provide a better scope for researchers in future to answer
unrequited questions on the role of devices in banking technology security. All the past
literature has focused on the peoples’ attitude towards security threats in online banking.

This study challenges to think further, about
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INTRODUCTION

The birth of banking technology took place with the arrival of plastic cards and Automated
Teller Machines (ATM) in the 1960s’. Later, in 1983, when the internet came into existence,
there was a sudden disruption of technology in the banking industry. Banks that were
housed in brick and mortar structures started reaching the doorsteps of customers through
the internet. Two major devices that made the banking technology disruption to reach
the hands of the people were smartphones (web application) and computers (website).
Similarly, disruptions also evolved these devices, which eventually led to cost effective and
efficient technology to progress faster. In spite of technology disruptions that were being
heralded as a positive sign for all such benefits that it had brought, it also had its own set
of challenges and issues in the form of security. Figures 1 and 2 are given below to show
how the internet (computer) and mobile banking (smartphone) architecture differs from
each other and also about the probable online banking cyber attacks.

Denmilitarized ‘
i i L intemal Network
H”?s Internet Web HTTPs Sy Brokerage
i nternet We .
Computer —'—' Server —> |Application Server|—-—> e} Services
E- bill payment
—> and money
Financial transfer
\ 1;’;‘36?‘5;% Transaction
wessaong Processing Server|
Card transaction
services
HTTPS Wireless Hrfes uTTps
Smart Phone and ' Application | Mobile Banking Customer relation
Telecom Gateway ' Protocol Web _'_’: ‘Web App ——>| management
i erver

Figure 1. Architectural outlay of internet and mobile banking (Zhang & Morana, 2012)

According to the Cybersecurity Ventures Annual Cybercrime Report, 2017, the depths
of security attacks were explicitly stated. The report predicted a loss of about $6 trillion of
the online banking customers by 2021 exclusively due to cyber crimes. One in six customers
was said to be prone to cyber attacks, according to a research by MarkMonitor in 2014.
DDoS (distributed denial-of-service) attacks, ransomware, and an increase in zero-day
exploits are counted as the major factors that lay behind cyber crimes, while phishing still
ruled as the major weapon of new entrant cyber attackers. The banking technology has been
exposed to a large security risk due to increase in internet users world-wide, emergence
of the Internet of Things (IoT) and big data, increase in wearable and wireless devices,
newly written software codes, flourishing digital contents and booming sensor technology.
Although biometrics have replaced the password, transition to this new technology have
set to touch $1 trillion. The occurrences in the frequency of ransomware attacks are set to
reduce from 40 seconds per business firm in 2016 to 14 seconds per business firm in 2019.
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Figure 2. A bird’s eye view of probable cyber attacks in the internet and mobile banking

(Zhang & Morana, 2012)

By 2021, a dearth of about 3.5 million employees in cybersecurity profession is estimated.
Firms are expected to spend around $10 billion to train their employees on cybersecurity
awareness. In particular, banks which are the store-house of money are extensively prone
to cyber threats. Bloomberg Businessweek posits that banks globally were set to lose $700
billion annually due to cyber threats. These factors have made the studies towards banking
technology security to be highly relevant at present and in days to come. At present, the
security vulnerability scales are slightly tilted towards mobile based applications than a
website. According to Verizon’s Data Breach Investigation Report, 2016, it was found
that web applications were easy to break into using SQL (Structured Query Language)
injection or malware which can go undetected. This is due to the existence of millions of
legitimate users and proxy servers. However, this review paper has taken both the website
(computer) and the web application (smartphones) aspects into account.

As presumed, not all the cyber crimes are motivated by monetary gains. Cyber crimes
have evolved to include those crimes that are done in order to quench revenge either by
an individual or a group that upholds an ideology. On the contrary, Verizon’s Data Breach
Investigation Report, 2016 pointed that 89% of cyber threats in 2015 were due to monetary
gains and data leakage than other causes. Another dangerous trend observed is that attackers
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have evolved from humans to computer bots which are trained to break security. The
Financial Industry Cybersecurity Report of Security Scorecard, 2016 stated that financial
industry faces the highest vulnerability compared to other industries in terms of network
security and other subsequent factors.

The aim of this review paper is to transcribe the security issues of banking technology
in the literary works of past six years, into one single literary piece to make a note as to
where the current research stands. The discussions carried in this paper regarding banking
technology security are viewed both from the customers and industry point of view. In
the following sections, the paper is organized as a research methodology that discusses
the approach on which the paper is built upon, followed by the review of past relevant
literature. The paper finally concludes and outlines the scope and offers few areas that
promote further research.

RESEARCH METHODOLOGY

The review paper was conceptualized to provide a comprehensive view of the present
security landscape of banking technology. An extensive search was conducted in eight
databases of publishers viz. Elsevier, Emerald, IEEE (Institute of Electrical and Electronics
Engineers), Inderscience, Sage, Springer, Taylor and Francis, and Wiley. The keyword
used for the search was ‘security issues on the internet or mobile banking’. A total of 130
articles were reviewed between the time period of 2012 and 2018. The year 2012 was
crucial for this study since internet banking fraud cases shot from mere 94 in 2011 to 1,003
in 2012, which is an increase of 967%. The losses due to this were pegged at 3 million
Euros (Febelfin, 2013).

REVIEW OF LITERATURE

The core part of the paper is presented in this section. For the reviewing convenience, the
process was started by analyzing the online banking!. It was split into two: internet banking?
and mobile banking®. These were done in order to study the macro and micro security
concerns. Under each form of banking, the review was branched out to deliberations,
solutions and impacts that occurred in the past six years.

Online Banking Security- Deliberations, Solutions and Impact

Deliberations. Trust, security and privacy were not only technical issues but they were
attitudinal problems as well. This is because banking technologies were termed as

'Online Banking is a generic term. It is used to denote any bank transaction done with the help of
internet. It is regardless of any device or platform that is used.

2 Internet Banking is a term used to denote any banking transaction that is done through a website
3Mobile Banking is a term that is used to carry out banking transactions trough a web application.
The facilities offered will differ with internet banking.
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‘customer-centric’ thus, it must include human element as well (Akram et al., 2018; Ayo et
al., 2016). Attitudes like optimism, pioneering, low level of discomfort and risk perception
were needed to use any technology (Boon-itt, 2015). A difference of opinion existed
amongst people of different age group on trust. Millennials trusted a virtual environment
like online banking whereas the older adults trust a physical bank than a virtual one
(Alhabash et al., 2015). Structural assurances were the antidote to make older adults trust
online banking. It was needed at the pre-adoption stage of online banking (Montazemi
& Qahri-Saremi, 2015). On the gender front, a study in Portugal established that women
used e-banking more than men since their risk perception was less. The female population
consisted of students, unemployed and retirees. Majority of the respondents were not post
graduates and had a meagre income of around 1,250 Euros (Fonseca, 2014). Further, it
was found that customers did not opt for internet banking due to the lack of trust on banks’
operations, whereas mobile banking was avoided due to the inherent security risk perception
(Mishra & Singh, 2015). This shows that the nature of banking technology security is not
only technological and attitudinal, but it is organizational as well. With regard to privacy,
people felt secure while using their own device for bank transaction than a public kiosk.
The absence of customer support while using a public kiosk resulted in increasing privacy
anxiety (Blut et al., 2016).

Bank customers in Poland who used online banking had the trust that their banks were
able to protect them from cyber intrusions (Szopinski, 2016). Finnish bank customers were
less concerned about risk in the internet or mobile banking due to trust (Laukkanen, 2016).
Non-users had low levels of trust in online banking. Such non-users needed actions and
evidence from banks regarding privacy protection, security level and implemented fraud
mechanisms, in order to become users (Riffai et al., 2012). Non-users were also found to
be lesser users of the internet for any general purpose. There was a positive relationship
between hours spent on the banking device and the familiarity with security issues. Hence,
awareness programs had to be crafted based on the level of device usage (Jeske & Schaik,
2017). Whether it was users or non- users, it was crucial to have successful online banking
transactions each time a customer had logged in. As the number of successful transactions
increased, there was a decrease in security concerns. Further, in case of unsuccessful online
banking transactions, a transparent and sincere dealing was expected from the part of banks,
in order to build customer confidence (Ong et al., 2017).

Bank’s negligence towards security issues would negatively affect customers’ trust
(Mason and Bohm, 2018). Both the banking sector and the police department were treating
cyber frauds as mere cases though the scale of such events were alarmingly rising (Koong
et al., 2017). Banks were responsible for the cyber threats that were happening and thus
the study placed the thrust on an internal reconstruction and clear service standards
(Andaleeb et al., 2016). Customer’s trust was based on the positive relationship between

Pertanika J. Sci. & Technol. 27 (1): 1 - 31 (2019) 5



Natarajan Sundaram, Cherian Thomas and Loganathan Agilandeeswari

their prior experiences and awareness about fraud prevention measures of banks. It was
important to notice especially when a cyber fraud occurred due to a third party breach. Age
was a moderating variable in that relationship, whereas income had no role (Hoffmann
& Birnbrich, 2012). Banks needed cautious customers who could reduce cyber frauds
and increase security (Jansen & Schaik, 2017). Students in an educational institution
had general and not contextual awareness on identity theft. A general notion that hackers
targeted only the rich was a myth that surrounded them. Lack of time or negligence were
the causes of students being unprepared to face identity theft threats (Seda, 2014). Banks
were giving general awareness to its customers regarding cybersecurity measures, but
there was a need to provide context-specific awareness (Ivaturi & Janczewskib, 2013). A
reality check on bank customers’ awareness about phishing was conducted. The post-test
result revealed that there was an improvement in identification of phishing threats. The
awful part was that respondents were not willing to incur software cost to avoid phishing
threats (Arachchilage et al., 2016). In addition, age, income, education, hours spent on the
internet and the technical background were found in not aiding users’ ability to identify
phishing websites. It was solely the user awareness programmes that alleviated security
issues (Purkait et al., 2014). On the part of bank employees, they had uniform awareness
on potential risk involved in online banking transactions. This demonstrated that the bank
employees were well equipped to support customers in case of any cyber fraud (Murari
and Tater, 2014). In another study in Australia, a comparison between bank employees
and selected field employees showed that bank employees were 20 percent more aware of
information security than other category of employees (Pattinson et al., 2017).

On the legal end, cyber fraud victims were denied justice by courts due to the complexity
involved in collecting online banking transaction evidences from banks. The courts must
act diligent while dealing with bank fraud victims and should not rely on banking evidence
alone (Mason, 2013). Internet of Things was visionary and helpful aspects for humankind,
but it had neglected privacy, individual choice, equality and trust. Such negligence was set
to cause drastic impediments if not nipped in the bud. Though regulatory measures were in
place to build online banking customers trust, there was a total silence where the Internet
of Things (IoT) and online banking merged (Dutton, 2014).

In a world ridden with social media craze, it is necessary to make sure that users do not
leak their personal identity on the net. The present system followed by all the banks is to
create awareness, but the article of Biichi et al. (2017) pointed at the fallacy such awareness
programs had, in the light of ever-changing technology. Even legal rights bestowed upon
citizens were deemed useless in such a scenario. Therefore, the paper called for constant
skill upgrade of users, data breach notifications, erasure, portability and sealing of private
information appended with a certification. Such a holistic approach was viewed to bring
more security and relevance for customer rights.
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Solutions. The banking industry does accept the fact that single-factor authentication
was a failure. In order to overcome this limitation, it was opined to have username and
password validation, biometric authentication and embedding device with cryptography
code. This opinion put a question on the ubiquity of online banking services (Blauw &
Solms, 2014). An effective authentication would mean that the word ‘liveness’ is redefined.
It requires systems to secure authentication details encrypted in a server. The systems must
be able to use Artificial Intelligence to check whether the user is real, alive and are under
control of the transaction (Wojewidka, 2017). The usage of decision support system was
recommended, named Banksealer, to alert banks cybersecurity analysts regarding sporadic
spending that were found in a customers bank account, thereby proactively preventing
security flaws at the entry level itself. The software prepared real-time spending profile
of each customer’s bank account in order to keep a tab on any cyber flaws (Carminati et
al., 2015).

An enhanced online security performance depended on the maximum disclosures of
firms and the existing government regulations (Li, 2015). The top management needed to
proactively treat security breaches. Rather, they were merely funding security resources only
based on imposed government regulatory norms (Chaturvedi et al., 2014). A compulsory,
stringent and transparent policy was needed in order to check cyber crimes. For example,
the United States Securities and Exchange Commission (SEC) demands firms to file cyber
crime-related issues that occurred each year in the annual report of the company (Clark
& Harrell, 2013). Various vulnerability points are spotted in e-banking transaction, hence
the data must be made secure. Or else, it will lead to legal, financial and reputational risks
for banks. Basias et al. (2013) opined about the introduction of SOA (Service Oriented
Architecture) in online banking to counter security threats. Such a framework, maintained
by a third party was set to increase security manifold and leave the security threats to the
hands of the experts.

Green banking activists were challenged since ATM (Automated Teller Machine) bank
transaction bills did have an impact on customer relationship and it was a natural structural
assurance agent. Discontinuation of paper bills was seen to bring back customers distrust
on banks online banking environment (McNeish, 2015). Such an assurance is impossible in
the internet or mobile banking arena. Banks are entering into cloud computing nowadays.
Although it is a public storage arena, certain security measures like multi-factor biometric
technology and protection gateway are needed. Once the security is in place, banks could
speed up transactions, add new features and will be able to get more cloud storage space.
This would bring in ease of use and security to customers (Nagaraju & Parthiban, 2015). A
survey was conducted among potential online banking users to study their preference over
retina scanning, fingerprint scanning and facial recognition technologies. They preferred
and trusted fingerprint scanning due to the familiarity they had (Tassabehji & Kamala,
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2012). It shows that bringing revolutionary security methods was not enough and instead
they have to create familiarity in order to be widely used.

Impacts. Online banking trust has an influence on customers satisfaction and utility
perception (Lie’bana-Cabanillas et al., 2013). But, there is an increase in ease of use
diminished security (Maditinos et al., 2013). Therefore, ease of use has a negative influence
on customer satisfaction. (Sikdar et al., 2015). Ease of use is a part of the solution to enhance
Information and Communication Technologies. But there is a price to pay for this solution
in the form of loss of security.

Banks need to start seeing banking technology from a customers’ attitude perspective.
(Akram et al., 2018; Ayo et al., 2016). Customers must have positive attitude towards
online banking (Boon-itt, 2015). Following is the brief summary of themes on the above
literature, given in Table 1.

Table 1

Brief summary about online banking reviews

Deliberations

Trust

i. Millennials trust a virtual bank more than a physical bank (Alhabash et al., 2015). In order to bring more
customers, structural assurance must be given at the pre- adoption stage (Montazemi & Qahri-Saremi,
2015). Non-users need actions and evidence from banks regarding privacy protection, security level and
implemented fraud mechanisms, in order to become users (Riffai et al., 2012).

ii. Customers trust banks to protect them from cyber attacks (Szopinski, 2016). Finnish bank customers are
an example for this (Laukkanen, 2016). But, Bank’s negligence towards security issues would negatively
affect customers trust (Mason & Bohm, 2018). Therefore, customers do not opt for internet banking due
to the lack of trust on banks operations (Mishra & Singh, 2015).

iii. The more the number of successful transactions, the lesser will be the security concerns of bank
customers (Ong et al., 2017).

Risk perception

i. Women used e-banking more than men since their risk perception was less. (Fonseca, 2014).

ii. People felt secure while using their own device for bank transaction than a public kiosk (Blut et al.,
2016)
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Table 1 (Continue)

Security

i. There is a positive relationship between hours spent on the banking device and the familiarity with
security issues (Jeske & Schaik, 2017). Customers trust are based on the positive relationship between
customers prior experiences and awareness about banks fraud prevention measures (Hoffmann &
Birnbrich, 2012)

ii. Both the banking sector and the police department are treating cyber frauds as mere cases (Koong et
al., 2017). Banks were responsible for the cyber threats (Andaleeb et al., 2016).

iii. Lack of time or negligence are the causes of students being unprepared to face identity theft threats
(Seda, 2014). But, banks need cautious customers who could reduce cyber frauds and increase security
(Jansen & Schaik, 2017)

Awareness

i. Banks must stop giving general awareness and start giving context-specific awareness to its customers
(Ivaturi & Janczewskib, 2013).

ii. Bank employees are uniformly aware about cyber security among themselves (Murari & Tater, 2014).
Bank employees are 20% more aware about online banking safety than the other employees (Pattinson
etal., 2017).

Regulations

i. Courts must act with diligence and should not only rely on banks evidence (Mason, 2013).
ii. Internet of Things lacks regulations and therefore it is risky (Dutton, 2014).

iii. Legal rights are useless unless proper measures are in place (Biichi et al., 2016).

Solutions

Security

i. Single-factor authentication is a failure (Blauw & Solms, 2014). Artificial Intelligence must be used
for authenticating the transaction (Wojewidka, 2017).

ii. Spending pattern of each customer helps banks keep track of its’ customers’ money (Carminati et al.,
2015).

iii. SOA (Service Oriented Architecture) maintained by a third party will increase security and bring
expertise (Basias et al., 2013).

iv. People opt for security technology based on previous experience (Tassabehji & Kamala, 2012).

Regulations

i. Companies that follow maximum disclosures of government regulations are found to be more concerned
about security issues (Li, 2015). Such a disclosure must be made not out of regulatory compulsion
(Chaturvedi et al., 2014). Regulatory bodies need to promote maximum disclosure norms (Clark &
Harrell, 2013).
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Table 1 (Continue)

Innovation

i. Paper bills are needed as evidence for banking transactions (McNeish, 2015). Secured cloud computing
is an answer to ensure that bank transaction evidences are not tampered (Nagaraju & Parthiban, 2015).

Impacts

Trust

i.  Online banking trust has an influence on customers satisfaction and utility perception (Lie bana-
Cabanillas et al., 2013). But, ease of use has a negative influence on customer satisfaction (Sikdar et
al., 2015).

Following are the potentially open problems that were discussed in the previous studies:
i.  Americans had issues on trust than Malaysians, due to the absence of collective
culture (Yuen et al., 2015).
ii. It is a challenge for banks to create security in developing countries (Susanto
etal., 2013).

Internet Banking Security- Deliberations, Solutions and Impact

Deliberations. A look at the traditional banking would show that face-to-face bank
transactions used to occur and customers could reach out to a bank employee. In the present
online banking context, there was a vacuum in terms of such an interaction. Customers
were seeking guarantee in this aspect, if anything goes wrong in the online world (Harrison
et al., 2014). Humans were wired to act this way (Upadhyay & Jahanyan, 2016). Bank
customers were divided into innovation lovers and laggards. Hence, banks had to offer
different benefits to each group. Innovation lovers wanted technology usefulness, whereas
laggards wanted technology simplicity (Yousafzai & Yani-de-Soriano, 2012). With
changing technology, even bank regulations had changed. This kept bank customers in the
dark in the internet banking space. Bashir and Madhavaiah (2014) called for transparency
from banks to update customers with recent regulations. Additionally, bank customers that
engaged in internet banking were bound for losses in terms of security, money and time (in
case of becoming a victim of cyber fraud). These losses were bound to affect intention to
use internet banking. In order to prevent it, banks could introduce money back guarantee
policies or insure each bank transaction (Martins et al., 2014).

Solutions. Proactive measures from banks were needed in order to build trust. These
measures were giving free security software and agreement to indemnify customers from
any cyber threats (at banks’ convenience and discretion). Awareness programs must
be conducted by banks Information Technology officers (Chandio et al., 2013). These
awareness programs must be interactive and extensive in nature (Bauer et al., 2017).
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Non-users of internet banking were supposed to undergo a trial session of using internet
banking. Bank employees would aid such sessions for inviting possible risk concerns and
to give a firsthand experience to bank customers on how things work. It was advisable for
bank employees to be available over the telephone in order to provide assurance and take
proactive security measures during the time of emergency (Patsiotis et al., 2012)

Banks needed to engage in conversation with customers about security factors
in internet banking. Such measures would build trust. They could provide firewalls,
sophisticated encryption tools and intrusion detection systems, in order to prove that the
bank is trustworthy with the money of their customers (Juwaheer et al., 2012; Tarhini et
al., 2016). Preparation of risk profiling to authenticate user’s web browser during each
login would help banks to keep each customers bank accounts in check. Such an exercise
would also improve the risk perception of customers (Butler & Butler, 2015).

Impacts. Risk existed in internet banking (Shanmugam et al., 2015). It was due to
ample exposure of networks to the outside virtual world (Kesharwani & Tripathy, 2012).
There was laxness on the part of banks on validating each transaction. It was suggested
to add codes to each transaction in order to resolve any issues pertaining to any failed
transaction (Mohammadi, 2015). There were two types of risks at play viz., internal and
external risks. Internal risks were lower technical knowledge and lesser ease of use. External
risks were failed transactions and internet frauds. When internal risks led to a deficiency
in the usage of internet banking, external risks heightened perceived risk attitude of bank
customers. Each of these risks needed to be treated separately by banks (Roy et al., 2017).
Trust influenced perceived risk more than perceived ease of use. Banks were advised to
keep bank customers informed about the movement of their money in the bank account,
irrespective of whether it was a charge levied or payments/ receivables made (Bashir &
Madhavaiah, 2015). Similarly, unless perceived risk was not taken care of, it was going
to hinder convenience (Clemente-Ricolfe, 2017). Perceived risk must be replaced with
perceived security in order to raise trust in internet banking (Damghanian et al., 2016).
Risk and security were two things that banks were grappling with the terms of internet
banking adoption. Young bank customers trusted internet banking more than the older
ones due to sound technical background and risk awareness (Giovanis et al., 2012). For
certain categories of people like the postponers, opponents and rejectors, for whom the risk
perception was negative, had ended up causing rebellion in the form of negative word of
mouth. This led to adverse social influence in the society (Mzoughi & M’Sallem, 2013).

Customers wanted web privacy. Web privacy had influence over adopting internet
banking, which was moderated by the attitude to use. Only when a bank customer was able
to do a transaction with ease and had an assurance on web privacy, he or she will venture
to use internet banking (Rawashdeh, 2015). Not only web privacy, but the security and
error-free records were also detrimental in producing customer satisfaction (Raza et al.,
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2015). There was a need for increased perceived security in bank customers so that initial
trust could be built. This further led to the adoption of internet banking. The challenge for
banks was in creating sufficient security in developing countries. Such a challenge could
be met only by government support in the form of law and funding. It was also found that
government support can directly produce initial trust, but cannot compel internet banking
usage (Susanto et al., 2013).

Electronic service quality has enhanced both electronic satisfaction and electronic
loyalty. Electronic trust was found to be playing a moderating role in this process (Butt &
Aftab, 2013, p.6). The effect of service quality on trust was much higher than the effect
that trust could have on customer satisfaction (Kundu & Datta, 2015). The electronic
trust had the potential to influence perceived usefulness and behavioural intention of
bank customers (Mansour, 2016). Cognitive evaluation theory was borrowed to explain
the role of motivation in the adoption of internet banking in developing countries. The
citizens of such countries were found to undertake internet banking transactions only if
they had intrinsic motivation. However, the working of intrinsic motivation was found to
be moderated by trust (Akhlaq & Ahmed, 2013).

Issues of trust existed for both users and potential users. There was a cultural nuance
with regard to trust issues that divided people. In a study which was conducted on trust
issues taking into account the power distance and individualism, Americans had trust issues
than Malaysians (Yuen et al., 2015). Trust could enhance performance expectancy and
effort expectancy. This was because bank customers felt that using internet banking was
something worthwhile investing in. The paper discussed as to how trust was born. Trust in a
physical bank was the first step towards using the technology that this same bank provided
(Chaouali et al., 2016). It was hard to create initial trust, especially for internet-only banks.
Such banks needed to have service level agreements with their customers and needed to
prove that each policy was simplified and matched with the banking industry standards
(Kaabachi et al., 2017). Trust had a significant influence on the adoption of internet banking
(Sharma et al., 2015). The elements of trust were benevolence, competence and integrity
from the bankers side, which motivated bank customers to use internet banking (Yiga &
Cha, 2014). Once bank customers switched to continued usage, benevolence could be
replaced with shared values, since benevolence became subjective for the continued user
(Yuetal., 2015).

Following is the brief summary on the above points, given in Table 2.
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Table 2

Brief summary about internet banking reviews

Deliberations

Trust

i. Internet banking has altered a personal interaction. This creates trust vaccum (Harrison et al., 2014).

ii. Money back guarantee policies or insuring each bank transaction helps to preserve the trust of customers
on banks (Martins et al., 2014).

Security

i. Bank customers are of two types, innovation lovers want technology usefulness and laggards want
technology simplicity. Hence, security technology must promote both want technology usefulness and
technology simplicity (Yousafzai & Yani-de-Soriano, 2012).

Regulations

i. Banks must update customers with latest regulatory changes (Bashir & Madhavaiah, 2014).

Solutions

Trust

i. In order to build trust, banks can provide security software for less cost and indemnity agreement
(Chandio et al., 2013; Juwaheer et al., 2012; Tarhini et al., 2016). In addition, interactive and extensive
awareness programs must be conducted (Bauer et al., 2017).

ii. Bank employees need to aid non-users at each juncture during the initial stages of internet banking
usage (Patsiotis et al., 2012).

Risk perception

i. Preparation of risk profiling to authenticate user’s web browser during each login would help improve
the risk perception of customers (Butler and Butler, 2015).

Impacts

Security

i. Security was compromised since networks were exposed to the outside virtual world (Kesharwani
& Tripathy, 2012). Hence, each transaction must be coded and validated in order to aid faster problem
resolution (Mohammadi, 2015).

ii. Internal security risks create aversion for internet banking and external risks create negative risk
perception for bank customers. Each of these risks needed to be treated separately by banks (Roy et al.,
2017).

iii. Error free transactions led to customer satisfaction (Raza et al., 2015). Electronic service quality
enhanced both electronic satisfaction and electronic loyalty (Butt & Aftab, 2013). The effect of service
quality on trust was much higher than the effect that trust could have on customer satisfaction (Kundu
& Datta, 2015).
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Table 2 (Continue)

Trust

i. Bank customers will use internet banking if trust and ease of use exists (Rawashdeh, 2015).

ii. Trust influenced perceived risk more than perceived ease of use (Bashir & Madhavaiah, 2015).

iii. Trust can increase performance expectancy and effort expectancy (Chaouali et al., 2016).

iv. Trust can influence perceived usefulness and behavioural intention of bank customers (Mansour, 2016).
v. Intrinsic motivation to use internet banking is triggered by trust (Akhlaq & Ahmed, 2013).

vi. Young bank customers trusted internet banking more than the older (Giovanis et al., 2012).

vii. Initial trust must be formed through service level agreements between the bank and the customers
((Kaabachi et al., 2017). It can be also formed through benevolence, competence and integrity from the
bank (Yiga & Cha, 2014). Once bank customers switched to continued usage, benevolence could be
replaced with shared values (Yu et al., 2015).

Risk

i. Lack of attention to perceived risk would aggravate inconvenience (Clemente-Ricolfe, 2017). Perceived
risk must be replaced with perceived security in order to raise trust in internet banking (Damghanian et
al., 2016).

Risk perception

i. For certain categories of people like the postponers, opponents and rejectors, for whom the risk
perception was negative, had ended up causing rebellion in the form of negative word of mouth. This
led to adverse social influence in the society (Mzoughi & M’Sallem, 2013).

Following are the potentially open problems that were discussed in the previous studies:

Americans had issues on trust than Malaysians, due to the absence of collective culture
(Yuen et al., 2015).

It is a challenge for banks to create security in developing countries (Susanto et al.,
2013).

Mobile Banking Security -Deliberations, Solutions and Impact

Deliberations. There was no communication from the bank towards its customers on legal
procedures in case of cyber frauds. In such cases, it was better if the banks could help the
customers on legally carrying out the claim procedure (Purwanegara et al., 2014). The law
was also not clear in punishing the guilty. In most of the cases, it was the bank which got
accused. Ashta (2017) suggested for a case-by-case analysis. In cases where customers
were negligent, they could be held guilty, whereas in cases where it was found that the
network was insecure, the bank, service provider and the mobile operator could be held
liable. Failure in the creation of awareness about safety measures was legally pointed as
the guilt of banks. Mobile money economy needed laws that are both risk sensitive as well
as transaction sensitive (Wonglimpiyarat, 2014).
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Mobile banking users were of the opinion that it was not the banking institution
that they feared, but rather it was the technology (Makanyeza, 2017). It was a norm that
banks used marketing media to allay the fears caused by various risks involved in mobile
banking. The banks were urged to boost up the value addition that a user would get instead
of stressing on the risks that were inherent in a mobile banking environment (Glavee-Geo
etal.,2017). Employing different marketing strategy as per the risk profile of users was an
option that could be looked into. For frequent users, marketing of mobile banking could
cancel psychological risk whereas, for infrequent users, marketing of mobile banking could
cancel both financial and psychological risk (Chen, 2013). A brand name which offered
trust was considered to be vital while offering mobile banking services (Tobbin, 2012).
Mobile banking could not follow penetration pricing strategy which the mobile operators
followed rather it had to follow skimming strategy, in order to meet security cost. To sum
up, offering low-cost service and putting customers at risk with low-security level was not
advisable for banks (Tran & Corner, 2016). Mobile phones were three times susceptible to
phishing attacks than a desktop computer. The difference in the functioning of the system is
the reason for such vulnerability (Goel & Jain, 2017). Scan and pay model lessened mobile
payment process time, but such a benefit had been overshadowed by concerns about its
security. It was observed that innovation had clearly let down users in this regard, without
the backing of a robust security system (Taylor, 2016).

Solutions. A slew of solutions to increase mobile banking security were suggested
based on the utility as follows. The smartphones ever-growing storage space was an
indirect potential threat for stealing critical data that was stored in these phones (Das &
Khan, 2016). Fingerprint biometric technology could be used in smartphones, using which
online transactions could be undertaken. The fingerprint so collected by the banks would
be encrypted for authentication. This could prevent security breach and misuse (Belkhede
et al., 2012). Selfie was a new trend among millennials. In this context, asking facial
recognition for bank transaction authentication is a near future possibility (Cook, 2017).
Payments must be tokenized through identification numbers. This was in order to increase
users privacy. None of the users information were revealed as it was eclipsed by the token
which was issued. Organizations needed to register with the Token Service Providers
(TSPs) to authenticate each token received (Yu et al., 2017). A model was developed by
Bojjagani and Sastry (2017) for both smart and feature phones. It avoided storage of any
critical bank transaction data. A 160 bytes sized encrypted message encoder known as
P-224 could send the authentication details securely.

Non-repudiation of transactions must be focused rather than focusing on authentication
and integrity of data that was transferred. Encryption of data was still alien in mobile
payments and therefore a model known as Mobile Payment Consortia System (MPCS)
using Public Key Interface (PKI) was suggested (Britto et al., 2012).
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Impacts. Trust was a significant factor which reflected the mobile banking application’s
security character, the integrity of the information technology team and the awareness
programs that banks organize (Chandio et al., 2013). Trust influenced customer loyalty
towards mobile phone operators as well. It is because users conducted sensitive transactions
like mobile banking over the mobile phone operator’s network (de Reuver et al., 2015).
Trust decided the pathway of each individual’s attitude towards mobile banking (Kumar et
al.,2017). Non-users lacked initial trust because third parties existed apart from banks (Xin
et al., 2015). They needed structural assurances as well as familiarity (Zhou, 2012). Web
applications were a means for banks to know customers more closely and also to negate
trust deficiency (Berraies et al., 2017). The mere usage of web application technology was
not going to help; rather there was a cycle that bank customers needed to go through when
it comes in gaining initial trust. The cycle started with the influence of task-technology
fit on performance expectancy, and then influence initial trust, which was an antecedent
in adopting mobile banking (Oliveira et al., 2014). New users needed privacy controls
and regulatory aspects in place before adopting mobile banking (Duane et al., 2014). The
mediating effect of trust grew stronger when self-learning happened in customers, which
influenced customers intention to use mobile banking (Shaw, 2014). Trust was a product
of good service quality and was moderated by security. It had a positive significance over
customer satisfaction. However, mobile banking interface had no role to play in building
trust (Arcand et al., 2017). But, system quality did influence trust (Chemingui & Lallouna,
2013). With regard to the unbanked, responsible agents must be employed who can transfer
money through mobile banking and thereby increase trust (Tobbin, 2012). It was trust and
self-efficacy of the user that led to adopting mobile banking (Shankar & Datta, 2018).

Perceived risk and trust were used by Alalwan et al. (2016) as independent variables.
A negative risk perception was a deterrent towards the adoption of mobile banking. This
was attributed to the nature of mobile banking which was heterogeneous, uncertain and
intangible. There was growing negative risk perception about information content and the
nature of mobile banking (Sreejesh et al., 2016). All the customers would not have the
same level of risk perception and it might get changed depending on the skills that each
customer had (Ozturk et al., 2017). Perceived risk and perceived control had a significant
influence on the adoption of mobile banking for users in urban cities. But, it was only
perceived control which was predominant for users in metropolitan cities (Gupta et al.,
2017). Perceived risk was divided into performance risk and privacy risk. Both such risks
have negatively affected the usage of mobile payments (Khalilzadeh et al., 2017). Even in
such rising risk environment, any user with a positive attitude was bound to adopt mobile
banking (Garrett et al., 2014). Such a positive attitude was because of low perceived risk
(Mohammadi, 2015). With regard to how non-users perceived risk, they even feared a
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simple security feature like a PIN (Personal Identification Number), due to fear of theft
(Sohail & Al-Jabrib, 2014).

A breach in privacy and confidentiality were found to discourage mobile banking
adoption (Vaithilingam et al., 2013). If customers had a prior online shopping experience,
privacy concerns about mobile payments were set to come down (Su et al., 2018). During
a survey conducted among the young respondents, it was found that they were not affected
monetarily or security wise. It was the fear of social rejection and the system performance
failure that caused inhibition in adopting mobile banking (Yadav et al., 2015). In another
study, among generation Y, it was found that security had a negative relationship with
hedonic motivation to use mobile banking (Boonsiritomachai & Pitchayadejanant, 2017).
Full-time employees were more worried about the risk factors when compared to students,
who were only bothered about performance efficiency (Bhatiasevi, 2016). Although trust
was focused on being the sole ingredient for adopting mobile banking, another study pointed
at the need to add both trust and perceived risk (Slade et al., 2015). On the continuation of
usage of mobile payment, aversion to risk still existed in the minds of the consumers (Cao
et al., 2018). But such a risk apprehension was not about the mobile payment provider but
rather it was about technology security (Thakur, 2014). Though smartphones were able to
provide hedonic benefits and utility, when it came to payments, privacy and psychological
risks would fail mobile payments adoption (Cocosila & Trabelsi, 2016). Smartphone users
did not follow efficient smartphone security practices as per a survey conducted among
students (Jones & Chin, 2015). The challenge of facing hackers lied in the fact that it was
difficult to identify legitimate users. In developing world, where mobile phone Subscriber
Identification Module (SIM) were shared or having ownership to more than one individual,
there were all possible chances of losing money and privacy, within the customers known
circle (Kizzaa, 2013). This made customer redressal for banks harder. However, on the
brighter side, technology advancement was a positive sign that risks could come down and
adoption rate of mobile banking would considerably pickup thereafter (Mullan et al., 2017).
Social influence did reduce perceived risk in potential users of mobile banking. Such a
finding was found in collective cultures that existed in China and India (Yang et al., 2012).

A survey in the United Kingdom (UK) revealed that customers were pitted against risk
and trust in mobile payments (Slade et al., 2015). Mobile payments offered by banks were
considered to be trustworthy than retail mobile payment providers or mobile operators
(Tran & Corner, 2016). Banks were trusted since their work code stressed on the obligation
to maintain secrecy about the bank customers account details. Such a trust was going to
compensate the risks that customers faced. On another front, customers did acknowledge
the benefits of small payments made in tolls or for using public transport. Such benefits
were going to counterbalance the risks that customers face (Hampshire, 2017). Customers
could savour such benefits only when they became a user and experienced such benefits
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firsthand. Therefore, risks were prevalent and were hard to stop, but banks could focus
on giving risk assurance, benefits and trust (Shaikh and Karjaluoto, 2015). With regard to
experiencing benefits, customers must be able to feel that promised benefits were delivered.
If there was a bad experience, it needed to be rectified by undertaking feedback from
the customer (Nel & Boshoft, 2017). Risk had more prominence in the continued usage
stage whereas trust carried prominence in the pre-adoption stage (Zhou, 2013). Although
the study found that trust completely did not go out of a continued usage stage, it had an
indirect effect on intention to continue to use mobile payments. In the continued usage
space, the importance of confirmation was stressed. Confirmation from the bank about
each transaction boosted trust, customer satisfaction and perceived usefulness. It allayed
privacy concerns (Susanto et al., 2016). Moreover, confirmation received from government
agencies would be comparatively more convincing and satisfying for mobile banking users
(Upadhyay & Chattopadhyay, 2015). Publicizing the mobile banking security measures
undertaken by the bank in their website could lead to wider transparency and increased
trust (Malaquias & Hwang, 2016).
Following is the brief summary on the above points, given in Table 3.

Table 3

Brief summary about mobile banking reviews

Deliberations

Regulations

i. Banks need to help customers in claiming losses in case of cyber frauds (Purwanegara et al., 2014).

ii. Courts must not deal with bank transactions based on the precedents; rather it must be on a case-
by-case basis (Ashta, 2017). Hence, Mobile banking needed laws that are both risk sensitive as well as
transaction sensitive (Wonglimpiyarat, 2014).

Risk perception

i. Mobile banking users feared technology (Makanyeza, 2017).

ii. Mobile banking advertisement must focus on benefits rather than risks (Glavee-Geo et al., 2017).
Marketing strategy must be different between frequent and infrequent users (Chen, 2013). A brand name
which offers trust was considered to be vital while offering mobile banking services (Tobbin, 2012).

Security

i. In the name of offering services at a lower cost, security must not be compromised (Tran & Corner,
2016). In that aspect, scan and pay model was a failure (Taylor, 2016).

ii. Mobile phones were three times susceptible to phishing attacks than a desktop computer due to the
varying system architectures (Goel & Jain, 2017).
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Table 3 (Continue)

Solutions

Security

i. Fingerprint biometric technology should be encrypted and authenticated for safer use (Belkhede et
al., 2012).

ii. Selfie usage in smartphones would aid facial recognition for bank transaction authentication (Cook,
2017).

iii. Tokenization of Payments using identification numbers will help keep bank transactions hidden from
intruders (Yu et al., 2017).

iv. Banking security technology must shift from authentication to non-repudiation of bank transactions
(Britto et al., 2012).

Impacts

Trust

i. Trust depends on mobile banking application’s security character, the information technology teams
integrity and the awareness programs that banks organize (Chandio et al., 2013). Trust is also based upon
mobile phone operators (de Reuver et al., 2015).

ii. Initial trust starts with task-technology fit on performance expectancy (Oliveira et al., 2014). It must be
supplemented with self-learning (Shaw, 2014). Trust and self-efficacy leads to mobile banking adoption
(Shankar & Datta, 2018).

iii. Trust is created out of good service quality (Arcand et al., 2017).

iv. Trust and perceived risk must go hand in hand (Slade et al., 2015).

v. Mobile payments offered by banks were considered to be trustworthy than retail mobile payment
providers or mobile operators (Tran & Corner, 2016).

vi. Confirmation from the bank about each transaction boosted trust, customer satisfaction and perceived
usefulness (Susanto et al., 2016). Moreover, confirmation received from government agencies would be
comparatively more convincing and satisfying for mobile banking users (Upadhyay & Chattopadhyay,
2015).

Risk perception

i. Non-users dread using mobile banking due to the existence of third parties (Xin et al., 2015). They
even feared a simple security feature like a PIN (Personal Identification Number) (Sohail & Al-Jabrib,
2013). They need structural assurances and familiarity to overcome this aversion (Zhou, 2012). They
need the help of agents, in some cases (Tobbin, 2012).

ii. A negative risk perception was a deterrent towards the adoption of mobile banking (Alalwan et al.,
2016). It was due to the information content and the nature of mobile banking (Sreejesh et al., 2016).
But, a customer with positive attitude would overcome negative perception (Garrett et al., 2014).
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Table 3 (Continue)

Risk perception

iii. Risk perception changes depending on the skills that each customer had (Ozturk et al., 2017). Perceived
risk and perceived control influenced the adoption of mobile banking for urban city users. It was only
perceived control for metropolitan city users (Gupta et al., 2017).

iv. Frequent users were still averse to risk (Cao et al., 2018).

v. Risk removed the hedonic motivation out of mobile banking (Cocosila & Trabelsi, 2016).

vi. Social influence reduced perceived risk in potential users of mobile banking (Yang et al., 2012).

Security

i. Privacy and confidentiality breach discouraged mobile banking adoption (Vaithilingam et al., 2013).
If customers had a prior online shopping experience, privacy concerns about mobile payments were set
to come down (Su et al., 2018).

ii. Security had a negative relationship with hedonic motivation to use mobile banking (Boonsiritomachai
& Pitchayadejanant, 2017).

iii. Apart from security, the fear of social rejection and the system performance failure causes aversion
to mobile banking (Yadav et al., 2015).

iv. Full-time employees were more worried about security than students (Bhatiasevi, 2015).

v. Publicizing the mobile banking security measures undertaken by the bank in the website could lead
to wider transparency and increased trust (Malaquias & Hwang, 2016).

Following are the potentially open problems that were discussed in the previous studies:

A smartphones’ ever-growing storage space was an indirect potential threat for stealing
critical data that was stored in these phones (Das & Khan, 2016) Smartphone users were
poor at security practices (Jones & Chin, 2015).

Frequent changes in Subscriber Identification Module (SIM) makes it hard for banks
to authenticate its customers (Kizzaa, 2013).

CONCLUSION, SCOPE AND LIMITATIONS OF THE STUDY

The intensity of trust wavered between the computer (website) and smartphone (web
application). There were studies still undertaken to prove the credibility of each device.
Previous studies also revolved around the familiarity and the age of respondents who
handled online banking for quite a long time. It was not able to set a benchmark stating
the optimum level of years needed to call someone an established online banking user.
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However, each of these devices was found to possess security characteristics of their own.
Both the computer and the smartphone had external cyber threats, the cost involved in
overcoming security issues, adequate awareness, owning up the security of the devices.
Bank customers were never ready to take up the blame. Mobile phone users were more
vulnerable than desktop users since the level of security that a desktop user would take to
secure the device was seen to be much higher. Moreover, ignorance of a mobile phone’s
operational function was another reason (Kiljan et al., 2018; Zhang et al., 2017).

Protection agencies and banks were called to avoid victimization of online banking
users. It also challenged the training and awareness methodology effectiveness which
needed upgrading and loopholes to be plugged up. There was a missing link that awareness
programs had. Such programs were deemed to be information dispensing platforms rather
than hands-on training venues. “Did security upgrades kill ubiquity?” was a relevant
question that was pointed out.

The core anxiety that existed both for non-users and users was assurance. This
was echoed in several papers. A focus on how structural assurances could be provided
and its effect on increasing electronic trust could be looked into. The role of how
structural assurances and physical banks support played a major part in reducing security
apprehensions could not be denied. If online banking and mobile banking were tools
that banks used to reach the doorsteps of customers, the same enthusiasm from banks
never existed when it came to the security of these devices while undertaking banking
transactions. With regard to the web application, bank customers apprehension existed on
the accounts that were vulnerable in the hands of third party service providers.

With regard to smartphones or computers, it was better to employ facial recognition
security system while banking. Such a technology was emerging and ubiquitous. It promised
far superior security when compared to other biometric systems, since it took the control
from humans and placed it on machines in order to maintain integrity in authentication
(Xiao & Yang, 2010). Studies could focus on the acceptability of such a technology among
users for long-term usage.

As time passes by, the debate as to whether the bank or the customer was responsible
for the cybersecurity issues have not yet reached a consensus. Ease of usage was considered
hindrance for the adoption of online banking. Such a notion had been questioned now, on
the premise of lack of security in online banking. Taking TAM (Technology Acceptance
Model) as the base, many researchers argued regarding the relevance of trust. There was
still a confusion on what trust influenced and did not.

As this paper analyzed past trends, it was observed that adoption of mobile banking was
the prime arena in which security was discussed. It did not matter what device was used,
but rather it was the open network that was common to both computer and smartphones
that led to security issues. Neither of the devices scored higher with regard to the degree

Pertanika J. Sci. & Technol. 27 (1): 1 - 31 (2019) 21



Natarajan Sundaram, Cherian Thomas and Loganathan Agilandeeswari

of risk, rather, the risk was found to be prevalent. Each solution discussed was unique,
however, challenges existed when it came to implementation due to time and cost that
was involved. As technology became redundant, so did the solutions. Hence, a sustainable
solution that would keep bank customers safe continued as a quest for researchers in the
years to come. However, customers believed that regardless of the smartphone or the
desktop, they trusted that bank offered devices to be safer than user-owned devices (McGill
& Thompson, 2017). Figure 3 is given below as a snapshot to the differences between
internet and mobile banking.

INTERNET BANKING
SECURITY

VERSUS

MOBILE BANKING
SECURITY

COMPARING THE 2 TYPES OF BANKING
TECHNOLOLGIES

o D

Customers do not Mobile banking was
opt for internet avoided by bank
banking due to the customers due to the

lack of trust on inherent security risk
banks’ operations perception

Mobile phones were

Bank customers keep three times
desktops safe by susceptible to
employing ani-virus phishing attacks than
a desktop

An unrelated third
party like a mobile
operator is also a part
of any banking
transaction

Only bank known
third parties exist

Bank customers

In Internet banking, preferred services of
there are no other banks compared to
agencies that provide maobile payment
such a service companies, in terms of
security

Bio-metric systems are
easier to be
implemented in
mobile banking

Bio-metric systems
must be added in
order to make it work

Figure 3. Differences in technology security of internet and mobile banking

This paper had focused on the banking cyber security aspects of computer and
mobile phone devices since both the devices were the centre of attention when it came to
Information and Communication Technology (ICT) studies. The computer was the basic
device out of which other devices have evolved over time and smartphones are devices
that have reached the masses extensively. The study had followed the traditional method
of evaluating, analyzing and synthesizing the past six years literature works of various
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authors. This paper dealt with factors that were both conceptual as well as technical aspect
of security issues. An effort had been made to balance both, but it was done by keeping the
conceptual aspect as the base for all the technical solutions discussed. At various junctures,
the paper had also taken into account the security issues and challenges that the device
produces, wherein the banking element would seem missing. Solutions discussed were
not an end for security issues. Deliberations that were mentioned focused on the prevalent
thoughts about bank technology security doing rounds in various circles. Impacts inferred
noted on the pattern of behaviour that both humans and technology showed under various
circumstances.

An aligning area was the emerging electronic commerce and mobile commerce industry
which had a connection with mobile payment aspect. This paper had not ventured into
those aspects.
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ABSTRACT

Given the increasing number of applications requiring high data transmission, this is the
reason for the use of high order constellations such as Quadrature Amplitude Modulation
(QAM). However, communication systems using QAM require a high signal to noise
ratio. To overcome this disadvantage, it is interesting to combine high error correction
codes such as Low-Density Parity-Check (LDPC) codes with QAM. Although the LDPC
codes are good codes for a system using QAM, concatenation of these codes with iterative
decoding is still attractive to construct more powerful codes. In this context, we propose the
non-binary serial turbo LDPC code. It is obtained by a serial combination of two identical
regular non-binary LDPC codes, separated by an interleaver introducing the diversity.
Regular codes were used to avoid the complexity of irregular codes despite that they have
better performance than the regular code. Simulation results show that the performance of
non-binary serial turbo LDPC code, with 16-QAM, 64-QAM and 256-QAM constellations
using Gray mapping under Gaussian and Rayleigh channels, are higher than that of non-
binary LDPC codes.

Keywords: Iterative decoding, Low-Density Parity-Check codes, non-binary, serial concatenation, turbo-code

INTRODUCTION

With the Internet democratization, mobile,

user requirements become increasingly large
ARTICLE INFO

and diverse. Faced with such requirements,

Article history:

Received: 02 November 2017 . : : H
Accepted: 19 Jume 2018 digital communications are an essential
Published: 24 January 2019 solution now. One solution among others,
E-mail addresses: 4 , is to increase the spectral efficiency while
l.mostari@univ-chlef.dz (Latifa Mostari)

Abdelmalik. Taleb-Ahmed@univ-valenciennes.fr (Abdelmalik guaranteeing an unchanged transmission
Taleb-Ahmed) .

* Corresponding author quahty.

ISSN: 0128-7680
e-ISSN: 2231-8526 © Universiti Putra Malaysia Press



Latifa Mostari and Abdelmalik Taleb-Ahmed

In 1948, Shannon (1948) proved that there was a limit spectral efficiency that we could
not overcome if we wanted a transmission without errors. Shannon was able to give a limit
without giving the code to correct errors. In order to realize the coding solution, intensive
research efforts have been made worldwide. The key is to realize a code to get closer to
the Shannon limit, and also to achieve a good trade-off performance/complexity. Until
the 80s, the code that achieved the Shannon limit with reasonable complexity was not yet
introduced. Two large error correcting code families were imposed: the block codes which
were subdivided into several types and convolution codes (Elias, 1955).

It can be shown that the performance of a binary code can be improved with the
increasing of the block length, but a large block length increases the complexity (Beermann
et al., 2013 & Moision, 2013). One way to resolve this problem is to use concatenated
codes. The code concatenation is the combination, in parallel, in serial or hybrid, two or
more error correcting codes, convolutional or block, of small to moderate lengths.

Berrou (1993) showed that the performance of concatenated codes could be improved
with an iterative decoding. This new scheme of code, called turbo-code can achieve the
Shannon limit. Turbo-codes may block turbo-codes or convolutional turbo-codes (Berrou et
al., 1993& Pyndiah, 1998) depending on the type of concatenated codes. Thus, depending
on the type of concatenation, parallel or serial, we can have parallel or series turbo codes.

After the power of iterative decoding, which was highlighted by the invention of turbo
codes. The binary LDPC, which had been neglected because of their complexity, for many
years since they were introduced by Gallager in 1962 (Gallager, 1962 & Gallager, 1963),
had been rediscovered by Mackay (MacKay et al., 1995) in 1995 Spieleman and others
(Sipser et al., 1996) in 1996. LDPC codes are linear block codes based on low-density
parity-check matrices, that is to say that the number of non-zero elements of the matrix is
much less than the number of 0.

A significant contribution was introduced by Luby and others in 1997 (Luby et al.,
1979) which introduced and set the irregular LDPC codes. These later have the main
characteristic to perform better than regular code. LDPC codes can be regular or irregular
according to the regular or irregular distribution of non-zero elements in the matrix. An
LDPC code is called regular if the number of non-zeros elements in each columns and/
or in each row of the matrix H, is constant. But if the number of non-zeros in each row or
column are not constant the code is called an irregular LDPC code.

In 2002 Davey and Mackey (2002) studied the non-binary LDPC codes. LDPC codes
can be binary or non-binary codes according to the non-zeros elements in the parity check
matrix. [f the non-zeros elements in matrix H, are binary (or non-binary), LDPC codes are
binary (or non-binary). Non-binary LDPC codes are designed in high order Galois Fields
GF(q) where ¢ is the cardinality of the Galois field. The non-binary LDPC codes perform
better than their binary equivalents when the coded block is low to moderate length, or when
the modulation used has a high order stats. However, the advantages of using non-binary
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LDPC codes involve a significant increase in decoding complexity. More the Galois Field
order is higher the complexity becomes important. For a Galois Field GF(g), the complexity
is of order O(g?). Similarly, the memory required for storing messages is of order O(g).

LDPC codes are represented by their parity check matrix, and by a graphical
representation, called the Tanner graph corresponds to the parity check matrix. The Tanner
graph is a bipartite graph composed of two types of nodes: variable nodes representing the
symbols of the coded block and the check nodes represent parity check equations. These
two types of nodes are connected by branches according to the non-zero elements of the
matrix H. The number of variable and check nodes corresponds, respectively, to the number
of matrix columns and rows.

The Tanner graph is used as a transmission medium by the decoder. At first all variable
nodes are initialized. After, each check node receives messages arriving from the variable
nodes that are connected by her branches, then calculates and sends the resulting message
that is related to all messages except the input message that the resulting message will be
sent. Then, these same operations are performed by the variable nodes.

In Davey and Mckay (2002), the authors proposed the first practical iterative decoding
algorithm for non-binary LDPC codes. This algorithm, called Sum-Product Algorithm
(SPA), is an optimal iterative decoding with computational complexity. Several algorithms
have been proposed to reduce the complexity of the non-binary SPA (Barnault et al., 2003;
Wymeersch et al., 2004; Spagnol et al., 2009), each one with a particular performance/
complexity trade-off, such as: FFT-SPA (Fast Fourier Transform), Min-Sum Algorithm,
Extended Min-Sum algorithm (Declercq et al., 2007; Voicila et al., 2010) and the Min-Max
Algorithm (Savi, 2008), the Simplified Min-Sum Algorithm (Wang et al., 2013).

Many applications have adopted LDPC codes as industry standards, such as WLANs
(IEEE 802.11n), WiMAX (IEEE 802.16¢), WiFi, DVB-S2, 10 GBase-T Ethernet (IEEE
802.3an) and the ITU-T standard for networking over power lines, phone lines, and coaxial
cable (G.hn/G.9960) (Chandrasetty et al., 2011)

An increasing number of applications requires high-speed transmission without
increasing the bandwidth of the transmission channel, i.e. high spectral efficiency
transmissions, while guaranteeing an unchanged transmission quality. This is the reason
for the use of a system combining a high-order constellation with high errors correcting
code. For this system, the QAM, is highly recommended as a high order constellation.

LDPC codes are selected as candidate for 5th generation wireless communications
(5G) (Tahir et al., 2017). It is essential to develop a new error correction coding technique
for 5G and Satellite communication systems.

Although non-binary LDPC codes are good error-correcting codes for a system using
a higher order constellation, QAM, concatenation of these codes with iterative decoding
is still attractive to a construct powerful errors correcting codes (Mostari et al., 2018;
AlMuaini et al., 2013; Hung et al., 2011; Kumar et al., 2013) with reasonable complexity
(Mostari et al., 2018).
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The original LDPC codes concatenated in parallel PCGCs (Parallel Concatenated
Gallager Codes), were introduced in (Behairy et al., 2000) as a class of concatenated codes
in which two LDPC codes are irregular binary LDPC codes having different parameters
interact in parallel without interleavers. The interleaver runs as a permutation, it changes
the weight distribution of the code. It is therefore useful in increasing the minimum distance
of the code. In Behairy et al. (2014) and Wang et al. (2012) a serial concatenation of binary
irregular LDPC codes, is also introduced.

The authors (Behairy et al., 2000) showed how the different components LDPC codes
with different parameters affected the overall performance in a Gaussian channel. Although
they had limited their description of PCGC to a code rate equals to 1/3 by combining
two LDPC codes of code rate equals to 1/2, they predicted that the conclusions are easily
extended to the case where three or more codes are used as presented in (Behairy et
al., 2014). Also, the authors (Behairy et al., 2000) showed that the interleaver was not
necessary when the LDPC code was concatenated with another. To study the interleaving
effect between component LDPC codes, a PCGC has been modified to use an interleaver
as presented in (Belgheit et al., 2012) for irregular codes. However, the irregular LDPC
codes have an error floor and a higher coding complexity than regular codes, although
they are more efficient than regular code.

In this work, we studied the concatenation of two identical regular non-binary LDPC
codes arranged in serial, using an interleaver between two LDPC codes that composed it,
and we performed the decoding operation iteratively between the component codes. In
our simulation, we used a high order constellation using Gray mapping under Gaussian
and Rayleigh channels.

The rest of the paper is organized as follows. Section 2 introduces the non-binary LDPC
encoding. Gray-QAM mapping and demapping is studied in section 3. FFT-SPA algorithm
that used in our simulation is introduced in section 4. In sections 5 and 6, the parallel turbo
LDPC encoding and decoding are investigated, respectively. Finally, the simulation results
and concluding remarks are given in section 7 and 8, respectively.

MATERIALS AND METHODS
Non-Binary LDPC Encoding

Non-binary LDPC codes are defined by their parity check matrix (M*N)-H, where the
non-zero elements in this matrix belong to the Galois Field GF(27) (p>1). The symbols of
information block, of size (N-M), belong to GF(2”). An encoder output can be expressed
as a sequence of symbols in GF(27).

The encoding is doing by several methods. In this work, one used the known encoding
method by LU decomposition of H, this encoding type is systematic. It means that the
codeword C=[C; C, ... Cyl, is as follows:
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C=[CrC]

Where C=[C; C;... Cy_yy is the information block of size (V-M) and Cr=[C; C> ...
Cn_yr 1s the redundancy block of size M. Therefore, the code rate is given by R=(N-M)/N.
At the encoder output, each non-binary codeword C = [C; C, ... Cy] is converted

to binary block U = [u; C; ... u,xy]. Then, binary codeword generated, is mapped by

22 "_-QAM-Gary mapping, where m is an integer.

Gray-Qam Mapping and Demapping

2°M_QAM transmit, at each time 2°” binary symbols. Each set of 2m binary symbols is

associated to a symbol ¢ = a + jb, where a and b € {£1, £3, 5, ... , 2m £ 1}. After
passing through the transmission channel, the observation relating to the symbol ¢ is
represented by the symbols ¢’=a’+ jb’. The transmitted symbols are better follow a Gray
mapping, it allows to affirm that there is usually only one erroneous symbol.

The simplest diagram of a digital transmission system as part of the association of an
LDPC code and a 2°-QAM, is given in the Figure 1.

Information Non-binary {un,i} 2™ -QAM-Gray (an, bn)
source LDPC encoder d mapping

A 4

Y
Gaussian channel

A

Recipient Non-binary LDPC {ﬁn,i} 2™ -QAM-Gray (Cl;l, b,’l)
decoder ¢ demapping

Figure 1. Diagram of a digital transmission system

At the reception, 2°"-QAM-Gray demapping treat each symbols ¢’ representative
of the symbols ¢ to extract 2m samples {#i,,;}, i € {1, ..., 2m} each representative of a
binary symbol u,, ; . The sample i, ;, the soft output demapping, is obtained using two
relationships, LLR(u,, ;) (Log-Likelihood Ratio) (Mostari et al., 2017) or APP(u,,;) (A
Posteriori Probability). In this work, one used APP computation:

For a Gaussian transmission channel, with the noise variance o?, the m relations in
phase eventually lead to the following expressions (Barnault et al., 2003):
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zm—l 1 ' 0 2
)y ex!’{—m(“n—“i.f)}

om—1 1 0?2 om—1 1 ,_12}
Yj=1 ex”{ 202(“71 ai,,-) }+Zi=1 ex”{ zaz(“n “i,j)

APP(u,; =0) = i€{1,..,m}

APP(u,; =1) =1—APP(u,; =0),i € {1,..,m}

Where af j are possible values of the symbol a,, when the symbol u,, ; to be transmitted
has the value k (k=0 or 1).

Similarly, for a Gaussian channel, the p relations in the quadrature path eventually
lead to the following expressions (Moon, 2005):

zm—l 1 ' 0 2
Xi=1 exp{—ﬁ(bn-bi,j)}

om-1 1 0 om—1 1 1)
Zj=1 e’“’{‘zazo’n by)) }+Zf=1 e"p{ s02(bnbiy)

APP(u,; =0) = ie{m+1,..,2m}

APP(u,; =1) =1—APP(u,; =0),i € {m+1,..,2m}

Where b{f ; are possible values of the symbol b, when the symbol u,, ; to be transmitted
has the value k (k=0 or 1).

Since non-binary LDPC decoding uses the soft output demapping of non-binary
symbols, each p sample i, ; is used to obtain the soft output demapping of a non-binary
symbol a, a € GF(2P). Therefore, we obtain a bloc F of N components from a block of
length pN. Each components in F is a vector of length 27:

APP(0)
APPD ) i e, .., N}
APP(2P = 1) with APP(a) = 12, APP(u,)
Non-Binary LDPC Decoding: FFT-SPA

FFT-SPA (Wang et al., 2013) initializes each variable node v, in the Tanner graph by the
27 possible APPs of non-binary symbols. Messages a,, ,, m € {1, ..., M},andn € {1, ...,
N} in variable nodes are given by:

Am,n :Fn
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After, each check node c,, in the Tanner graph receives messages a,, , arriving from
variable nodes that are connected by their branches, then calculates and sends the resulting
message that is related to all messages except the input message that the resulting message
will be sent:

B (hij ® @) = FFT™ (Tenym FFT (et (hij ® @)

Where N, is the set of check nodes with ;%0 (h;, i € {1, ..., M} and j € {1, ..., N}
represent elements of H).

Then, each variable node v, receives messages f,, , arriving from check nodes that
are connected by their branches, then calculates and sends the resulting message that is
related to all messages except the input message that the resulting message will be sent:

Amn (a) = 6m,n Yn (a) Hm'EMn/m :Bm',n (a)

Where M,, is the set of variable nodes with h,-j £ 0.
Then, a posteriori information associated to each variable node is calculated before
taking a decision.

n(a) = Su¥n(@) [Imem, Bm'n(@)
The decision is given by

Z, = argmax(#,(a))
a
Finally, after a number of iterations or in case the syndrome is zero, the algorithm stops.

Serial Turbo LDPC Coding

The serial turbo encoder is built using a serial concatenation of two systematic component
encoders separated by an interleaver noted z. In this work, each component encoder is
non-binary regular LDPC encoder.

2
X
X LDPC enc. |1 . T LDPCenc. [—»
—>  (ENC) i (ENCy)
—»>
yz

Figure 2. Serial turbo LDPC encoder
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Figure 2 represents the block diagram of a rate Ry serial turbo LDPC encoder (Berrou,
2007), where Rgcis given by:

Rsc = R].RZ

where R; is the code rate of the fist component encoder ENC, and R is the code rate
of the second component encoder ENC,.
The first component encoder ENC, encodes the information block x of size N-M, = [x;

X»  Xn_p], using a parity check matrix H; of size , and generates the coded information
block of size N:

=yt x' = [yiy3 . yi 2t X3 o xy_p]

where x; is a systematic bloc x' =x, and y1 is a parity block.
The second encoder ENC, uses the interleaved bloc/j erieaved » Of Size N, using a parity
check matrix H, of size (L — N) X, and generates the coded information block of size L:

I? = [y? x?] = [y y? ..y y x? x2 .. x%]

where x? is an interleaved systematic bloc x? = X}tericavea = Xinterteavea , and y2 is a parity
block. Thus, the turbo LDPC encoder encodes the information block x of size N-M, [x{ x;

_ Xn_um], and generates the coded information block of size L:
[y? x?] = [y{ ¥ . yi-n x{ X5 . x§]

Serial Turbo LDPC Decoding

A serial turbo-decoder (Berrou, 2007) presented at Figure 3, consists of two decoders DEC;
and DEC, associated respectively to the codes ENC, and ENC, disposed in serial, of an
interleaver and a deinterleaver noted .

P e ket T |- i
1 1
1 1
1 1
. :
_ >|+\\ 172 :
2 >: i LDPCdec. | 7' | LDPCdec. i
L (DEC») 72 (DEC)) Ly
, —» z!
Y2

Figure 3. Serial turbo LDPC decoder
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Each component LDPC decoder is decoded by using soft-input soft-output decoding
algorithm, as described in section 4, using the “FFT-Sum-Product Algorithm”.

In the proposed non-binary turbo LDPC decoder, each non-binary turbo LDPC code
contains two non-binary LDPC decoders decoded iteratively. Therefore, each turbo
iteration, itery,,s, of the non-binary turbo LDPC code contains multiple LDPC iterations
iterldpc-

The turbo LDPC decoder receives the soft observations x> and »* and estimates the
message transmitted. where x%" denotes the received block corresponding to the interleaved
systematic information block, while y** denotes the received blocks corresponding to the
parity block of the second decoders.

In the first iteration itery,,s,, the first decoder DEC, generates the soft information block
z? = [z 73 .. ZI%I], after a fixed number of iterations iteryy,., using the following received
block:

02 521 = [y y3 o yP 22 xF ]

The second decoder DEC, generates the soft information block Z V=2 73 . 23] , after
a fixed number of iterations iter;g,,, using, Zgeinterteaved , the deinterleaved block of the
information generated by the first decoder DEC,,

For next iterations itery,,,, the first decoder DEC, uses, Zilnterleaved, the interleaved
block of the block generated by the second decoder DEC, to do the decoding. The turbo
LDPC decoder input becomes:

2" 0,21 — 2" 2! 2'
[y? v?] = [yf ¥3 . yin v vy o]
2 _ .2 1
Where V" =X + Zinterieaved

Decoding stops at the end of a fixed number of iteration, and the final decision comes
from DEC,. One iteration corresponds to one pass from DEC, to DEC,.

RESULTS AND DISCUSSION

Simulations

In this section, we discuss the performance of non-binary serial turbo LDPC codes and
non-binary LDPC codes constructed on GF(4), with the same block length and code rate,
combined with high order constellations (16-QAM, 64-QAM and 256-QAM) using Gray
mapping, over Gaussian and Rayleigh channels. Simulation results are given in terms of
Bit Error Rate (BER) versus Ej,/ Ny, where Ej, is the energy per information and N, is the
spectral density noise, using Matlab.
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The non-binary LDPC code is made by a parity check matrix with the parameters (
w.=4, M =1024, N = 1536) decoded by FFT-SPA, and the serial turbo LDPC code is
composed of two regular non-binary LDPC codes decoded by FFT-SPA: the inner-code
is a rate 1/2 non-binary LDPC code with the parameters (w.=2, M =512, N = 1536) ,
and the outer-LDPC code is a rate 2/3 non-binary LDPC code with the parameters w, =
4, M =1024, N = 1536). The number of iterations in turbo LDPC code is set to 2 using 2
iterations in each component non-binary LDPC code, (itery,,1, = 2, iter;g,. = 2), and the
maximum number of a single LDPC code is set to 2, iteryy,.= 2.

Simulation results in Figures 4,5 and 6 show that the proposed code outperforms the
single LDPC codes. In order to investigate the performance of serial turbo LDPC code in
a Rayleigh channel, performance comparison is conducted on a Rayleigh channel, with
16-QAM, 64-QAM and 256-QAM, respectively in Figures 7, 8 and 9.

The simulation results presented in all figures show that turbo LDPC code outperforms
LDPC code. Turbo LDPC code needs less number of iterations to achieve the same
performance of single LDPC code. As seen in Figures 7, 8 and 9, the coding gain between
a single LDPC code and a serial turbo LDPC code increases in a Rayleigh channel. This
increase is due to the interleaver in the serial turbo LDPC code. It means that the interleaver
has a good effect in fading channels.

As mentioned before, achieving high spectral efficiency using high order constellations
with high quality is the key requirement of future wireless systems and mobile

__________ T
c| —W— iter turbo=2, iter. Idpc=2
r| —8— iter. Idpc=2

Mon-coded Gray 16-0AM

_____________

_________________

BER

______________________________________________

__________________________________________________________________

Figure 4. Performance comparison of a rate 1/3 non-binary turbo LDPC code with a rate 1/3 non-binary
LDPC code associated with 16-QAM constellation under Gaussian channel
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2, iter. ldpc=2
2
Non-coded Gray §4-0AM

—&— jter. turbo
——iter. ldpc

-FL

EbMo (8]

Figure 5. Performance comparison of a rate 1/3 non-binary turbo LDPC code with a rate 1/3 non-binary

LDPC code associated with 64-QAM constellation under Gaussian channel

| |

2, iter. ldpc=2

2

—®— iter. turbo

—&— iter. |dpc

Mon-coded Gray 256-CAM |

S . S

e e S e T

Figure 6. Performance comparison of a rate 1/3 non-binary turbo LDPC code with a rate 1/3 non-binary

LDPC code associated with 256-QAM constellation under Gaussian channel
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=2

2, iter. ldpc

—&— iter. turbo

2
Mon-coded Gray 16-QAM

—l— iter. Idpc
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[
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Figure 7. Performance comparison of a rate 1/3 non-binary turbo LDPC code with a rate 1/3 non-binary

LDPC code associated with 16-QAM constellation under Rayleigh channel

=2

2, iter. |dpc

—&— jter. turbo

=2

—&—iter. |dpc

Mon-coded Gray 64-QAM |

) I

14

12

Figure 8. Performance comparison of a rate 1/3 non-binary turbo LDPC code with a rate 1/3 non-binary

LDPC code associated with 64-QAM constellation under Rayleigh channel
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—&— iter. turbo=2, iter. ldpc=2
—— iter. ldpc=2
Mon-coded Gray 256-QAM

BER

Figure 9. Performance comparison of a rate 1/3 non-binary turbo LDPC code with a rate 1/3 non-binary
LDPC code associated with 256-QAM constellation under Rayleigh channel

communications. Thus, the transmission with high spectral efficiency needs a high
performance error correcting code such as LDPC codes. Simulation results show that the
performance of the proposed code, with higher order constellations (16-QAM, 64-QAM
and 256-QAM) using Gray mapping, under Gaussian and Rayleigh channels has higher
performance than a single non-binary LDPC code with the same block length. Also, we
show that the interleaver in the proposed code has a positive effect on the performance.
Therefore, the proposed code is a good error correcting code for high spectral efficiency
system.

CONCLUSION

In this work, we proposed a non-binary turbo LDPC code. It is an error correcting code
scheme based on the serial concatenation of non-binary LDPC. Simulation results show
that the performance of non-binary turbo LDPC code, with high order constellation using
Gray mapping under Gaussian and Rayleigh channels, is higher than the performance of
a rate 1/3 non-binary LDPC code.

REFERENCES

AlMuaini, S. A., Al-Dweik, A., & Al-Qutayri, M. (2013). BER performance of turbo product LDPC codes
with non-sequential decoding. In 2013 6th Joint IFIP on Wireless and Mobile Networking Conference
(WMNC) (pp. 1-6). Dubai, United Arab Emirates.

Barnault, L., & Declercq, D. (2003). Fast decoding algorithm for LDPC over GF (2/sup q/). In Proceedings
of Information Theory Workshop (pp. 70-73). Paris, France.

Pertanika J. Sci. & Technol. 27 (1): 33 - 47 (2019) 45



Latifa Mostari and Abdelmalik Taleb-Ahmed

Beermann, M., Monrd, E., Schmalen, L., & Vary, P. (2013, October). High speed decoding of non-binary
irregular LDPC codes using GPUs. In 2013 IEEE Workshop on Signal Processing Systems (SiPS) (pp.
36-41). Taipei City, Taiwan.

Behairy, H. M., & Benaissa, M. (2013). Multiple parallel concatenated gallager codes: Code design and
decoding techniques. IETE Journal of Research, 59(6), 659-664.

Behairy, H., & Chang, S. C. (2000). Parallel Concatenated Gallager Codes. Electronics Letters, 36(24),
2025-2026.

Belgheit, B., Boukelif, A., Lakhder, A. M., & Kamline, M. (2012). Parallel concatenated Gallager codes matrix
and the effect of interleaver. International Journal of Electronics, 99(9), 1281-1289.

Berrou, C. (2007). Codes et Turbo-Codes. Paris: Springer.

Berrou, C., Glavieux, A., & Thitimajshima, P. (1993). Near Shannon limit error-correcting coding and decoding:
Turbo-codes. 1. In Proceedings of ICC ‘93 - IEEE International Conference on Communications (Vol.
2, pp- 1064-1070). Geneva, Switzerland.

Chandrasetty, V. A., & Aziz, S. M. (2011). FPGA implementation of a LDPC decoder using a reduced complexity
message passing algorithm. Journal of Networks, 6(1), 36-45.

Davey, M., & MacKay, D. (2002). Low-Density Parity Check Codes over GF(g). IEEE Communications
Letters, 2(6), 165-167.

Declercq, D., & Fossorier, M. (2007). Decoding Algorithms for Non binary LDPC Codes over GF(g). IEEE

Transactions on Communications, 55(4), 633-643.
Elias, P. (1955). Coding for noisy channels. /RE Convention Record, 3(4), 37-46.
Gallager, R. G. (1962). Low-Density Parity-Check Codes. /[EEE Transaction Information Theory, 8(1), 21-28.
Gallager, R. G. (1963). Low-density parity-check codes. Cambridge: MIT Press.

Hung, J. H., Shyu, J. S., & Chen, S. G. (2011, May). A New High-Performance and Low-Complexity Turbo-
LDPC Code. In 2011 International Conference on Multimedia and Signal Processing (CMSP) (Vol. 1,
pp- 68-72). Guilin, Guangxi, China.

Kumar, R. P., & Kshetrimayum, R. S. (2013, February). An Efficient Methodology for Parallel Concatenation
of LDPC codes with reduced complexity and decoding delay. In 2013 National Conference on
Communications (NCC) (pp. 1-5). New Delhi, India.

Luby, M. G., Mitzenmacher, M., Shokrollahi, M. A., Spielman, D. A., & Stemann, V. (1997, May). Practical
loss-resilient codes. In Proceedings of the twenty-ninth annual ACM symposium on Theory of computing
(pp. 150-159). Texas, USA.

MacKay, D. J., & Neal, R. M. (1995, December). Good codes based on very sparse matrices. In /MA4
International Conference on Cryptography and Coding (pp. 100-111). Cirencester, UK.

Moon, T. K. (2005). Error Correction Coding Mathematical Methods and Algorithms. New Jersey: John
Wiley & Sons, Inc.

46 Pertanika J. Sci. & Technol. 27 (1): 33 - 47 (2019)



NB Serial Turbo LDPC Codes Combined with High Order Constellations

Moision, B. (2013). Decoding complexity and performance of short-block LDPC codes over GF(q).
Interplanetary Network Progress Report, 194, 1-16.

Mostari, L., Taleb-Ahmed, A., & Bounoua, A. (2018). High performance LDPC codes for high spectral
efficiency transmission. Internetworking Indonesia Journal, 10(1), 09-15.

Mostari, L., & Taleb-Ahmed, A. (in press). High performance short-block binary regular LDPC codes.

Alexandria Engineering Journal.

Mostari, L., & Taleb-Ahmed, A. (2017). Simplified log likelihood ratio for binary LDPC codes. Journal of
Engineering Science and Technology Review, 07(1), 37-40.

Pyndiah, R. (1998). Near Optimum Decoding of Product Codes: Block Turbo-Codes. /IEEE Transactions on
Communications, 46(8), 1003-1010.

Savin, V. (2008, July). Min-Max decoding for non binary LDPC codes. In /EEE International Symposium on
Information Theory (ISIT 2008) (pp. 960-964). Toronto, ON, Canada.

Shannon, C. E. (1948). A mathematical theory of communication. Bell System Technical Journal, 27(3),
379-423.

Sipser, M., & Spieleman, D. A. (1996). Expender Codes. IRE Transaction on Information Theory, 42(6),
1710-1722.

Spagnol, C., Popovici, E., & Marnane, W. (2009) .Hardware implementation of GF' (2m) LDPC decoders.
IEEFE Transactions Circuits Systems I: Regular Papers, 56(12), 2609-2620.

Tahir, B., Schwarz, S., & Rupp, M. (2017, May). BER comparison between Convolutional, Turbo, LDPC, and
Polar codes. In 2017 24th International Conference on Telecommunications (ICT) (pp. 1-7). Limassol,
Cyprus.

Voicila, A., Declercq, D., Verdier, F., Fossorier, M., & Urard, P. (2010). Low-complexity decoding for non-
binary LDPC codes in high order fields. /EEE Transactions on Communications, 58(5), 1365-1375.

Wang, C., Chen, X., Li, Z., & Yang, S. (2013). A Simplified min-sum decoding algorithm for non-binary LDPC
codes. IEEE Transactions on Communications, 61(1), 24-32.

Wymeersch, H., Steendam, H., & Moeneclaey, M. (2004, June). Log-domain decoding of LDPC codes over
GF (q). In 2004 IEEE International Conference on Communications (Vol. 2, pp. 772-776). Paris, France.

Wang, Z., & Zhang, M. (2012, April). A serial concatenated scheme for LDPC code to achieve better error
correction performance. In 2012 2nd International Conference on Consumer Electronics, Communications
and Networks (CECNet) (pp. 1587-1589). Yichang, China.

Pertanika J. Sci. & Technol. 27 (1): 33 - 47 (2019) 47






Pertanika J. Sci. & Technol. 27 (1): 49 - 68 (2019)

/ SCIENCE & TECHNOLOGY

PERTANIKA Journal homepage: http://www.pertanika.upm.edu.my/

N\

Ma-Ease: An Android-Based Technology for Corn Production
and Management

Sales Gamponia Aribe Jr.'*, Jhon Michael H. Turtosa?, Jul Maico B. Yamba® and
Alvin B. Jamisola*

'Department of Information Technology, Bukidnon State University, Fortich Street,
Malaybalay City, 8700 Philippines

’Zone 2, Barangay 1, Heights, Malaybalay City, 8700 Philippines

*Crossing Sta. Clara, Naga, Zamboanga Sibugay, 7004 Philippines

‘Purok 3, Laguitas, Malaybalay City, 8700 Philippines

ABSTRACT

Corn production is second to rice as the most important agricultural product in the country.
Thus, proper information, management, and technology dissemination in corn farming
are greatly needed for a good harvest. The study aims to develop a mobile application
to comprehensively address the needs of corn farmers thru dissemination of proper
information, management, and techniques through the cooperation of the City Agriculture
Office (CAO) of Malaybalay City, Bukidnon, Philippines. It is anchored on the Unified
Theory of Acceptance and the Use of Technology (UTAUT) Model, where there are core and
direct determinants of user reception and usage behavior, as well as moderating factors on
user’s acceptance on mobile services and applications especially in the area of agriculture.
The researchers use the method of “Modified Waterfall Model” or MWF Model as the
process model for the development of Ma-Ease Application. The sequential structure of this
approach ensures that all requirements are achieved before moving onto the next step and
no important steps are left out in the development process. A presentation was conducted

with the CAO Malaybalay officials and local

corn farmers to introduce our technological

solutions in the corn production like local
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has a grand mean of 4.175 for its acceptability and satisfaction rate which covers the area
of functionality, reliability, usability, maintainability, efficiency and user interface. Thus,
the software product was formally accepted and recommended for use and deployment by
the Department of Agriculture (DA).

Keywords: Corn farming mobile application, corn farming software solution, corn management, corn production,

ICT in agriculture, ICT in corn farming, technofarm, technology in corn farming

INTRODUCTION

Over the years, corn farming has been a significant source of income and food among
Filipinos. Corn still remains as the most popular agricultural commodity produced by
farmers within the province as a majority of the agricultural lands in the province of
Bukidnon is devoted to corn especially in Malaybalay City. In fact, according to the
Department of Agriculture, corn is the second most important crop in the country and
about 14 million Filipinos prefer white corn staple and corn accounts for about 50% of
livestock mixed feeds. Furthermore, according to Philippine Statistic Authority in “Rice
and Corn Situation and Outlook Report, April 2018 (Philippine Statistics Authority, 2018)
which is shown in Figure 1, the corn output of the Philippines from January to March 2018
was 2.48 million metric tons which was 4.66% higher than the 2.37 million metric tons
recorded in the year 2017. The harvest area has expanded from 695.74 thousand hectares
to 722.46 thousand hectares or equivalent to 3.85% increase. The yield per share has also
increased from 3.40 metric tons to 3.43 metric tons, an increase by 0.79%. Table 1 also
shows that the increments in these corn outputs were noted in Cagayan Valley with 2.61%,

Figure 2. Corn: Crop Estimates,
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Figure 1. Corn: Crop estimates, Philippines, January-March, 2016-2018
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Zamboanga Peninsula with 0.72%, Central Luzon with 0.52%, Soccsksargen with 0.39%,
Mimaropa with 0.37% and even Northern Mindanao Region with 0.05% where the City
of Malaybalay belongs.

As being one of the important agricultural products in the country, the need for proper
information, management, and technology dissemination in corn farming is an important
tool. The researchers came up with an idea to develop a mobile application which is the
Ma-Ease: An Android-Based Technology for Corn Production and Management. The aim
of the researchers is to help the Department of Agriculture to disseminate information.
Thus, implementation of effective production is just one of the few of the challenges corn
farmers are facing. With the use of the information from the Department of Agriculture,
the researchers were motivated to develop a mobile application that would help the farmers
in disseminating information, awareness, knowledge, and technology in corn farming.
Mobile phones offer many advantages: voice communications affordability, instant and
convenient service delivery and wide ownership.

Figure 2 illustrates the conceptual view of the development of Ma-Ease: An Android-
Based Technology for Corn Production and Management for corn farmers in Malaybalay
City, using an Input-Process-Output (IPO) Model. This pattern is a widely approach model
for conceptualizing a systems analysis and software engineering in order to identify the
flow of data (input), the steps of the transformation of data (output) and the effect of
transformation process (output).

Sl Ma - Ease -
"' , t "-l- 7
‘ Ma-Ease: Corn ‘ .
460 ) Android

AmvitY Man?ger, Application
Corn Details Farming Activities Weather Forecasts Corn Diseases Farming Guide,
& Pests Calculator, Corn
Diseases & Pests

Figure 2. Conceptual framework of Ma-Ease mobile application

With the development of the mobile application, the application requires an input
containing corn details which includes farm name, location, soil type, seed type, date of
planting, farming activities, local-based weather forecasts, and corn diseases and pests. The
application will then compute basic calculation activities for corn farmers like calculate a
number of seed bags and fertilizer sacks to acquire in the field as well as the recommended
inputs for the plant. The application will also give important information and solution to
most common problems in the field like pests and weeds. By selecting from the list of pests
and weeds in the database, the mobile application will prompt solutions.
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By implementing the mobile application, the mobility of accessing important
information in corn farming will be achieved, making corn farmers well informed about the
corn production and for easy and accurate nutrient inputs. Moreover, using the application
will help corn farmers to have a quality harvest.

Different studies have been conducted related to growth and productivity of the corn
but offer limited services. In a study entitled “ICT in Agriculture”, Pehu et al. (2011)
only mentioned about accurate soil analyses and improved farming practices which were
needed because productivity gains were highest in healthy soils. This statement was also
claimed by Lee (2014), a corn specialist at The University of Georgia, who studied only
on the nutrients to the corn plant. Song (2006) also cited country-specific technology
dissemination strategies which proved to be successful in catering to the needs of the
farmers. Some examples of these strategies include effective dissemination method in
Indonesia through technology showcase or technofarm demonstration; introduction of new
varieties in Malaysia through farm demonstrations, short courses, and hands-on training;
participatory approaches in technology promotion and dissemination in the Philippines;
and many others. A study by delos Santos et al. (2013) also mentioned about agricultural
extension agents who derived their climate-related information primarily from the national
meteorological agency called Philippine Atmospheric, Geophysical and Astronomical
Services Administration (PAGASA) while farmers relied only on television and radio
for their advanced weather information. In fact, these extension agents were not the main
source of climate-related information for farmers. Drought at any stage of crop development
affects production, but the maximum damage is inflicted when it occurs around flowering
(Nguyen & Blum, 2004).

Some dedicated mobile apps for agriculture exists but only offers partial features and
functionalities. According to World Bank, in environments where information is scarce,
leveraging existing resources will be crucial for success. First, the m-ARD (Mobile
Applications for Agricultural and Rural Development) apps, for example, were developed
to make publicly available accurate, granular data such as weather forecasts with integrated
flood and drought information at the village or community levels. These services could
increase incomes and create further opportunities for people in rural and underserved
places in developing countries throughout the ecosystem for m-ARD apps (Qiang et al.,
2011). Second, eWarning was created through Plantelnfo, a Danish initiative supporting
decision-making in national plant production. eWarning provided farmers with real-time
weather information sourced by the AgriMeteorological Information System and Danish
Meteorological Institute where farmers requested information through SMS (Short Message
Service) in two forms: push-type and pull-type messages. The same software was also
created by Yakima software firm, customizing a weather website for specific locations to
provide weather alerts to farmers in the United States. These warnings included frost alerts,
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the speed of the wind with recommendations for spraying pesticide and other information on
disease outbursts. Eventually, the service offered climatic information in Spanish, making
it easier for native Spanish speakers to make interpretations and decisions (Lester, 2010).
Third, Nutrient Manager for Rice (NMRice) Mobile was a mobile application available
for farmers in agricultural countries like China, Indonesia, Nigeria and the Philippines. As
Global Media Arts or GMA News Network (2011) cited, since the launch of the application,
it already received a total of more than 6,000 calls from the farmers. The disadvantage
of the application was that it did not offer offline support. Further, NMRice Mobile was
designed only for rice farmers, which has different characteristics and environment needed
for corn. Lastly, was the Farmers’ Text Center (FTC), an SMS based service for answering
agriculture-related queries. Philippine eExtension Service was an addition to Techno Gabay,
a national extension system that provides farmers with access to best practices to improve
agricultural approaches and boost agricultural productivity.

While existing studies about corn production have been clearly established, they have
not been addressed holistically and comprehensively to improve farming methods and
practices suggested by the Department of Agriculture. The same is true for the existing
mobile applications that do not offer vast and up-to-date information and issue from
agriculture professionals. Compared to the Ma-Ease Mobile application, information, and
management needed in corn production are already provided. Farmers need not wait for the
experts since the information provided by the app is from the Department of Agriculture.
It also provides accurate and reliable weather information, a 7-day weather forecast on
the different regions in the Philippines thru Philippine Atmospheric, Geophysical and
Astronomical Services Administration.

The present study will help corn farmers experience the full benefits of mobile phones
by the development of a mobile application with important key features that help. Likewise,
the study is anchored on Unified Theory of Acceptance and Use of Technology or UTAUT
(Ghazizadeh, 2012) which combined the traditional mobile technology acceptance, like
Technology Acceptance Model (TAM), Theory of Reasoned Action (TRA) and Theory of
Planned Behaviour (TPB) and introduces new model of user acceptance in a unified view.
In the UTAUT model, four core determinants of usage and intention (social influence, effort
expectancy, performance expectancy, and facilitating conditions) and four moderating
variables (voluntariness of use, age, experience, and gender) acting as the key relationships
were considered. The aim of formulating this theory is to provide a deeper understanding
of individual and organizational acceptance of IT and mobile services and applications
to researchers and managers. Figure 3 shows the connection of the core determinants as
well as the moderating factor related to user behavior. The Ma-Ease application is the
knowledge-based application for mobile phones which provides crop advisors, Department
of Agriculture workers, and corn farmers a comprehensive guideline for their corn fields
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wherever they are in the City of Malaybalay. This application can also minimize effort
and time to access information at the Department of Agriculture since the information is
already implemented in an android based application. With the Ma-Ease application, the
corn farmers are no longer required to exert time to go to the Department of Agriculture
for further explanation on how to do corn production except for soil analysis and other
critical agricultural matters.

Performance
Expectancy

Effort Expectancy

Behavioural » Use
Intention Behaviour

Social Influence

Facilitating
Conditions

Voluntariness of

Gender A E i
ge xperience Use

Figure 3. Unified Theory of Acceptance and Use of Technology Model (UTAUT)

METHOD

The researchers used the method of “Modified Waterfall Model” or MWF Model as the
process model for the development of Ma-Ease Application. The sequential structure of
this approach ensures that all requirements were achieved before moving onto the next step
and no important steps were left out in the development process. Developed by Winston W.
Royce on 1970, this model served as a response to the apparent problems with the “pure”
waterfall model and used iteration through certain phases in the methodology to guarantee
the quality of the output generated in each phase and performed improvement or necessary
checking to correct or improve further the framework as a whole. The researchers used a
judgment sampling method by selecting a sample based on who attended the Stakeholder’s
Forum on Corn Farming App last May 22, 2017, where 20 local farmers graced the
invitation. These farmers resided and farmed in Barangay Laguitas, Dalwangan, Patpat,
and Kalasungay in the City of Malaybalay, Province of Bukidnon, Philippines who were
truly representative of the entire population of local farmers in the city per consultation
with the agriculturists and officials.
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Looking at the Modified Waterfall model graphic in Figure 4, the development team
coordinated with the business and technical entities to define both functional and non-
functional requirements of the Ma-Ease App. This was an iterative process to define,
classify, and arrange all requirements according to priority prior to starting the General
Systems Design (GSD) phase. The General Design phase was the first interpretation of these
requirements into systems conceptual designs. During the GSD phase, the requirements
gathered from the corn farmers and employees of Department of Agriculture were validated
and finalized. Through the GSD and Architectural Review Board 2 or ARB 2 (composed
of the development team and thesis adviser) processes, the technical team established and
confirmed a mutual understanding and agreement of all the requirements as well as the
solutions design and architectural approaches. Changes in requirements beyond the GSD
established a change in scope typically invoking the change in the control process. Hence,
all requirements were finalized before the Detailed Systems Design (DSD) phase began. The
development team designed and architected the solution as outlined in the DSD. Problems
and issues during this phase were encountered which required the team to undergo ARB
3. The testing phase is inclusive of the following: unit testing, module testing, systems
integration testing, user acceptance testing, and performance testing. The User Acceptance
Testing which was done on May 22, 2017, was the necessary checkpoint to proceed to the
deployment phase. Thus, the MWF model provides an orderly arrangement of development
steps with some flexible repetitive stages to streamline the adequacy of documentation and
design reviews. The Modified Waterfall method is perhaps the preferred method of choice
for technology-intrinsic software development initiatives.
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Figure 4. Modified Waterfall Model (MWF)
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Requirements Gathering and Analysis of Corn Farming Related Data

Data gathering was done through surveying and interviewing local farmers in Malaybalay
City. Agriculturists, thesis adviser, and officials of the Department of Agriculture were the
consultants in the formulation of questions in the survey form. The partner agency initiated
to call for a Stakeholder’s Forum on Corn Farming App last May 22, 2017, and 20 local
farmers from Barangay Laguitas, Dalwangan, Patpat, and Kalasungay responded positively
to the invitation. This survey form was distributed to the invitees and the researchers
conducted a follow-up interview for further information. The researchers used judgment
sampling as a common nonprobability method for sampling. The researcher selected the
sample based on judgment since the attendees of the forum were the truly representative
of the entire population of local farmers. After requirements gathering, the data was
analyzed and interpreted and the possibility of incorporating the requirements of the mobile
application to be developed was also studied. Finally, a requirement description document
was generated which guided the next phase of the model.

Design of Ma-Ease Application

After compiling and analyzing a list of all needed requirements by the researchers, the
design phase commenced as shown in Figure 5. Based on the user requirements provided
by the local farmers and employees of the Department of Agriculture and the detailed
analysis of a new mobile app conducted by the analyst, the new system was designed and
developed by the developer/programmer. The tester performed feature testing for the mobile
app to assess its functionality. If failed, an in-development process would be repeated,

Failed

In
Development

Failed

Perform
Integrated
Test

Feature
Testing

Sprint
Development
Completed

Actors

Analyst > Develogers’ Tester >

Perform
Feature Tests

Passed

Integration
Testing

Figure 5. Design and Development Process
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otherwise, integration testing and sprint development would be conducted and completed.
When integration testing did not perform well, iteration went back to the in-development
process in order to make necessary corrections, otherwise, Ma-Ease App was done.

Development of Ma-Ease Application

In this phase, the application design needs to be implemented to make a workable
system. This phase included the specification of software and hardware requirements of
the application. In order to develop Ma-Ease mobile application, the system minimum
requirements were as follows:

*  Microsoft® Windows® 7/8/10 (32- or 64-bit)

* 3 GB RAM minimum, 8 GB RAM (Random Access Memory) recommended; plus

1 GB for the Android Emulator.
e Minimum of 2 GB disk space (500 MB for IDE + 1.5 GB for Android SDK or
Software Development Kit and emulator system image)

* 1280 x 800 minimum screen resolution.

This phase also required the coding of design into computer language using Android
Studio Framework which is a Java-Based Language for mobile devices. The researchers
converted the program specifications into computer instructions which they referred to as a
program. The application design was referred to and changed according to the development
needs when the application lacked in its functionalities. At the end of the development
phase, a working prototype with the necessary functions was now operational.

Testing and Deployment of Ma-Ease Application to Local Farmers and Employees
of Department of Agriculture-Malaybalay City

Before the researchers actually implement the system into operation, a test run of the
system was done to remove all the bugs, if any. It is a significant phase of an effective
system. After modifying the whole programs of the system, a functional test plan was
developed by the researchers and testers ran the program on a given set of test data using
administrator privileges — the Department of Agriculture representatives or local farmers.
After testing, the application was ready to go live, which is known as the implementation
phase. This was done initially by presenting our proposed mobile application to the Office
of the Department of Agriculture — Malaybalay City together with the corn farmers, and
finally, it was formally accepted by the DA Officials last May 22, 2017, as part of its
Deployment Phase 1 as shown in Figure 6. This phase allowed the attendees to install the
app on their phone via Android Application Package or APK. Phase 2 of its deployment was
the integration of the app in the Google Play Store so that the app will be made available
to all other corn farmers. Phase 3 involved information dissemination in partnership with
Department of Agriculture — City of Malaybalay thru seminars and forums where more
farmers would be invited to assess the acceptability rate of the mobile application.
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Figure 6. Presentation and acceptance of Ma-Ease Project to the local corn farmers and Department of
Agriculture Employees/Officials on May 22, 2017

RESULTS AND DISCUSSION

The research produced an offline Android-based application that will serve as a tool for
the corn farmers in Malaybalay City, Bukidnon to improve their agricultural methods and
boost agricultural productivity. Results were gathered by the researchers through thorough
testing and evaluation made with the Office of Malaybalay City Agriculture and corn
farmers in Malaybalay City as part of the Modified Waterfall Model.

Analysis

Table 2 shows the number of respondents who provided their satisfaction ratings and user
experience with the mobile application using various criteria. On functionality, 50% of the
respondents found the app very satisfactory. On reliability testing, 8 respondents agreed
that the application is satisfactory. On usability and maintainability criteria, 9 or 45% of the
respondents rated Ma-Ease as satisfactory. On efficiency testing, more than 50% say they
are satisfied. Their user experience on the layout and design says 60% are VERY satisfied
with the application program. Interestingly and unexpectedly, 2 of the respondents were
not satisfied with the application in terms of reliability and usability which brought the
attention of the researchers to improve the system in the specified area.

Table 3 shows the grand satisfaction ratings of the respondents using different criteria
while engaging with the completed mobile application. Results reveal that the user finds
the user interface VERY satisfactory with a mean of 4.6, while they were satisfied with the
application in terms of functionality, reliability, usability, maintainability, and efficiency.
With a grand mean of 4.175, the corn farmers and officials of the Department of Agriculture
were satisfied with the software which means that they are willing to try this new technology
in corn farming.
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Table 2
Summary of respondents’response of its satisfaction rating with Ma-Ease mobile application on its functional
and non-functional requirements

Z/I;pllaizasl‘:i(l)\flol?\lfl:luation Sa\t/iesrfi]ed susfed Neutral Un-satisfied Uns\::syﬁed
Functionality 10 7 3 0

Reliability 8 1 5 0
Usability 9 4 2 0
Maintainability 9 3 0 0
Efficiency 11 2 0 0
User Interface 12 8 0 0 0
Table 3

Summary of qualitative description on user s response based on their satisfaction ratings with Ma-Ease
mobile application

Applcaion bvaation > 4321 Aveme pt
Functionality 10 7 3 0 0 4.35 Satisfied
Reliability 8 1 5 0 3.75 Satisfied
Usability 9 4 2 0 3.85 Satisfied
Maintainability 9 3 0 0 4.25 Satisfied
Efficiency 11 2 0 0 4.25 Satisfied

User Interface 12 8 0 0 0 4.6 VERY Satisfied
GRAND MEAN 4.175 SATISFIED

This research was able to develop the Ma-Ease application in order to provide a
software tool for the corn farmers in Malaybalay City which offers accessibility to practices
and technology in farming’s method of production. Thus, it provides workers and farmers
with comprehensive site-specific farming guidelines for their corn fields.

Figure 7 shows the level 1 detailed view of activities when the farmer is engaged with
the mobile application with PAGASA as the source of weather updates.

The following figures describe the use-case diagram. Figure 8 is the general use-case
diagram with the end user interacting with the major processes of the application. Figure
9 shows the use-case diagram when the farmer interacts with the corn activity manager.
This enables the user to add the following details: date of planting, seed type, and soil
type. Figure 10 displays the different information guide related to pests, farming activities,
weather, and farming history. Figure 11 illustrates how to add and calculate wages of the
laborer using two methods: price per kilo and percent per kilo. Figure 12 shows how to
add and view farming expense. Viewing of expenses maybe shown by total or individual.
Figure 13 shows how the app notifies the user of the farming activities which includes pest
termination, harvesting, and soil fertilization.
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Figure 7. Detailed view of farmer’s interaction of the mobile application

Figure 8. General use-case diagram of Ma-Ease Processes

<<include>>

<<include>>

<<include>>

Figure 9. Use-Case diagram for creating corn activity manager
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Figure 10. Use-case diagram for viewing of different information guide

Figure 11. Use-case diagram for adding and calculating of laborer’s wages

L

Figure 12. Use-case diagram for adding of farming expense

62 Pertanika J. Sci. & Technol. 27 (1): 49 - 68 (2019)



Ma-Ease: An Android-Based Technology for Corn Production and Management
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Figure 13. Use-case diagram for notification of farming activities

The following figures also shows the user interface of Ma-Ease Mobile App. Figure
14 shows a splash screen when the user opens the application on their mobile devices.
Figure 15 shows the home page when the user accesses the main page of the Ma-Ease

May 18, 2017

Weather

Forecast

Ma - Ease

Corn Activity
Manager Farming Guide

S | &K

Corn Diseases &
Calculator Pest Control

Figure 14. Screenshot of Ma-Ease splash screen Figure 15. Ma-Ease Home page
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application which displays various menu options for corn farming such as Weather, Corn
Activity Manager, Calculator, Farming Guide, and Corn Diseases and Pest Control. Figure
16 shows sample interface when the user chooses to select weather forecast option in order
to check current climate condition of his/her current location. Figure 17 displays table of
contents of farming guide which is translated in Filipino language so that farmer can better
understand the contents. Figure 18 shows the actual contents when the user selects Topic 2
“Pagpili ng nababagay na barayti at mahusay na kalidad ng mga binhi”” which in English
means “Selection of suitable varieties and good quality seeds”. Figure 19 also lists all types
of corn diseases and Figure 20 describes in details the sample disease termed “Downy
Mildew” using its scientific name, information, symptoms and recommended solutions.

Emergency calls... B2 i 94% Mk 5:42 AM Emergency calls... 8 h 94% EEE 5:42 AM

< Weather Forecast < Farming Guide

<« Weather Forecast

Malaybalay Mga inererekomendang buwan
. ng pagtatanim

Philippines

Kasalukuyang panahon sa Pagpili ng nababagay na barayti
isang lokasyon at mahusay na kalidad ng mga
binhi

— Paghahanda ng lupa

Ang lagay ng panahon at
ang kasalukuyang temperatura
ng isang lugar

Pangangasiwa sa tubig
Pag-aabono

Pagtatanim

Pagbabawas ng tanim,
paglilinang at pangangasiwa sa
peste

Figure 16. Guide on how to use the Weather Forecast  Figure 17. Farming guide table of contents

Emergency call: Emergency calls... &2 Ch 94% [

E a ¢ Corn Diseases & Pest
Control

CORN DISEASES PEST CONTROL

Ang mais ay isa sa
mga pinaka
importanteng
produktong Helminthosporium Leaf Spots
pangagrikultura ng
Pilipinas.

Downy Mildew

Northern Leaf Spot
Ito ay ginagamit bilang pagkain ng tao, at
pangunahing sangkap sa paggawa ng mga Eyespot of Maize
pagkain ng mga hayop.

Ang mais ay isa sa mga pangunahing Leaf Rust
itinatanim ng mga magsasaka lalung-lalo na
sa katimugang bahagi ng Mindanao. Fusarium Ear Rot
Ang babasahing ito ay inilathala upang sa
gayon ay matulungan ang mga magsasaka Bacterial Leaf Stripe
upang sila ay magkaroon ng mataas na ani.

Maize Dwaft Mosaic Virus (MDMV)
Sa pagpili ng nababagay na barayti
ang 1 sa mga
ng klima, p na ani,
kakayahan na ganap na lumaban sa mga
psekiong peste ot p akir o

Corn Stunt Disease (CSD)

Figure 18. Farming Guide contents Figure 19. List of corn diseases
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All of these information are provided by the Department of Agriculture. While Figure
21 lists all types of corn pests, Figure 22 also mentions “Asian Corn Borer” in specifics
the scientific name, local name, damages, and the recommended solutions prescribed by
DA. Figure 23 calculates number of hybrid and non-hybrid corn seed and fertilizer which
requires an input data of total land area in hectares (ha). Figure 24 is a corn activity manager
form which allows the user to create farm details per location. Figure 25 is a sample output
when a farm details is created. It displays summary of farm using farm name and location.
Lastly, Figure 26 shows additional activities once a farm is created. It includes manager,
farming expense and harvest. The app provides access to best practices and latest approach
to improve agricultural practices and optimize corn production.

Emergency calls... [

Emergency calls... [ M 94% M 5:43 AM

Downy Mildew “ Corn Dlgngreosl & Pest

CORN DISEASES PEST CONTROL

Nangyayari sa

pagitan ng
; yugto ng
~ 44 pagpupunla at
pamulaklak.

Asian Corn Borer
Corn Seedling Maggot

White Grub

Tinuturing na
pinaka-

¥ mapanirang
sakit ng mais Cutworm
sa Pilipinas.

Army Worm

Earworm

Sintomas Corn Aphid

Pinapakita ng nahawaang halaman Grain Weevils

ang pamumuti hanggang paninilaw ng

ilang parte ng dahon hanggang sa Corn Planthopper
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Figure 20. Sample corn disease with the scientific Figure 21. List of corn pests
name, information, symptoms, and recommended
solutions
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Figure 22. Sample corn pest with the scientific name,  Figure 23. Corn seed and fertilizer calculator
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Figure 24. Corn activity manager form to create a
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Figure 26. List of farming activities

CONCLUSION

After conducting series of tests, results show a grand mean of 4.175 which means corn
farmers are satisfied with the Ma-Ease mobile app in terms of functionality, reliability,
usability, maintainability, efficiency, and user interface. Furthermore, these findings show
that the application was able to deliver its function to provide comprehensive information
and farming guide to corn farmers, access to electronic weather information sourced by
the PAGASA and other top issues and concerns confronting cities’ corn growers in order
to optimize farm productivity. Thus, the software product was formally accepted and

M 90% M} 5:53 AM

e Corn Activity Manager

O

Figure 25. Creating a farm with the name and

recommended for use and deployment by the Department of Agriculture.
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Recommendations

This study has a number of limitations which are recommended for future studies. First,
the mobile application should also be available on other platforms like iOS and web.
Although Android has various users especially in low socio-economic countries like the
Philippines, there are already farmers which use non-android phones and own their personal
computers at home.

Secondly and lastly, the mobile application should provide data about soil analysis.
The current feature of the mobile application only suggests the general recommendation
of fertilizer for every land. It is recommended that the future application should provide
specific recommendations for the specified type of soil through the help of the Department
of Agriculture in coordination with these offices: Bureau of Soils and Water Management
and Fertilizer and Pesticide Authority.
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ABSTRACT

MSME is a business group of society that does not have an integrated system like a large
industry which makes it difficult to access information toward the location of foreign
markets. This study develops Market Matching application to determine the location of
foreign marketing and the type of products that must be exported to reduce the number of
losses due to the congestion of turnover of goods to make it profitable for MSME. Stages
to develop this market matching system are the identification and analysis of ongoing
export marketing activities in MSME, designing marketing system that fits the analysis,
establishing market matching system, and system implementation. This study proposes
fuzzy control to determine the number of export and export market destination. Market
matching application obtained recommendation of export destination based on the types
of product and level of importer need. This study obtained the system’s accuracy in 100%
range.
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Center Indonesia, after the crisis, the number of MSME in Indonesia was not reduced, even
increased until 2012. In that year the number of MSME reached the percentage of 99.99%,
and the remaining 0.01% was a large-scale business. MSME is a productive business to
be developed to support macro and micro economic development in Indonesia and affects
other sectors, for example banking services sector.

Currently, MSME export products have constraints in slow product turnover in
importer countries because the product stock is not sold out soon in those countries and
sometimes it reaches the expiration limit. This is because there is no information about the
development of market location and MSME competition with the same product. The lack
of information on the amount of demand and supply of products in each country greatly
affects the turnover of goods. For example, there are five industries with the same type
of product delivering to Australia where the demand for the product is small. Without
proper information the five industries only export products regardless of the availability
of products in the country. Therefore, the number of products in Australia exceeds the
number of request. This resulted in the accumulation of products, so the industry losses
due to the lack of sales. Products with fast turnover are goods sold out in a relatively quick
time. Determination of the right export market based on the criteria needed is one of the
efforts made by business actors in order to increase profits and reduce losses due to the
risk of delayed turnover of the products.

Considerations of the purpose of the goods export are the criteria to be taken into
account. Criteria considered include: (1) financial limitations of MSME in producing
commodities; (2) the difficulty in knowing the needs of the export market, (3) the difficulty
of knowing the fast or slow turnover of goods in the market.

MSME become the target of this study object, because MSME is a business group of
society that does not have an integrated system like a large industry. MSME are difficult
to conduct surveys and market analysis by themselves, due to limited capital and human
resources in the field of information technology. This study proposes fuzzy control to
determine the right target market at MSME in the world. Fuzzy control method is used to
overcome the determination of a market that is influenced by the subjectivity of marketing
actors. Determination of this market cannot be separated from the subjectivity and
experience of MSME export marketing actors. Some target markets for the same product
will elicit a complex calculation to consider which markets and countries in which the
product will be distributed.

Sari et al. (2017) stated that fuzzy had reasoning ability that was similar to human
reasoning ability. This is because the fuzzy system has the ability to provide responses
based on inaccurate, qualitative, and ambiguous information. Therefore, in this study, output
would be used as consideration in deciding the export destination of goods.
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Recent Studies

Some previous researchers have successfully executed market matching by using a variety
of approaches. Ackermann, et al. (2009) executed market matching with a stable matching
approach introduced by Gale and Shapley. Stable matching can be computed in polynomial
time, but many real-life markets lack a central authority to match agents. In those markets,
match behaviors are formed by actions of dynamics. The results show that coordination is
necessary in two-sided markets, as well as these markets do not stabilize quickly.

Che and Tercieux (2013) studied efficient and stable mechanisms in many-to-one
matching markets when the number of agents was large and individuals’ preferences
were drawn randomly from a class of distributions allowing for both common value and
idiosyncratic components. They proposed a new mechanism that was asymptotically
efficient, asymptotically stable and asymptotically incentive compatible. The result of this
study is the proposed mechanism is able to link matching markets efficiently and stable.

This research is a development of previous research (Nurdewanto, Amrullah, &
Sonalitha, 2017). In the previous research, the application was developed in the form of a
simple market matching application. The application was developed only limited to search
market (importer) based on data base worldwide. This application is used by MSME to
search for market destination with input category “goods” and “continent”. The application
produces the output of the name of the importer in accordance with the category and the
continent.

Based on that background and previous research, to be more effective and efficient,
an approach is needed by using artificial intelligence for market matching globally (many
to many). The proposed approach is fuzzy control. This application is able to know the
location of importer according to product type and capacity of product that can be imported.
Fuzzy can provide the best option for MSMEs to determine the location of the importer
based on the capacity of the appropriate product to be imported.

Fuzzy Controls

This study used fuzzy control to determine the location of foreign marketing and the types
of product that must be exported. In fuzzy method, every consequence of the IF-THEN rules
should be modeled with a fuzzy set with the same membership function (Sari & Mahmudy,
2017). As a result, the inference output of each rule is given explicitly. Fuzzy control has
several stages, namely fuzzification, fuzzy inference engine, and defuzzification (Sari et
al., 2017) shown in Figure 1.

Pertanika J. Sci. & Technol. 27 (1): 69 - 79 (2019) 71



Nurdewanto Bambang, Sonalitha Elta, Ratih Salnan and Nadia Rosmalita Sari

Fuzzy controller

‘ Input }———{Fuzzification%—'

Inference
Engine

HDefuzzification %% Output ‘

Figure 1. Fuzzy Control’s Diagram
Note: Adapted from Sari et al., 2016 and Farzilah et al., 2017)

Fuzzification. The input and output variables in fuzzy control were divided into one or
more fuzzy sets (Noor & Kamal, 2017). In this process, the parameters used to determine
the market were efficiently represented as input variables. The input variables used in this
study were Stock, Capacity, and Competitive, while the output variable in this process
was in the form of Export (the amount of goods). The fuzzy set is a unity representing
a particular state in a fuzzy variable. In this process used fuzzy set of three linguistic
variables which were LOW, MEDIUM, and HIGH. The formation of this fuzzy set was
customized based on expert opinion. The function for determining membership value is
illustrated by Triangular Fuzzy Number shown in Figures 2, 3 and 4 (Sameer & Bakar,
2017). Membership function in each set is formulated in Eq. (1) - Eq. (10), where p is the

degree of membership and x is the object set (Sameer & Bakar, 2017).
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Figure 2. An example of Triangular Fuzzy Number Variable Input “Stock”
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Figure 3. An example of Triangular Fuzzy Number Variable Input: (a) “Capacity”; and (b) “Competitive
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Figure 4. An example of Triangular Fuzzy Number Variable Input “Export”
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Fuzzy Inference Engine. The results of the fuzzy membership value calculation process
were then inferenced against fuzzy rules. In fuzzy control, the implication function used
is Min. There are three input variables (t) that need to be implemented against fuzzy rules.
The calculation of the number of rules is by multiplying the number of fuzzy set (two
linguistic variables) by the number of input variable. In this stage the number of rules
used 13 rules obtained from all input combinations. The fuzzy rules used in this study are
shown in Table 1.

Table 1
The formation of Fuzzy Rules

Fuzzy Rules
R1] IF stock LOW AND capacity LOW AND competitive LOW THEN export LOW
R2] IF stock LOW AND capacity LOW AND competitive HIGH THEN export LOW
R3] IF stock LOW AND capacity HIGH AND competitive LOW THEN en export HIGH
R4] IF stock LOW AND capacity HIGH AND competitive HIGH THEN export MEDIUM
R5] IF stock MEDIUM AND capacity LOW AND competitive LOW THEN export LOW
]
]
]

R6] IF stock MEDIUM and capacity LOW AND competitive HIGH THEN export LOW

R7] IF stock MEDIUM AND capacity HIGH AND competitive LOW THEN export HIGH

R8] IF stock MEDIUM AND capacity HIGH AND competitive HIGH THEN export MEDIUM
RI] IF stock HIGH AND capacity LOW AND competitive LOW THEN export MEDIUM
R10] IF stock HIGH AND capacity LOW AND competitive HIGH THEN export LOW

R11] IF stock HIGH AND capacity HIGH AND competitive LOW THEN export HIGH

[
[
[
[
[
[
[
[
[
[
[
[R12] IF stock HIGH AND capacity HIGH AND competitive HIGH THEN export LOW

Defuzzification

To get the output value (crisp) is by converting the input into a number on the fuzzy set
domain or by defuzzification (Sari et al., 2016). Having obtained the value of a,, then will
be the process of calculating the value of each consequence each rule z; in accordance
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with the membership function used. The defuzzification method in fuzzy control is Center
Average Defuzzifier which is formulated in Eq. (11).

n
n i1 % Z

i=1 i=1 %Ki

Where, in above Z is the result of defuzzification, whereas &; is the membership value
antecedent, and Z; is the inference result of each rule.

RESULT AND DISCUSSION
The Dataset

MSME become the target of this study object, because MSME is a business group of
society that does not have an integrated system like a large industry. MSME are difficult
to conduct surveys and market analysis by themselves, due to limited capital and human
resources in the field of information technology.

The case study used is the right selection of importers with the right amount, so that
the exports made by MSME are efficient. This study used importer or buyer data which
consisted of Buyer, Address, City, Nation, Region, Contact (Telephone, fax, Email), and
Product. The data obtained from the Department of Industry and Trade of East Java Province
in 2010. This study used sample data of four data. Company data is shown in Table 2. The
data would be processed and be input data.

Table 2

MSME data in some regions
No Buyer Name Product
1 BOS LIMITED Furniture
2 CENTURY CO., LTD. Furniture
3 BOS LIMITED Watches
4 Advertising Co., Ltd. Watches

Experiment. This section presents case study related to matching market. There is a
problem and a solution. The solution is a proposed approach in this study that is using
fuzzy control method with the provisions that have been described in Section Fuzzy
Control. The problem is that there is a buyer who imports the furniture product that is
BOS LIMITED (BL).

BL - Stock = 12, capacity = 200, competitive = 2
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Fuzzification. The membership function at fuzzification stage of the “Stock” input variable
is shown in Table 3. While the fuzzification membership function in the input variables
“Capacity” and “Competitive” are shown in Table 4 and Table 5.

Table 3
Fuzzification process in “Stock”

EMPLOYEE “BL”

PARAMETER MIN MAX

LOW 10 50

MEDIUM 30 100

HIGH 80 150
Table 4

Fuzzification process in “Capacity”

EMPLOYEE “BL”

PARAMETER MIN MAX
LOW 30 100
HIGH 80 160

Table 5
Fuzzification process in “Competitive”

EMPLOYEE “BL”

PARAMETER MIN MAX
LOW 1 5
HIGH 3 10

Based on calculations using Eq. (1) - Eq. (7) obtained the membership VALUE on
each input variable as follows.

uStockLow[15] = 0.95 uCapacityLow[100] =0 uCapacityLow([5] = 0.75
uStockMedium[15] = 0 uCapacityHigh[100] =1  uCapacityHigh[5] = 0
uStockHigh[15] = 0

Fuzzy Inference Engine. Based on the formation of membership function at fuzzification
stage, can be done next process that is fuzzy inference engine. In this stage the process of
calculating the function of the implication by applying fuzzy rules that have been established
previously. The results of the implication value calculation are shown in Table 6.

[R1] IF stock LOW AND capacity LOW AND competitive LOW THEN Export MEDIUM
formula
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a—predicate, = uStockLow N pCapacityLow N uCompetitiveLow

= min(uStockLow(12), uCapacityLow(200), uCompetitiveLow(2)
min(0.95; 0; 0.75)
=0

50—z

0 T 50-—15

=> Zy = 50

Table 6
The results of implication value calculation

Fuzzy Rules a—predicate, Implication Value Zn a—predicate, .Zn
[R1] 0 50 0
[R2] 0 50 0
[R3] 0.75 142.5 106.875
[R4] 0 40 0
[RS] 0 50 0
[R6] 0 50 0
[R7] 0 90 0
[R8] 0 40 0
[RI] 0 40 0
[R10] 0 50 0
[R11] 0 90 0
[R12] 0 50 0

> 0.75 106.875

Defuzzification. Having obtained the value of a predicate and implication value (Zn), then
it will be done the process of calculating the defuzzification value by using Eq. (11). Based
on the results of defuzzification calculation obtained the final value or crisp value of 143.
The value is the number of goods from a company to be ready for export.

12, a—predicate, x z,  106.875
= Z”‘}Z P —_ " - =142.5 = 143
Ynoq a—predicate, 0.75

Based on the results of manual calculations by using fuzzy control, it can be seen
that on the BOS LIMITED buyer there are 143 items amount (Figure 5). The results
are in accordance to the data base on the system developed. Therefore, the result of
manual calculations with the system is accurate. The accuracy generated between manual
calculations and output system in this study is 100%.
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iE Daftar Market Matching

No. Buyer Name Produk Ekspor
1 BOS LIMITED Furniture 143

2 CENTURY CO_, LTD. — Furniture 107

3 BOS LIMITED Waiches 126

4 Advertising Co., Ltd Watches 83

Figure 5. Display of Importer Result “Export” (Amount of goods). BL Buyer produces 143 outputs
(capacity of goods)

CONCLUSION

Fuzzy control method used in this study can be implemented to determine the number of
export and export destination in a company. This study obtained the system’s accuracy in
100% range. This study is still in progress, so the data used in this study is sample data.
In this study, fuzzy rule determination is done manually based on expert opinion. If the
fuzzy rules are determined manually, it will be more experimental. There is a probability
that the determination is less fit. Therefore, the implementation of genetic algorithm in
subsequent study is needed to optimize fuzzy rules. The optimization of fuzzy rules aims
to improve the accuracy of the system better. Genetic Algorithm has been widely used to
solve problems related to optimization such as study that has been done by (Wijayaningrum
& Mahmudy, 2016).
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ABSTRACT

Supervised clustering organizes data instances into clusters on the basis of similarities
between the data instances as well as class labels for the data instances. Supervised
clustering seeks to meet multiple objectives, such as compactness of clusters, homogeneity
of data in clusters with respect to their class labels, and separateness of clusters. With
these objectives in mind, a new supervised clustering algorithm based on a multi-objective
crowding genetic algorithm, named SC-MOGA, is proposed in this paper. The algorithm
searches for the optimal clustering solution that simultaneously achieves the three objectives
mentioned above. The SC-MOGA performs very well on a small dataset, but for a large
dataset it may not be able to converge to an optimal solution or can take a very long running
time to converge to a solution. Hence, a data sampling method based on the Bisecting
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INTRODUCTION

Nowadays, very large amounts of data are generated and collected from diverse sources.
There is a growing need to obtain useful information or patterns from data that have been
collected. One of the essential tools for extracting such information or patterns is data
clustering (Kaufman & Rousseeuw, 1990). Traditional (unsupervised) clustering tries to
group data instances into clusters such that intra distances (distances between data instances
in the same clusters) are minimal, while inter distances (distances between data instances
from different clusters) are maximal (Jain & Dubes, 1988). Unsupervised clustering does not
rely on predefined classes or class-labelled training examples like supervised clustering to
group data instances into cluster. It is not necessarily guaranteed to group data objects with
the same class together. Besides these two objectives, supervised clustering incorporates the
third objective, which of minimal impurity level, which requires all data instances in each
cluster to have the same class label. Some of the existing supervised clustering algorithms
may consider different objectives — for example, SRIDHCR (Eick et al., 2004) considers
only the impurity level and the number of clusters.

Supervised clustering is useful for various applications. In general, supervised
clustering can be used for creating background knowledge for a dataset, dataset compression
and editing (Eick et al., 2004), regional learning and evaluating distance functions in
distance function learning (Eick et al., 2006). Finley and Joachims (2005) presented an
SVM algorithm for training a clustering algorithm that optimized a variety of clustering
performance measures. The algorithm had been used for noun-phrase and news article
clustering. Eick et al. (2006) introduced a supervised clustering approach, SCAH algorithm,
for region discovery. Haider et al. (2007) presented a supervised clustering algorithm
for Streaming Data and applied it for email batch detection to filter spams. Maji (2010)
proposed a novel supervised attribute clustering algorithm to find groups of co-regulated
genes with respect to their gene expressions. Grbovic et al. (2013) studied supervised
clustering, MM-PL algorithm, for the context of label ranking data. This algorithm can be
used to divide the section of target marketing. Peralta et al. (2013) proposed LK-Means,
an algorithm for supervised clustering based on a variant of K-Means which incorporated
information about class labels. It had been shown that it could be used to generate a
codebook for a visual recognition task.

Supervised Clustering problems can be viewed as optimization problems with multi
objectives such as minimizing intra cluster distances, maximizing inter cluster distances
and minimizing cluster impurity with respect to the class labels of data instances in clusters.
To solve multi-objective optimization problems, evolutionary algorithms has become very
popular due to their effectiveness to find the optimal solutions (Deb, 2001). An evolutionary
algorithm based on a genetic algorithm had been proposed to solve supervised clustering
problems. The algorithm, namely SCEC, combines multiple objective values of supervised
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clustering into single objective value using a weighed sum of the multiple objective values.
It has been shown to outperform some supervised clustering algorithms such as LK-means
and SRIDHCR algorithm, using four evaluation metrics (Adjusted Mutual Information
(AMI) (Vinh et al., 2009), Adjusted Variation of Information (AVI) (Vinh et al., 2009),
Adjusted Rand Index (ARI) (Hubert & Arabie, 1985) and Mirkin distance (MD) (Mirkin
& Chernyj, 1970). These evaluation metrics are based on the contingency table shown in
Table 1. Based on the results of the four evaluation metrics, they are still far from desirable
values. SCEC also considers only two objectives for optimization, i.e. intra cluster distance
(compactness) and cluster impurity. Moreover, the weighed sum scheme for combining
multi objectives requires proper setting of the weight values which can be difficult for three
or more objectives. It had been shown that the scheme cannot find the non-dominated or
Pareto-optimal solutions if the Pareto-optimal front was non-convex (Deb, 2001).

Table 1
The contingency table

Y/Z Z1 7> ... /B Total
Y uii ui2 . uiB I
Y2 uz1 ux s uzs 2
Ya ual ua2 .. uaB ra
Total ci C2 CB N

Convergence and diversity are the two conflicting goals of evolutionary algorithm. On
one hand, if the algorithm focuses more on the convergence to reach the optimal solutions,
diversity of chromosomes in the population must be low so the search of the algorithm
can be more focus on very good solutions in the population. This may lead to premature
convergence to suboptimal solutions. On the other hand, if the algorithm focuses on
diversity which allows the algorithm to search more broadly on potential solutions, the
convergence becomes slow. A genetic algorithm faces the problem of trying to achieve
the two conflicting goals at the same time. De Jong (1975) proposed crowding as a
technique to improve population diversity in a genetic algorithm while maintaining the
good convergence. The main concept of crowding is to replace a parent chromosome with
its most similar offspring if it is fitter than the parent chromosome. With this replacement
strategy, multiple subpopulations are formed which allow the search to continue in each
population concurrently. This helps diversify the search to many parts of the search space
and enhance the chance to find the optimal solutions. At the end, the crowding genetic
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algorithm converges to multiple solutions, so it is suitable for multi-modal optimization
problems.

In this paper, we propose a new supervised clustering algorithm based on a multi-
objective crowding genetic algorithm. Unlike the SCEC, it considers three objective
functions to optimize, i.e. intra cluster distances (compactness of clusters), inter cluster
distances (separateness of clusters) and impurity levels of clusters. A Pareto ranking scheme
is employed to rank chromosomes in the population based on the three objective functions.
The ranks of the chromosomes are used in the parent replacement process of the crowding.
The crowding can enhance the diversity of the search and so the chance of finding the
optimal solutions. For a large dataset, the search space for the genetic algorithm can be
very large which can prohibit the algorithm to converge to the optimal solutions. Therefore,
a data sampling method based on clustering sampling approach is proposed to create a
small set of data representatives for supervised clustering. A clustering algorithm based on
bisecting K-means is used to group the data instances in the given dataset into clusters, each
with data instances of the same class label. The data instances are then sampled from each
cluster to form a representative dataset for clustering by the proposed algorithm. The results
of experiments reveal that the proposed algorithm can find better clustering solutions than
SCEC, SRIDHCR and LK-Means in terms of the four aforementioned evaluation metrics.
The experimental results also show that the proposed sampling technique is effective to
create a good representative dataset for the given dataset. The sampling technique not only
helps reduce the running time of the proposed algorithm, but also helps the algorithm to
converge better to the optimal solutions since it can reduce the size of search space for
the genetic algorithm.

Supervised Clustering

Some existing supervised clustering algorithms are briefly presented in this section.

SRIDHCR

The objective of SRIDHCR is to minimize the following fitness function (f(X)):
J&X)=IX) + o * P(K) [1]

where X is a clustering solution containing K clusters, /(X) is the average impurity level
of the clusters (the average percentage of minority data instances in a cluster whose class
labels are different from that of the majority), a is the weight (between 0 and 2) imposed
on the penalty value P(K) where P(K)=0 when KX is less than the number of actual classes
(A) in the given dataset and p(x) = JKNE when K > = the number of actual classes, and N
is the number of data instances.

For each run of SRIDHCR, a number of initial cluster representatives are selected

randomly from the data instances. The remaining data instances are then assigned to their
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closest representatives to form clusters. For each iteration, a new candidate set of cluster
representatives is created by adding one data instance that is not a representative and
removing one data instance that is. The current set of cluster representatives, S, is replaced
with the best candidate set X for which f(X) is better than f(S). The iteration stops when
no improvement of the fitness function value is achieved.This search process is tried for
several runs and the best solution among all runs is reported. SRIDHCR also varies the
value of K to determine its optimal value.

SCEC

SCEC (Eick et al., 2004) adopts the same objective function f(X) as SRIDHCR. SCEC
searches for the optimal set of cluster representatives by following an evolutionary computing
approach. SCEC first randomly creates a population of solutions or chromosomes. Each
of these specifies is a set of representatives of clusters. SCEC selects two chromosomes
randomly from the population, and the chromosome with the better fitness value is chosen
to become one of the parent chromosomes for the reproduction of offspring. Three genetic
operators are used to create a new offspring chromosome for the next generation. These
are crossover, mutation and copy operators. For the crossover, two parent chromosomes
are recombined to create two offspring chromosomes. The mutation operator selects one
data representative randomly and replaces it with a randomly selected non-representative
one. The copy operator simply copies the parent chromosomes to the new population.
Finally, to build a cluster, data instances are assigned to their nearest representatives. The
evolutionary process is performed repeatedly until the population converges.

Labelled K-Means (LK-Means)

The LK-Means algorithm (Peralta et al., 2013) is similar to the traditional unsupervised
K-Means algorithm, but class labels of the data instances are considered in the evaluation
of the LK-Means fitness function. The fitness function of LK-Means is based on two
criteria: (1) a discriminative score based on class labels; and (2) a generative score based
on a traditional metric for unsupervised clustering. We assume a dataset X with N training
instances (xi , yi), where xi € Ry, yi € [1, ..., L],i € [1...N] and X is partitioned into K
clusters. LK-Means replaces the traditional K-Means fitness function by the following
Equation 2:

F(ak 0%) = I [FEX A BEa 0l (5 — ak [k + (L= B B duellxa — aili?] 121

where B and 1 - B are the weights for the supervised and unsupervised clustering
scores, respectively. The value of § is between 0 and 1. ay is the supervised mean of the
data instances in cluster Cxwith label . 3} is the supervised indicator that assigns instance
x» to the mean @j, . w} is a prior factor for data instances with label / inside cluster Ci. 9nk
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is the unsupervised indicator for data instance x, and cluster Ci. o is the unsupervised
mean for cluster Ci.

The LK-Means algorithm can be described as follows:

1. Initialize K initial means of clusters randomly.

2. Associate each data instance with the means of the clusters and compute the
initial value of 2%, (using Equation 4 below)

3. Compute the supervised means aj, (using Equation 3) and then wj; (using
Equation 8)

4. Compute the unsupervised means ax (using Equation 7)

5. Compute the supervised indicator du (using Equation 5)

6. Compute the fitness function F (using Equation 2)

7. Repeat steps 3 to 6 until the value of the fitness function F converges (or the
change of the fitness function value is below a given threshold).

To compute al use the following equation:

BIN= Bflkxn+(1—ﬁ) T=1 Bn (n—dig+ z'jlk&.;c)
B EHoy Ot (1= B} =y O [3]

al =

~ o~ ~1 . . . 1
where @ > Wk and @y are the previous iteration values of a; , @} and
1 ~ ~l ~ e e 1. . I . .
Ok » Onic » i, @and @, need to be initialized before computing @j, in Equation 3
The initial value of a},can be computed from:

X

1
1 gnk+a
Ik = Tirko [4]
(1 ifx, € Ck Ay, =1
where O = { 0 otherwise

0. 1s equal to one when the data instance x. is in cluster Cyand has the class label of /.
Otherwise it is equal to zero. A constant ¢ = 0.001 is the compensate value of the label
uncertainty.
After initialization, d}, can be evaluated from:
L, = { 1 if k = argmin; [Baflj”xn - a}”z(u} +(1- ﬁ)anj||xn - a]-”z] [5]
0 otherwise

where a,, can be computed using the following equation:

_ (1 if x,eCy
O = [ 0 othenrwise [6]

ax can be computed using the following equation:
ap = Y o) ai [7]
wj, using the following equation:

]
Zﬁ:'l. Tk

1
w =
k ZN-) One

(8]
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wk is between 0 and 1. When o} is equal to 1, all data instances in cluster k have only
label . On the other hand, when wj, is equal to 0, no data instance in cluster k has label /.

Proposed Algorithm
SC-MOGA

The proposed algorithm searches for clustering solutions that minimize two objective
functions, namely the impurity level (f1) and the sum squared error (SSE) or compactness
(f2), and maximize the third objective function, namely the inter cluster distance or
separateness (f3), as follows:

K

f, = Z the percentage of minority data instances in the it" cluster
i=1

N

f, = Z(Euclidean distance ( x;, the center of the cluster containing x;)) 2
J=1

K-1 K
f; = K(K Y Z Z Euclidean distance( the center of cluster s, the center of cluster t)
s=1 t=s5+

where N is the number of data instances to be clustered and K is the number of clusters.
SC-MOGA represents clustering solutions or chromosomes by integer encoding (Hruschka
et al., 2009). Each gene in the chromosome is an integer between 1 and K. It represents

Algorithm SC-MOGA

I.n=1
2. Initialize the chromosome population of size N randomly
while »n <= the number of generations do
3. The chromosomes in the current population are randomly paired
4. Evaluate the three fitness function values of each chromosome and rank all
chromosomes based on Pareto dominances
for each pair of chromosomes do
5. Recombine the two chromosomes, parentl and parent2, to create
two offspring, child1 and child2
6. Mutate child] and child2 with a predefined mutation probability
7. Rank childl and child2 against the current population
if distance(parentl . child1) + distance(parent2 . child2) <
distance(parentl . child2) + distance(parent2 . childl) then
ql = either parentl or child1 whichever has better ranking
q2 = either parent2 or child2 whichever has better ranking
else
ql = either parentl or child2 whichever has better ranking
q2 = either parent2 or child1 whichever has better ranking
end if
8. Place q1 and q2 in the new population
end for
9. Replace the current population with the new population
10. n=n +1
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the identity of the cluster to which the corresponding data instance is assigned (Figure 1).
The length of the chromosome is therefore equal to the number of data instances.

With this encoding scheme, the shape of each cluster defined by a chromosome can be
globular or non-globular one. However, one distinct clustering can have several chromosome
representations. For instance, the chromosomes [1,1,1,1,2,2,2,2,3,3],[1,1,1,1,3,3,3,3,2,2]
and [2,2,2,2,1,1,1,1,3,3] represent the same clustering solution: the clustering contains three
clusters, the first cluster with the first four data instances, the second with the next four data
instances and the third with the last two data instances. Finding clustering solutions that
optimize the three objective functions therefore becomes a multi-modal multi-objective
optimization problem, since the same optimal clustering can be represented by multiple
solutions in the search space. A multi-objective crowding genetic algorithm method is
chosen as the search method for SC-MOGA, since it can converge to multiple solutions
simultaneously. The SC-MOGA algorithm is summarized below:

The solution with the best ranking in the final population becomes the clustering
solution. When there is a tie on ranking, the orders of the solutions are considered to break
the tie.

In Steps 4 and 7: Ranking a chromosome is performed against the current population,
based on how many chromosomes there are in the population that are dominated by the
chromosome (Fonseca & Fleming, 1993). Suppose a chromosome A has three fitness
values fia, f24, f34 and a chromosome B has three fitness values fis, f2s, f3s. The goal is to
minimize the two fitness values fi, f>and maximize the fitness value f3, then chromosome
A dominates chromosome B when fia < fis and f2a < f2s and f3a = f35.

In Step 5: Uniform crossover (Syswerda, 1989) is applied with a crossover probability
= 0.5. The uniform crossover is used instead of one point or two point crossover since it
is not sensitive to the order of data instances of the chromosome encoding.

In Step 6: Mutation is performed with a given mutation probability on each gene in a
chromosome. It assigns each gene a new random value between 1 and K.

In Step 7 and 8: distance (i1, i2) is the distance between two chromosomes 11 and ia.
It is measured in terms of Hamming distance (Hamming, 1950). Based on the crowding
method (De Jong, 1975), a parent chromosome will be replaced by its closest (most
similar) child if the child is fitter than its parent (has higher Pareto ranking than its parent).
Either the parent chromosome or its closest child with better ranking than the parent
chromosome is kept temporarily in the new population.

In step 9 and10: the new population replaces the current population and the algorithm

proceeds to the next generation.
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Figure 1. Chromosome Encoding for SC-MOGA

SC-MOGA with Data Sampling

For very large datasets, the search space for SC-MOGA also becomes very large, so it
may not be able to converge to the optimal solution or can take a significant amount of
running time before it converges. To overcome the problem, a stratified random sampling
(Cadima et al., 2005) is performed on the given dataset to get a small representative
dataset for SC-MOGA. The sampling is based on segmenting the dataset into compact
clusters. Each cluster contains data with the same class label, the clusters represent strata
and so a number of data instances are randomly sampled from each strata. To segment
the dataset as mentioned above, a Bisecting K-means approach is adopted. The stratified

random sampling procedure is summarized below:

procedure STRATIFIED_RANDOM_SAMPLING

1. Split the given dataset into two clusters using the K-Means algorithm (K = 2) and insert
the two clusters mnto an empty list of candidate clusters for Bisecting
2. repeat

Remove the cluster with the highest impurity level (represented by the percentage of

minority data instances whose class labels are different from that of the majority) from

the list and split the cluster into two using the K-Means algorithm. Then insert the

clusters back into the list. When there is a tie on impurity, remove the cluster with the

highest SSE
until all clusters in the list contain no impurity (zero impurity level)
3. Proportionally allocate nj; data samples to each cluster or stratum in the list of m clusters, as
follows

N, SE,,
= S* (o
" S N sE)
where n,, represents the sample size allocated to each stratum h. N; represents the
size of stratum 1, SE; represents the sum squared error of each stratum 1 as follows
Ni
SE; = Z(Euclidean distance(x;, stratum_center(i)))*

j=1

Xx; represents the j™ data instance of stratum i and stratum_center(i) represents the
center of stratum i, § represents the expected sample size calculated from (Krejcie &
Morgan, 1970)

¥ NF(1-F)

ST @W-+ (L FA-F)

whare;{z 1s the designated chi-square value, N is the size of the population, F is
the population fraction. and d 1s the precision degree. Each stratum 1s allocated at
least one data sample (n; == 1). Hence the total sample size is:

m
Sample Size = z y
k=1
4. For each stratum i, randomly sample n; data instances from the stratum. All samples now
form a representative dataset for the SC-MOGA.

end procedure
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After performing SC-MOGA on the representative dataset, representatives of each
stratum may be grouped into different clusters. Since each stratum represents a compact
group of data instances with the same class label, all data in each stratum should be assigned
to the same SC-MOGA cluster. The winner-take-all strategy is adopted in this case, so that
all data instances in a stratum are assigned to the same cluster, the one that has the highest
number of representatives of the stratum. If there is more than one such cluster, one can
be chosen randomly among them.

EXPERIMENTS AND RESULTS

Two experiments were conducted to evaluate the performances of the proposed algorithms.
A notebook with 2.5 GHz Core i5 processor and 4GB of RAM was used to run all the test
cases in the experiments.

The First Experiment

The first experiment is intended to evaluate the performance of SC-MOGA and SC-MOGA
with data sampling against some existing algorithms, namely LK-Means and SRIDHCR.
Because of the difficulties we encountered when implementing the two algorithms, the
experimental results for LK-Means and SRIDHCR on eight datasets in Peralta et al. (2013)
were used for the comparison. The eight datasets, taken from the UCI Machine Learning
Repository (Lichman, 2013), are Iris, Statlog (‘Heart’), Glass Identification (‘Glass’),
Pima Indians Diabetes (‘Diabetes’), Statlog (‘Vehicle Silhouettes’), Image Segmentation,
Ionosphere and Connectionist Bench (Sonar, Mines vs. Rocks) (‘Sonar”). Before performing
the clustering, the variable values in the datasets were normalized using a max-min
normalization scheme. The details of the dataset are shown in Table 2.

Table 2
Details of the eight UCI Machine Learning Repository Datasets

Dataset Name # objects # variables # classes
Iris 150 4 3
Heart 270 13 2
Glass 214 9 6
Diabetes 768 2
Vehicle Silhouettes 846 18 4
Image Segmentation 2310 19 7
Ionosphere 351 34 2
Sonar 208 60 2
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To measure the performance of the SC-MOGA, we applied ten-fold cross validation.
For each fold, the genetic algorithm was tried for five runs. The five solutions, one from
each run, were ranked, and the one with the highest Pareto ranking among them was
selected as the optimal solution for the fold. Finally, the averages of the four metrics of
the ten folds for the optimal solutions were computed. We followed the experiments of
Peralta et al. (2013) that selected five values for the number of clusters (K) ranging from
the lower bound value, which is the actual number of classes, to the upper bound value
of |/number of data instances (or sample size)/2 | with equal intervals. Several trials of the

experiment were conducted with varying parameter values. The best performance of the

algorithm in terms of cluster validity indexes were achieved with the following setting of
the parameter values:
Size of population = N log K
Crossover Operations = Uniform crossover with probability of 0.5
Mutation probability = 0.01
Number of generations per run = 500 (except that for Vehicle Silhouettes the
number was 1,000 and for Image Segmentation it was 10,000)
Table 3
Sampling parameter values used by SC-MOGA with data sampling on the first eight datasets

Dataset Number 2 Population  Precision  Expected Number of  Actual
of Data ) Fraction Degree Sample Size Strata sample size
Objects ~ chi- () @ ) (m) Zrgm,
™) square -

Iris 150 3.841 0.5 0.05 109 14 109

Heart 270 3.841 0.5 0.05 159 191 260

Glass 214 3.841 0.5 0.05 138 22 138

Diabetes 768 3.841 0.5 0.05 257 529 605

Vehicle 846 3.841 0.5 0.05 265 749 818

Silhouettes

Image 2310 3.841 0.5 0.05 330 1105 1191

Segmentation

Ionosphere 351 3.841 0.5 0.05 184 240 335

Sonar 208 3.841 0.5 0.05 136 8 136

Table 3 shows all the sampling parameter values used in the experiments for SC-
MOGA with data sampling. The four cluster validity indexes were used for the performance
comparison. The validity index results for the eight datasets are shown in Tables 4 to 7 (the
first eight datasets in each of these tables). The results of SCEC and the rest of datasets in
the tables come from the second experiment and will be explained later. One-sided paired
t-tests were performed to compare the performances of SC-MOGA, SC-MOGA with
data sampling, LK-Means and SRIDHCR. To do the t-test between two algorithms for
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each index, we computed the differences between the indexes achieved by the two
algorithms for the eight datasets and for all Ks (number of clusters). The results of the tests
are shown in Tables 8 and 9. The results in Table 8 show that SC-MOGA achieved better
performances than SRIDHCR and LK-Means, with a confidence of more than 95% for all
four indexes, but its performance was not better than SC-MOGA with data sampling. The
results in Table 9 show that SC-MOGA with data sampling achieved a better performance
than SRIDHCR, LK-Means and SC-MOGA with a confidence level of more than 95%
for all four indexes.

Table 4

Adjusted Mutual Information (AMI) results on 23 datasets

Dataset Number of clusters

Iris K= =5 K=7 K=9 K=11 Mean
SRIDHCR 0.196 0.260 0.204 0.236 0.241 0.227
LK-Means 0.655 0.538 0.497 0.451 0.387 0.506
SCEC 0.912 0.691 0.589 0.543 0.483 0.644
SC-MOGA 0.912 0.740 0.611 0.548 0.503 0.663
SC-MOGA with 1 1 0.950 0.908 0.908 0.953
data sampling

Heart =2 =5 =8 K=11 K=14 Mean
SRIDHCR 0.011 0.082 0.078 0.104 0.097 0.074
LK-Means 0.293 0.212 0.137 0.134 0.104 0.176
SCEC 0.417 0.247 0.185 0.192 0.171 0.242
SC-MOGA 0.658 0.441 0.331 0.295 0.259 0.397
SC-MOGA with 0.719 0.441 0.350 0.295 0.272 0.415
data sampling

Glass =6 =7 =8 =9 K=10 Mean
SRIDHCR 0.093 0.132 0.138 0.092 0.106 0.112
LK-Means 0.148 0.159 0.156 0.132 0.149 0.149
SCEC 0.478 0.492 0.457 0.437 0.432 0.459
SC-MOGA 0.532 0.577 0.516 0.482 0.467 0.515
SC-MOGA with 0.759 0.718 0.743 0.715 0.715 0.730
data sampling

Diabetes K=2 K=7 K=12 K=17 K=22 Mean
SRIDHCR 0.113 0.049 0.044 0.043 0.041 0.058
LK-Means 0.086 0.068 0.047 0.040 0.043 0.057
SCEC 0.194 0.089 0.095 0.080 0.081 0.108
SC-MOGA 0.375 0.269 0.198 0.160 0.129 0.226
SC-MOGA with 0.430 0.280 0.234 0.188 0.141 0.255

data sampling
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Dataset

Number of clusters

Vehicle Silhouettes
SRIDHCR
LK-Means

SCEC

SC-MOGA

SC-MOGA with data
sampling

Image
Segmentation

SRIDHCR
LK-Means
SCEC
SC-MOGA

SC-MOGA with data
sampling

Ionosphere
SRIDHCR
LK-Means
SCEC
SC-MOGA

SC-MOGA with data
sampling

Sonar
SRIDHCR
LK-Means
SCEC
SC-MOGA

SC-MOGA with data
sampling

BS
SRIDHCR
LK-Means
SCEC
SC-MOGA

SC-MOGA with data
sampling

0.076
0.112
0.270
0.492
0.522

=7

0.446
0.548
0.755
0.625
0.750

=2
0.053
0.174
0.371
0.390
0.511

0.012
0.094
0.225
0.474

N/A
N/A
0.508
0.608
0.613

0.107
0.129
0.325
0.417
0.429

K=14

0.522
0.551
0.655
0.601
0.653

=5
0.112
0.177
0.304
0.375
0.417

0.001
0.036
0.198
0.484
0.961

N/A
N/A
0.301
0.342
0.364

K=12
0.132
0.128
0.297
0.345
0.393

K=21

0.469
0.492
0.600
0.565
0.592

K=8

0.069
0.125
0.299
0.301
0.361

K=6

0.050
0.017
0.180
0.414
0.859

K=11
N/A
N/A
0.256
0.275
0.292

K=16
0.141
0.118
0.268
0.369
0.380

K=28

0.428
0.439
0.540
0.521
0.556

K=11
0.082
0.156
0.281
0.273
0.313

K=8

0.019
0.039
0.192
0.349
0.961

K=15
N/A
N/A
0.246
0.238
0.257

0.116
0.117
0.207
0.335
0.346

K=35

0.392
0.411
0.465
0.465
0.486

K=14
0.075
0.108
0.248
0.236
0.284

K=10
0.020
0.058
0.191
0.311
0.961

K=19
N/A
N/A
0.227
0.214
0.235

Mean
0.114
0.121
0.273
0.392
0.414

Mean

0.451
0.488
0.603
0.555
0.607

Mean
0.078
0.148
0.301
0.315
0.377

Mean
0.020
0.049
0.197
0.406
0.948

Mean
N/A
N/A
0.308
0.335
0.352
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Table 4 (Continue)

Dataset Number of clusters

BTSC K= =7 K=12 K=17 K=22 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.094 0.094 0.038 0.045 0.038 0.062
SC-MOGA 0.147 0.169 0.143 0.098 0.038 0.119
SC-MOGA with 0.292 0.334 0.280 0.233 0.225 0.273
data sampling

CMSC =2 =6 K=10 K=14 K=18 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.005 0.009 0.031 0.037 0.050 0.026
SC-MOGA 0.035 0.032 0.036 0.035 0.036 0.035
SC-MOGA with 0.473 0.311 0.268 0.254 0.198 0.301
data sampling

CMC K= =9 K=15 K=21 K=27 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.054 0.057 0.049 0.044 0.043 0.049
SC-MOGA 0.228 0.092 0.074 0.009 0.007 0.082
SC-MOGA with 0.650 0.801 0.566 0.401 0.396 0.563
data sampling

HS K=2 K=5 K=8 K=11 K=14 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.099 0.059 0.062 0.055 0.051 0.065
SC-MOGA 0.118 0.285 0.237 0.244 0.222 0.221
SC-MOGA with 0.152 0.355 0.373 0.329 0.320 0.306
data sampling

LD K=2 K=5 K=8 K=11 K=14 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.048 0.074 0.065 0.076 0.081 0.069
SC-MOGA 0.255 0.451 0.338 0.285 0.257 0.317
SC-MOGA with 0.351 0.496 0.597 0.637 0.530 0.522

data sampling
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Supervised Clustering based on a Multi-objective Genetic Algorithm

Dataset Number of clusters

MP K= =6 K=10 K=14 K=18 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.310 0.301 0.274 0.233 0.247 0.273
SC-MOGA 0.497 0.390 0.294 0.253 0.205 0.328
SC-MOGA with data  0.616 0.431 0.369 0.341 0.296 0.411
sampling

Musk =2 =6 K=10 K=14 K=18 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.148 0.120 0.117 0.143 0.117 0.129
SC-MOGA 0.255 0.312 0.303 0.257 0.200 0.265
SC-MOGA with data ~ 0.889 0.790 0.981 0.881 0.915 0.891
sampling

Seeds K= =5 =7 =9 K=11 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.777 0.669 0.669 0.541 0.480 0.627
SC-MOGA 0.828 0.697 0.591 0.539 0.471 0.625
SC-MOGA with data 1 1 0.767 0.675 0.644 0.817
sampling

SPECTF K=2 K=5 K=8 K=11 K=14 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.050 0.092 0.086 0.085 0.098 0.082
SC-MOGA 0.061 0.101 0.260 0.230 0.205 0.171
SC-MOGA with data 1 1 1 1 1 1
sampling

SPF K=7 K=14 K=21 K=28 K=35 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.385 0.394 0.299 0.277 0.275 0.326
SC-MOGA 0.227 0.150 0.064 0.006 0.007 0.091
SC-MOGA with data ~ 0.574 0.707 0.694 0.599 0.607 0.636

sampling
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Table 4 (Continue)

Dataset Number of clusters

TAE K= =5 K=7 K=9 K=11 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.141 0.122 0.114 0.134 0.116 0.125
SC-MOGA 0.432 0.465 0.369 0.461 0.411 0.428
SC-MOGA with 0.649 0.638 0.534 0.566 0.503 0.578
data sampling

Vertebral K=3 K=6 K=9 K=12 K=15 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.548 0.548 0.338 0.321 0.281 0.407
SC-MOGA 0.557 0.548 0.431 0.420 0.326 0.456
SC-MOGA with 0.667 0.666 0.578 0.618 0.652 0.636
data sampling

Wilt K=2 K=5 K=8 K=11 K=14 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.019 0.021 0.024 0.026 0.010 0.020
SC-MOGA 0.027 0.049 0.055 0.059 0.040 0.046
SC-MOGA with 0.879 0.800 1 0.853 0.793 0.865
data sampling

Wine K=3 K=5 K=7 K=9 K=11 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.925 0.693 0.629 0.528 0.461 0.647
SC-MOGA 0.972 0.713 0.604 0.528 0.471 0.658
SC-MOGA with 1 0.902 0.939 0.748 0.738 0.865

data sampling
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Table 5
Adjusted Rand Index (ARI) results on 23 datasets

Dataset Number of clusters

Iris K= =5 K=7 K=9 K=11 Mean
SRIDHCR 0.190 0.259 0.196 0.221 0.233 0.220
LK-Means 0.644 0.568 0.552 0.527 0.457 0.550
SCEC 0.922 0.740 0.627 0.571 0.471 0.666
SC-MOGA 0.922 0.792 0.656 0.532 0.504 0.681
SC-MOGA with 1 1 0.980 0.961 0.961 0.980
data sampling

Heart =2 =5 =8 K=11 K=14 Mean
SRIDHCR 0.019 0.110 0.099 0.111 0.099 0.088
LK-Means 0.315 0.257 0.164 0.155 0.119 0.202
SCEC 0.525 0.368 0.193 0.227 0.164 0.295
SC-MOGA 0.763 0.436 0.254 0.211 0.150 0.363
SC-MOGA with 0.816 0.439 0.306 0.212 0.184 0.391
data sampling

Glass =6 =7 =8 =9 K=10 Mean
SRIDHCR 0.074 0.092 0.104 0.079 0.091 0.088
LK-Means 0.168 0.134 0.143 0.119 0.137 0.140
SCEC 0.413 0.392 0.419 0.355 0.364 0.389
SC-MOGA 0.424 0.460 0.395 0.388 0.336 0.401
SC-MOGA with 0.786 0.776 0.754 0.732 0.666 0.743
data sampling

Diabetes K=2 K=7 K=12 K=17 K=22 Mean
SRIDHCR 0.182 0.059 0.068 0.048 0.041 0.080
LK-Means 0.150 0.089 0.060 0.043 0.045 0.077
SCEC 0.292 0.115 0.116 0.058 0.057 0.128
SC-MOGA 0.370 0.269 0.140 0.083 0.069 0.186
SC-MOGA with 0.508 0.284 0.146 0.094 0.062 0.219
data sampling

Vehicle Silhouettes  K=4 K=8 K=12 K=16 K=20 Mean
SRIDHCR 0.051 0.082 0.109 0.110 0.088 0.088
LK-Means 0.082 0.103 0.108 0.098 0.100 0.098
SCEC 0.260 0.295 0.243 0.216 0.185 0.240
SC-MOGA 0.465 0.378 0.269 0.273 0.219 0.321
SC-MOGA with 0.506 0.385 0.318 0.264 0.222 0.339

data sampling
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Table 5 (Continue)

Dataset Number of clusters

Image =7 K=14 K=21 K=28 K=35 Mean
Segmentation

SRIDHCR 0.446 0.483 0.410 0.326 0.278 0.389
LK-Means 0.447 0.502 0.444 0.388 0.357 0.428
SCEC 0.716 0.621 0.585 0.521 0.442 0.577
SC-MOGA 0.532 0.517 0.480 0.457 0.397 0.477
SC-MOGA with 0.692 0.589 0.502 0.496 0.409 0.538
data sampling

Ionosphere =2 =5 K=8 K=11 K=14 Mean
SRIDHCR 0.115 0.163 0.112 0.120 0.080 0.118
LK-Means 0.196 0.199 0.130 0.189 0.124 0.168
SCEC 0.447 0.426 0.408 0.366 0.247 0.379
SC-MOGA 0.387 0.390 0.301 0.279 0.248 0.321
SC-MOGA with 0.630 0.499 0.364 0.292 0.264 0.410
data sampling

Sonar =2 K= =6 K=8 K=10 Mean
SRIDHCR 0.042 0.001 0.048 0.018 0.025 0.027
LK-Means 0.103 0.044 0.034 0.052 0.059 0.058
SCEC 0.297 0.278 0.222 0.202 0.174 0.235
SC-MOGA 0.575 0.556 0.417 0.305 0.242 0.419
SC-MOGA with 1 0.990 0.941 0.990 0.990 0.982
data sampling

BS K=3 K=7 K=11 K=15 K=19 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.594 0.278 0.192 0.156 0.124 0.269
SC-MOGA 0.649 0.273 0.186 0.127 0.100 0.267
SC-MOGA with 0.649 0.305 0.192 0.157 0.128 0.286
data sampling

BTSC K=2 K=7 K=12 K=17 K=22 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.227 0.227 0.027 0.038 0.032 0.110
SC-MOGA 0.066 0.116 0.076 0.032 0.013 0.061
SC-MOGA with 0.470 0.508 0.493 0.474 0.492 0.487

data sampling
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Table 5 (Continue)

Dataset Number of clusters

CMSC K= =6 K=10 K=14 K=18 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.005 0.005 0.007 0.014 0.017 0.010
SC-MOGA 0.086 0.092 0.069 0.014 0.017 0.056
SC-MOGA with 0.679 0.509 0.476 0.462 0.432 0.512
data sampling

CMC K= =9 K=15 K=21 K=27 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.055 0.043 0.033 0.025 0.021 0.035
SC-MOGA 0.225 0.078 0.053 0.005 0.004 0.073
SC-MOGA with 0.619 0.904 0.658 0.396 0.416 0.599
data sampling

HS =2 =5 =8 K=11 K=14 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.229 0.106 0.088 0.056 0.037 0.103
SC-MOGA 0.083 0.245 0.161 0.136 0.113 0.148
SC-MOGA with 0.292 0.565 0.616 0.538 0.591 0.520
data sampling

LD K=2 K=5 K=8 K=11 K=14 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.085 0.092 0.078 0.060 0.074 0.078
SC-MOGA 0.331 0.474 0.273 0.194 0.153 0.285
SC-MOGA with 0.379 0.713 0.818 0.853 0.744 0.701
data sampling

MP K=2 K=6 K=10 K=14 K=18 Mean
SRIDHCR N/A N/A N/A N/A N/A N/A
LK-Means N/A N/A N/A N/A N/A N/A
SCEC 0.249 0.377 0.191 0.138 0.141 0.219
SC-MOGA 0.514 0.349 0.199 0.144 0.102 0.262
SC-MOGA with 0.648 0.622 0.508 0.505 0.433 0.543

data sampling
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Table 5 (Continue)

Dataset Number of clusters

Musk =2 =6 K=