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Foreword

Welcome to the fourth issue of 2021 for the Pertanika Journal of Science and Technology (PJST)!

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra Malaysia Press. It is independently owned and managed by the university for the benefit of the world-wide science community.

This issue contains 49 articles; two case studies, four review articles, and the rest are regular articles. The authors of these articles come from different countries namely India, Indonesia, Iran, Iraq, Japan, Malaysia, Nigeria, Pakistan, Russia, Saudi Arabia, Sweden, Thailand, and UK.

A regular article titled “A deep learning approach for retinal image feature extraction” was written by Mohammed Enamul Hoque and co-researchers from Universiti Malaysia Sarawak. This study proposes a retinal image feature, true vessel segments extraction approach exploiting the Faster Retinal Convolutional Neural Network. The fundamental Image Processing principles have been employed for pre-processing the retinal image data. A combined database assembling image data from different publicly available databases have been used to train, test, and evaluate this proposed method. This proposed method has obtained 92.81% sensitivity and 63.34 positive predictive value in extracting true vessel segments from the top first tier of colour retinal images. It is expected to integrate this method into ophthalmic diagnostic tools with further evaluation and validation by analysing the performance. Detailed information on this study can be found on page 2543.

The following article is on analytical and numerical investigations of mechanical vibration in the vertical direction of a human body in a driving vehicle using a biomechanical vibration model. In this study, analytical and numerical solutions for the dynamic biomechanical vibration model have been presented in detail to investigate and analyse the dynamic response of a human body when seated in a driving vehicle. The first simulation was an analytical solution by deriving the general equations of the motion of the vibration behaviour for the human body to calculate the natural frequency for individual parts. The second simulation was a finite element technique to calculate natural frequency and vibration modes for the human body under different frequency loads. The simulation results show that the mechanical response expected and predicted to respond to the human body is perfect using this biomechanical model in a vibratory environment as in a vehicle driving, which will help stimulate the quality and design of vibration insulator such as a seat. Complete information on this study is presented on page 2791.
Another article that we wish to highlight is “Failure rate estimation for transformer population based on health index through Markov model approach” by Nor Shafiqin Shariffuddin et al. from Malaysia. The condition parameters data extracted from 3,192 oil samples were analysed in this study. The samples were from 370 transformers with an age range between 1 and 25 years. Based on the Markov model prediction, the failure rate of the transformer population increases as the transformer’s age increases, and it begins to exceed the global average failure rates at 14 years. Overall, the Markov model can be considered a viable approach to predict transformer failure rates, and it can be used as an alternative option to determine the forecasted failure data. Detailed information on this study is presented on page 3029.

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-provoking and useful in reaching new milestones in your own research. Please recommend the journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process involving a minimum of two reviewers comprising internal as well as external referees. This was to ensure that the quality of the papers justified the high ranking of the journal, which is renowned as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other countries around the world as well.

In the last 12 months, of all the manuscripts peer-reviewed, 36% were accepted. This seems to be the trend in PJST.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers, Editor-in-Chief and Editorial Board Members of PJST, who have made this issue possible.

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Dr. Mohammad Jawaid
executive_editor.pertanika@upm.edu.my
Mobile Application Development for Spectral Signature of Weed Species in Rice Farming

Nor Athirah Roslin¹, Nik Norasma Che’Ya¹*, Nursyazyla Sulaiman¹, Lutfi Amir Nor Alahyadi¹ and Mohd Razi Ismail²
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ABSTRACT

Weed infestation happens when there is intense competition between rice and weeds for light, nutrients and water. These conditions need to be monitored and controlled to lower the growth of weeds as they affect crops production. The characteristics of weeds and rice are challenging to differentiate macroscopically. However, information can be acquired using a spectral signature graph. Hence, this study emphasises using the spectral signature of weed species and rice in a rice field. The study aims to generate a spectral signature graph of weeds in rice fields and develop a mobile application for the spectral signature of weeds. Six weeds were identified in Ladang Merdeka using Fieldspec HandHeld 2 Spectroradiometer. All the spectral signatures were stored in a spectral database using Apps Master Builder, viewed using smartphones. The results from the spectral signature graph show that the jungle rice (Echinochloa spp.) has the highest near-infrared (NIR) reflectance. In contrast, the saromacca grass (Ischaemum rugosum) shows the lowest NIR reflectance. Then, the first derivative (FD) analysis was run to visualise the separation of each species, and the 710 nm to 750 nm region shows the highest separation. It shows that the weed species can be identified using spectral signature by FD analysis with accurate separation.

The mobile application was developed to provide information about the weeds and control methods to the users. Users can access information regarding weeds and take action based on the recommendations of the mobile application.

Keywords: Mobile application, rice farming, spectral signature, weed species
INTRODUCTION

Rice is considered a security commodity. The national policy is to maintain a prudent level of self-sufficiency, 65% at minimum (Vaghefi et al., 2016). One-fifth of the world population or more than a billion households in Asia, Africa, and America rely on the rice systems as their primary source of employment and livelihoods. Apart from this, statistics have proven that the rice industry in Malaysia had created a stable income for the country. However, according to the Department of Statistics Malaysia in 2018, there is a decrease in the rice production in 2017 from 2,739 tonnes to 2,539 tonnes after one year. Many factors caused the decrease of production in paddy, such as climate change (Alam et al., 2012), the changes of planting method from transplanting to direct-seeding (Dilipkumar et al., 2018), field management (Yuhao et al., 2020), and weed infestation such as weedy rice (Man & Zain, 1998). The yield reduction is high if there is a high weed infestation in the rice field (Jabran et al., 2018). Furthermore, Sudianto et al. (2016) stated that similar to Southeast Asian countries, Malaysia faced problems with the infestation of weedy rice because the establishment methods changed from transplanting of seedlings to direct seedling. Ishak et al. (2013) stated that agricultural activities do not meet the optimal production of crops due to pest and weed issues, weather changes, extreme solar radiation, and exploration.

Weed is an infamous pest that affects yield production all around the world. Around 10% to 35% yield losses have been recorded in Malaysia (Karim et al., 2004). Infestations of weedy rice could cut harvests by 80% if not tested. It will be a crucial constraint to the United States and other world regions relying on rice production (Vigueira et al., 2019). The matter is severe as weed causes problems if farmers are not proactive in its management or control method. The wide adoption of the direct-seeding system has led to a substantially increased infestation and spread of millennial weeds in Malaysia, especially the establishment of weedy rice in the 1980s and after that (Ruzmi et al., 2017). During direct seeding, the threat of weed infestation is a cause of concern and is unavoidable (Matloob et al., 2015).

Precision agriculture is known as site-specific farming that has potential methods to manage crop fields (Tang et al., 2016). It is a combination of several technologies such as global positioning system (GPS), remote sensing (RS) technology, geographic information system (GIS), and physical sensors that collect data of growth traits and yield of fields and carries out various kinds of management (Lin et al., 2019). For example, Roslan et al. (2013) used microwave and machine vision application as the rapid detection method in determining the surface of Dioscorea hispida rhizome alkaloid content. They found that the method can be used to visualise the colours on the D.hispida rhizome peel. This technique is beneficial to many parties and solves ineffective traditional agricultural practices while increasing yield productivity. Productivity increase is essential with the rising human population. The demand for rice increases along with global rice farming and goods (Tang et al., 2016).
Weed Control Management in Rice Field

Weed control management is crucial to prevent yield losses. It cuts the cost of production while maintaining the quality of grain. Weed control management helps to reduce weed infestation and prevents the growth of weed seed banks in soil (Labrada, 2003). Poor weed management control affects crops negatively, causing competition between the crops and weeds for sunlight, nutrients, and water. In addition, it increases the cost of production for hired labour and input cost to control the weeds. Furthermore, it causes low yield due to the losses and lowers grain quality which lowers the price. Therefore, weed control should be implemented before planting the seed as early as possible to avoid weed infestation. During the land preparation stage, weed control should be applied to reduce weed infestation in the field. Weed control shall continue until planting the seed in the fields because weed growth is crucial until the paddy matures.

Weed Detection using Remote Sensing and Mobile Applications in Agriculture

Differences between weeds and crops are hard to detect because they have similar shapes and colour. Each weed species can be identified based on distinct spectral signatures. Remote sensing technology was used for weed detection using spectral reflectance and crop spectral reflectance (Bajwa et al., 2015). The colour infrared photography method provides a better weed screening between the crops (Medlin et al., 2000). Razali et al. (2009) opined that objects could be characterised using colour as a fundamental physical property. It is used to identify the maturity phase and harvesting process for products in agriculture. The light intensity could change the red-green-blue composition of agricultural products due to the variation of daylight. The colour and texture of a high-resolution red-green-blue image and reflectance of a low-resolution multispectral image are combined to detect weeds in rice fields. This combination will produce a fused red-green-blue and multispectral image combination with better weed discrimination features (Barrero & Perdomo, 2018). The reflective indices of the near-infrared spectrum are visible in the form of colour variability compared to the red-green-blue spectrum (Price, 1994). In addition, weed detections can be made through hyperspectral imaging (HSI), which captures data in hundreds of narrow bands, and has shown promising results when performing per-pixel classification (Wendel & Underwood, 2016). Each weed species has a unique spectral signature and reflectance (Figure 1). In addition, the leaf pigments, cell structure, and water content are different for each weed species. Based on these differences, weed species can be detected (Abdulridha et al., 2016). Unfortunately, most farmers cannot identify rice diseases, pests, and weeds in the fields because they have limited access to the latest data and information to control pests, especially weeds (Adesina et al., 1994).
The Development of Mobile Applications for Utilisation in the Rice Field

For the future of agriculture, the development of mobile applications is a significant initiative to create more advanced agriculture practices. The rapid growth of beneficial mobile applications and the advancement of mobile phones or smartphones, make these devices essential for farmers nowadays (Pongnumkul et al., 2015). Furthermore, most mobile applications are small in size. Therefore, they would not burden their smartphones and serve them with many features such as managing their data, machinery, orders, maps and navigation, and calendar (Desrial & Indriawardhana, 2019). Via an application that can detect a plant with a disease where it performs a survey and observation that minimises harm to the plants with a quick outcome. The result from the survey and observation can be a reference for the management of other crops in the future (Zhang et al., 2019).

Many rice-producing countries also have developed mobile applications. For example, Malaysia’s advanced and available applications in Google Playstore are MARDI MyPerosakPadi, MARDI Padi Aerob, Rice Check Padi, and Agrimaths. These mobile applications can help users or farmers gain knowledge or information in managing paddy and rice from the start (planting) till the end (harvesting) (Rosle et al., 2019). Usually, in rice production, there is a problem with nutrient deficiency. Therefore, mobile applications can assist farmers to measure the correct levels of nitrogen in paddy plants (Dela Cruz, 2019). Other than that, high accuracy of grain counting can be done, providing quick results (Liu et al., 2017).

Weed infestation in crops is a serious matter to the farmers. It can cause many problems related to the plant from the start of planting up to the yield phase. Smartphones can increase farmers’ income opportunities and solve vulnerabilities in the rural areas of less-developed
countries for smallholder farmers (Ramli et al., 2019). Identification of weed in crops is vital because it relates to the farmers’ strategy and decision to manage the fields (Henson et al., 2017). Other than that, farmers can identify the weeds they are not familiar with by using a mobile application (Rahman et al., 2015). Table 1 shows the mobile apps for weed management in crop fields. WeedID and Padi2U provide information regarding weeds and how to control them. At the same time Adebayo et al. (2018) show the recommended weed management at different rice growth stages. Rahman et al. (2015) and Haug et al. (2014) used images to identify the weeds and recommend how to treat the weeds. All these applications are helpful but lack the spectral information of weed species. According to Su (2020), the spectral signature can be used to identify the weed species in high accuracy compared to image identification.

Spectral signature for plants is essential because it shows the unique value and the characteristics of the plant’s species. The same goes for the weeds, as the spectral signature can be visualised using the spectral signature graph. Each spectral signature of weeds species has a different graph curve based on the specific characteristics. Therefore, a spectral library can be used to compare the reflectance of weeds and plants in a field and estimate the infestation percentage in the field (Yang & Kong, 2017). Furthermore, the spectral signature library can be used to discriminate and identify the plant location. Thus, the mapping of plant varieties can be done (Rao, 2008). The spectral signature graph is stored in the spectral signature library in a digital database to protect from loss and for easy access by researchers worldwide (Rossel et al., 2016). Digital database such as United States Geological Survey (USGS) Spectral Library Version 7 contains reflectance spectra including samples of minerals, rocks, soils, physically constructed, and mathematically

Table 1

<table>
<thead>
<tr>
<th>Mobile application</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WeedID (Henson et al., 2017)</td>
<td>To identify weed using weed images, common name, scientific name, family name, weed characteristic, habitat, and method to control.</td>
</tr>
<tr>
<td>Padi2U (Athirah et al., 2020)</td>
<td>To identify common weed found in paddy by providing weed photo, common name, family name, description, weed habitat, and suggested method to control.</td>
</tr>
<tr>
<td>RiceAdvice-Weed Manager (Adebayo et al., 2018)</td>
<td>Provide recommended weed management at different rice growth stages. Weed information in the mobile application is based on farmers’ knowledge. However, expert advice is provided for the best method to control the weed.</td>
</tr>
<tr>
<td>A mobile application using image analysis (Rahman et al., 2015)</td>
<td>Images captured and uploaded into the system, which identifies the image using a hierarchical system. The first level consists of non-experts and, the second level is from the experts.</td>
</tr>
<tr>
<td>Crop and weed identification using plant classification (Haug et al., 2014)</td>
<td>From the image captured by the user, the system will identify the weed and come out with the recommended method to control the weed.</td>
</tr>
</tbody>
</table>
computed mixtures, plants, vegetation communities, microorganisms, and artificial materials (Kokaly et al., 2017). Most conventional spectral libraries focus on minerals, and urban areas’ temperature, where the primary information was soil. Examples of soil and minerals spectral libraries are ASTER Spectral Library, John Hopkin Spectral Library, Jet Propulsion Laboratory Spectral Library, MedSpec, and LILIAN (Adam, 2012). Vegetation spectral library was created in South China to store spectral data, different growth periods of various crops, and providing analysis with control strategy management of crops to the users (Chen et al., 2005).

Two spectral libraries of a selected tropical rainforest were designed and developed to store the data of vegetation spectra such as leaf condition, vigorous, and other physiological and biological parameters (Lau & Hashim, 2007). Other than that, the rubber trees disease spectral library was developed to identify the spread of disease in a large area (Jusoff et al., 2010). All spectral libraries were developed on particular observation and mostly are inaccessible to public users. However, the spectral library for weed species in rice farming is an excellent start to store all spectral signatures for current use and the future. Hence, we developed a mobile application for weed management to replace the prior paper-based system and provide a spectral signature database of weed species accessible via mobile application.

**MATERIALS AND METHODS**

The study area is located at Ladang Merdeka, Kampung Lundang Paku, Ketereh, Kelantan with coordinate 5°59'3.0804"N, 102°12'24.0012"E and the total area of the field are 70,692.59 m² (Figure 2). The area is a well-organised plot, and the variety of the paddy

![Figure 2. Experimental plot in Ladang Merdeka](image-url)
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Seed is PadiU Putra. This paddy seed is a new variety, resistant to leaf blight disease, as discovered by UPM researchers.

**Data Collection**

Hyperspectral reflectance data were collected using an ASD FieldSpec® HandHeld 2 spectroradiometer (Malvern Panalytical, Cambridge, United Kingdom). The benefits of using FieldSpec® HandHeld 2 spectroradiometer is that it is cost-effective, user-friendly, versatile, and durable (ASDi, 2014). In addition, it has a highly sensitive detector array with a low stray light grating, a built-in shutter, DriftLock dark current compensation, and second-order filtering that produces a high signal-to-noise spectrum in under one second (ASDi, 2014) (Table 2).

Spectral signatures of weed were collected in 2018 at 9:00 am under the clear sky field conditions. The weed species collected were saromacca grass (*Ischaemum rugosum*), lesser fimbristylis (*Fimbristylis miliacea*), red sparangletop (*Leptochloa chinensis*), weedy rice (*Oryza sativa* L.), jungle rice (*Echinochloa* spp.), and flower of jungle rice (*Echinochloa* spp.) (Table 3). The calibration process was done using the white panel provided by the Analytical Spectral Device Corporation (ASD), Inc., Boulder, CO, USA. The white panel diffuses the reflection by nearly 100% of the incident light throughout the spectral range. In other words, the reflectance value of the white reference panel is nearly one at every wavelength (ASDi, 2014). Each weed was collected for ten samples at random between 5 cm distance of the optical sensor and the sample. This technique is used to avoid error and noise for data recording (Norasma, 2016).

### Table 2

*FieldSpec® HandHeld 2 Spectroradiometer properties (ASDi, 2014)*

<table>
<thead>
<tr>
<th>Specification</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design</td>
<td>An ergonomic dual position “D” handle</td>
</tr>
<tr>
<td>Weight</td>
<td>1.17kg including batteries</td>
</tr>
<tr>
<td>Wavelength Range</td>
<td>325nm – 1075 nm</td>
</tr>
<tr>
<td>Accuracy</td>
<td>±1 nm</td>
</tr>
<tr>
<td>Optional GPS</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### Table 3

*Weed species collected using a spectroradiometer (Analytical Spectral Device Corporation (ASD), Inc., Boulder, CO, USA)*

<table>
<thead>
<tr>
<th>Weed species</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saromacca grass (<em>Ischaemum rugosum</em>)</td>
<td>IR</td>
</tr>
<tr>
<td>Lesser fimbristylis (<em>Fimbristylis miliacea</em>)</td>
<td>FM</td>
</tr>
<tr>
<td>Red sparangletop (<em>Leptochloa chinensis</em>)</td>
<td>LC</td>
</tr>
<tr>
<td>Weedy rice (<em>Oryza sativa</em> L.)</td>
<td>OSL.</td>
</tr>
<tr>
<td>Jungle rice (<em>Echinochloa spp.</em>)</td>
<td>E</td>
</tr>
<tr>
<td>Flower of jungle rice (<em>Echinochloa spp.</em>)</td>
<td>FE</td>
</tr>
</tbody>
</table>
Data Analysis

All the raw data were transferred to a computer using a USB cable. First, the data was saved in a Microsoft Excel spreadsheet. Then, the data were binned into 10 nm spectral band each compared to 1 nm originally (Figure 3). Next, the spectral signature was visualised in the spectral reflectance graph for each species using Microsoft Excel. Then, the first derivative was run and visualised using Microsoft Excel as the steps below:

(a) Spectral Reflectance Visualisation

The spectral reflectance for all species was visualised graphically using Microsoft Excel step 3 (Figure 3).

(b) First Derivative Analysis

The first derivatives were calculated using Equation 1 in MS Excel and displayed in step 4 (Figure 3).

\[ FD = \frac{R}{R} = \frac{R_{y2} - R_{y1}}{\lambda_{x2} - \lambda_{x1}} \]  

Where:

\( FD \) = First Derivative  
\( R_{y1}, R_{y2} \) = Reflectance of the first and second reflectance pairs n1 and n2  
\( \lambda_{x1}, \lambda_{x2} \) = Wavelength of first and second reflectance pairs n1 and n2  
\( n \) = Position of reflectance.

Figure 3. Hyperspectral data download and pre-processing (Lutfi, 2020)
Mobile App Development

The platform used to build this application is an online website called https://masterappsbuilder.com. This website is commercial software to develop a mobile application. It is user friendly and easy to use. Figure 4 shows the main menu of the website that contains the list of applications. The statistics data about the number of apps installed on Android and IOS devices is shown on the website. Other than that, it shows the number of visitors to the mobile application. The editor menu is shown after selecting the application on the list. The application menu contains a few functions: design, colours, features, application, and publication (Figure 4). The building application interface is located under the feature function menu. The data were stored in the database that can be displayed on the application through the function features (Figure 4).

RESULTS AND DISCUSSION

Spectral Signature Graph

The spectral reflectance profile is shown graphically for each type of weed (Figure 6), a low reflectance in the visible region with slight
peaks in the green region. An increase begins at 690 nm reaching the static line in the near-infrared region. It is an ordinary green plant spectral reflectance. The percentage difference in reflectance between weeds at one wavelength and weeds at another wavelength is enormous.

Species differences show up at specific wavelengths. For example, in the visible spectrum (450 nm to 700 nm), all weed spectral signatures were very similar, and many overlapped. At the same time, for the infrared region (700 nm to 990 nm), the spectra of different species are separated by their different wavelengths (Figure 6).

Jungle rice (*Echinochloa* spp.) had the highest NIR reflectance than other weed species (Figure 6). The second highest reflectance was its flower of jungle rice (*Echinochloa* spp.), followed by weedy rice (*Oryza sativa* L.). Lesser fimbristylis (*Fimbristyliis miliacea*) had the lowest reflectance, followed by saromacca grass (*Ischaemum rugosum*). Finally, the red sparangletop (*Leptochloa chinensis*) had reflectance spectra from the other weeds (Figure 6).

Figures 7 to 12 show the spectral signatures for individual weed species such as saromacca grass (*Ischaemum rugosum*), lesser fimbristylis (*Fimbristyliis miliacea*), red sparangletop (*Leptochloa chinensis*), weedy rice (*Oryza sativa* L.), jungle rice (*Echinochloa* spp.) and Jungle rice flowers (*Echinochloa* spp.) respectively.

Figure 13 shows the first derivative graph for each weed species. It clearly shows the 710 nm to 750 nm regions of the weed species separately. It can be an indicator to identify the weed species in this region. This region is known as the Near InfraRed region where it is related to the photosynthesis process. Since each weed is different, the significant bands for each weed can be seen in this region (710 nm to 750 nm). NIR is related to the biogeochemical and leaf pigments of the weed species (Jensen, 2015). Thus, this region is essential as an indicator to differentiate the weed species by using spectral signature.

![Figure 6. Overlays of spectral reflectance graph of weeds](Image)

Figure 6. Overlays of spectral reflectance graph of weeds
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**Figure 7.** Spectral reflectance graph of Saromacca grass (*Ischaemum rugosum*) (Norasma et al., 2020)

**Figure 8.** Spectral reflectance graph of Lesser fimbristylis (*Fimbristylis miliacea*) (Norasma et al., 2020)

**Figure 9.** Spectral reflectance graph of Red sparangletop (*Leptochloa chinensis*) (Norasma et al., 2020)
Figure 10. Spectral reflectance graph of Weedy rice (*Oryza sativa* L.)

Figure 11. Spectral reflectance graph of Jungle rice (*Echinochloa* spp.)

Figure 12. Spectral reflectance graph of Jungle rice’s flowers (*Echinochloa* spp.)
User Interface Mobile Application

A mobile app was successfully developed using the MasterAppBuilder. Figure 14 shows the main menu for the mobile app. It contains weed information, the spectral signature of weeds, and guidelines on how to control the weeds. The spectral library menu contains information about the six weeds that had been studied in the project. Users can download the mobile application into their smartphones. The mobile application works by providing the image of the weed species, general name, scientific name, description, a method to control using a chemical application, and spectral signature graph of the weed species (Figure 14). Users can peruse the information provided in the mobile application to identify the weeds in their field based on the image and its description. A database of weed information, including spectral signatures, is stored in this mobile application. Users can easily access it from their mobile devices. This mobile application offers a spectral signature graph that makes a difference compared with previous mobile apps available (Table 1). The WeedID developed by Henson et al. (2017) only provides the image of the weeds, its detailed description, and method to control. The same method was used to develop Padi2U mobile application, which offers the weed images, descriptions, and recommended methods to control (Athirah et al., 2020). The other mobile application developed was based on the image captured by the user. The system will identify the weed images and provide the method to control the weeds (Haug et al., 2014; Rahman et al., 2015). Thus, in this study, we introduce the spectral signature of six species of weeds that are commonly found in the study area. It can be a reference for the user to see the spectral signature of each weed.

Figure 13. First derivative graph of weeds in KADA rice field

![FD Graph](image-url)
CONCLUSION AND FUTURE DIRECTION

Detecting weeds visually in a large rice field area is challenging and time-consuming for farmers. In such a way, the use of mobile applications assists the user to manage weed effectively. This research project connects the spectral signature library and mobile applications that could be a potential use in modern technology to manage weeds in the field. The mobile application can display the spectral signature of the weed and suggest methods to control the weed using chemical control. Other than that, various methods of control can also be given through the mobile application to assist the farmers in overcoming the growth of weeds. Furthermore, the spectral signature can serve as a reference to detect weeds with a hyperspectral sensor in a shorter time instead of using the conventional method, which requires more time to detect the entire rice field thoroughly.

The mobile application can display the spectral signature of weeds, and such information is accessible to farmers via smartphones. Moreover, using a mobile phone or smartphone, users can easily compare the weed that had infested their field with the weed...
information provided in the mobile application. In conclusion, the mobile application integrating spectral signature library can be a modus to display information about weed in the rice field.

Many challenges need to be overcome, such as the limitations in gaining raw data of the spectral signature of the weed in the rice field, the presence of various weeds in the field, the difference of control methods on each type of weed, and the conventional methods that the farmers are still using to detect weed. However, statistical analysis and vegetation index for the spectral reflectance analysis such as discriminant analysis, convolutional neural network (CNN), artificial neural network (ANN), and support vector machine (SVM) will increase the classification results.
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ABSTRACT

*Syzygium polyanthum* is a herb widely used in Malaysia and Indonesia in cuisines. Traditionally, the herbal decoction of *S. polyanthum* (daun salam) leaves is often used by diabetic patients in Indonesia. Therefore, our objective is to evaluate the scientific evidence available for *S. polyanthum* in lowering blood glucose levels (BGL). We systematically searched Pubmed, Google Scholar, Scopus, CENTRAL, LILAC and clinicaltrials.gov databases up to 23rd October 2020 using the keywords “*Syzygium polyanthum*” and “antidiabetic”. From the selected 413 articles, eight studies involving rodents were included. All results showed a significant effect in lowering BGL without any adverse effects. The possible underlying mechanism of action is attributed to inhibiting intestinal glucose absorption and enhancing glucose uptake by the muscles. Chemical families responsible for the effect were determined as flavonoids, alkaloids and terpenoids. Thus, *S. polyanthum* leaves showed potential antidiabetic properties, but further research is required to identify the active compounds followed by the safety evaluation of this compound.

Keywords: Blood glucose level, daun salam, diabetic, *Syzygium polyanthum*

INTRODUCTION

Diabetes mellitus (DM) is described as a deficiency of insulin production secreted by the pancreas or the inability of the body to use the insulin it produces (WHO, 2019). There are currently 420 million people globally with diabetes, with a mortality rate of 1.6 million in 2016 (Loke, 2020). This increase will occur due to population
growth, ageing, unhealthy diets, obesity and sedentary lifestyles (WHO, 2019). Asian
countries make up more than 60% of the world’s diabetic population (Ramachandran et
al., 2012). This situation is due to a few factors, such as urbanisation and socioeconomic
transition. Hence, they are prone to have more intra-abdominal fat accumulation and low
muscle mass (Ramachandran et al., 2012).

According to the National Health and Morbidity Survey 2019 (NHMS, 2019), almost
one in five Malaysian adults has diabetes. In addition, the survey found that 3.9 million
Malaysian adults were diagnosed with diabetes, surpassing the 2014 prediction by Health
Ministry that figure would not be reached until 2020 (Rashid, 2017).

There are two types of diabetes: Type 1 and Type 2. Type 1 diabetes (or juvenile/
childhood-onset diabetes) is defined as the failure of the pancreas to produce insulin caused
by hereditary factors or damage to the immune system (Berawi et al., 2017; WHO, 2019; &
Widyawati et al., 2015a). Type 2 diabetes (non-insulin-dependent or adult-onset diabetes)
is defined as the body’s inability to respond appropriately to the action of insulin. Type
2 diabetes is much more common worldwide, accounting for around 90% of all diabetic
patients, due to food intake habits, obesity, smoking and lack of physical activity (Berawi
et al., 2017; WHO, 2019; & Widyawati et al., 2015a).

Despite using insulin and oral medications to control blood glucose, diabetes remains
among the world’s top 10 causes of death (Waly et al., 2010; WHO, 2019; & Widharna
et al., 2015). In addition, DM is a risk factor for kidney, liver, and also contributes to the
two-fold increase of coronary heart disease and vascular damage, which lead to 50% to
80% of the diabetes patient mortality (Emerging Risk Factors Collaboration, 2011; Duncan
et al., 2003; Nwaneri et al., 2013; Rashid, 2017; & Whiteley et al., 2005).

Syzygium polyanthum belongs to the Myrtaceae family (The Plant List, 2012;
Quattrocchi, 2012). Among others, species included in the genus Syzygium are Eugenia
atropunctata, Eugenia holmanii, Eugenia balsamea, Syzygium cymosum, Syzygium
micranthum, and Syzygium pamatense (The Plant List, 2012; Quattrocchi, 2012). S.
polyanthum is widely distributed throughout Myanmar, Indo-China, Thailand, Malaysia,
and Indonesia (Azwar, 2010), with a few familiar names, such as Indian laurel, Indonesian
bay leaf, daun salam, kelat samak, samak, serah, serai kayu, kelat putih, kelat merah,
palong (Malaysia), manting, salam, and ubar serai (Indonesia) (Malaysian Herbal

Traditionally, S. polyanthum is widely used as a food ingredient in Indonesian and
Malaysian cuisine and used to treat diabetes in Indonesia (Azwar, 2010). It is usually dried,
crushed and extracted through soaking in boiled water (Dewijanti et al., 2018).

Other traditional uses include using the leaf and bark extracts of S. polyanthum for
treating diarrhoea (Burkill, 1935). In addition, the poultices of the bark, root and leaves
relieve itching (Burkill, 1935). The leaves contain polyphenols (flavonoids, terpenoids,
tannins) and saponin (Hikmah et al., 2016; Liem et al., 2015; Wahjuni et al., 2018; Widharna et al., 2015; Widyawati et al., 2015a & Yuliana, 2014). In medicinal plants. These polyphenols, saponins and coumarins have been reported to exhibit antidiabetic properties (Hikmah et al., 2016; Wahjuni et al., 2018; Yuliana, 2014).

Since *S. polyanthum* leaves are ethnobotanically used in treating diabetes in Indonesia and Malaysia (Dewijanti, 2018 & Burkill, 1935), the National Agency for Drug and Food Control in Indonesia highly regards this medicinal plant. Therefore, we conducted this study to evaluate the scientific evidence available for *S. polyanthum* in lowering blood glucose levels (BGL).

**MATERIALS AND METHODS**

This review was conducted under the Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines (Liberati et al., 2009).

**Search Strategy**

A literature search was conducted to identify relevant studies on *S. polyanthum* in lowering blood glucose. The following six electronic databases were searched for this purpose: Pubmed, Google Scholar, Scopus, CENTRAL, LILAC, and clinicaltrials.gov with two keywords (*Syzygium polyanthum* and antidiabetic) and their combinations (Table 1). The bird’s eye view strategy was applied to identify all the antidiabetic properties of *S. polyanthum*. Relevant studies were further identified by going through the citations and lists of references in the related articles. All related articles found in English and Indonesian were included. Two authors independently conducted the literature search by dividing the databases list and followed by cross-checking to avoid redundancy. The search was done up to 23rd October 2020. The tentatively selected articles were reviewed for the inclusion criteria, peer-reviewed, and the articles that best met the criteria were carefully selected. The extensive literature search brought about 413 published articles (Table 1).

**Study Selection**

The PICOS (participants/patients, interventions, comparators, outcomes, study design) formula for the literature search was pre-determined through discussion by the authors. The selection of search terms was centred on participants and interventions for maximum sensitivity, as shown in Table 1. The search and inclusion/exclusion criteria are reported according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines and presented in a PRISMA flow chart in Figure 1. The abstract of the searched articles was screened, followed by full-text reading for articles fulfilling the inclusion criteria. The inclusion criteria were based on samples, intervention, outcomes and study design. Articles published in English and Indonesian were reviewed and extracted.
Two authors conducted the screening process. Any disagreement was discussed with the third author, and a decision is agreed on. Both authors worked independently in analysing the eight studies and tabulated the extracted data (Table 2), and subsequently critically appraised the chosen papers together to reduce bias.

**Selection of Samples and Intervention**

1. Types of study sample: This review included using *S. polyanthum* as an intervention in animals induced with diabetes.
2. Types of intervention selected for this review include studies using any form/dosage of *S. polyanthum* intervention comparing it with diabetic medications.
3. Types of comparison: The comparison groups included (a) group with *S. polyanthum* compared with glibenclamide, (b) group with *S. polyanthum* compared with metformin, and (c) group with a combination of *S. polyanthum* with glibenclamide.

**Selection of Outcomes**

The outcome selected was the intervention ability and the comparators of *S. polyanthum* for lowering BGL in Type 2 diabetes in experimental studies.

**Selection of Study Model**

*In vivo* and human trials (if any) that evaluated the effectiveness of *S. polyanthum* in lowering BGL were included in this review.

**Quality Assessment of Included Studies**

The risk of bias (RoB) tool for animal intervention studies, i.e. SYRCLE’s RoB tool, was used to assess the risk of bias of all included studies (Hooijmans et al., 2014b). Two independent authors performed a quality assessment of all included studies. Disagreements were resolved by discussion.

**RESULTS**

The search initially produced 413 potentially relevant studies (Table 1). However, 22 review articles were excluded immediately from these articles, as these contributed no additional data besides the original studies, which were already included. Another 111 studies were excluded based on duplication, vague references and unpublished work. Of the remaining 280 studies, 75 did not include antidiabetic studies, 120 did not use *S. polyanthum* species, and 77 involved other than in vivo studies. Conclusively, eight articles that fulfilled the inclusion criteria were included in this review (Hikmah et al., 2016; Liem
et al., 2015; Sutrisna et al., 2016; Wahjuni et al., 2018; Widharna et al., 2015; Widyawati et al., 2015a; Widyawati et al., 2015b; & Yuliana, 2014), as shown in the process of study selection (Figure 1).

The selected studies all used leaves extract of *S. polyanthum* in the form of extracts or decoction (Hikmah et al., 2016; Liem et al., 2015; Sutrisna et al., 2016; Wahjuni et al., 2018; Widharna et al., 2015; Widyawati et al., 2015a; Widyawati et al., 2015b; & Yuliana, 2014) and had comparable designs: in lowering BGL (Hikmah et al., 2016; Liem et al., 2015; Sutrisna et al., 2016; Wahjuni et al., 2018; Widharna et al., 2015; Sutrisna et al., 2016; Wahjuni et al., 2018; Widharna et al., 2015; Widyawati et

Table 1

<table>
<thead>
<tr>
<th>Databases</th>
<th>Year of search</th>
<th>Keyword used</th>
<th>No. of studies in search</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pubmed</td>
<td>2015 – 2020</td>
<td><em>Syzygium polyanthum</em> AND antidiabetic</td>
<td>3</td>
</tr>
<tr>
<td>Google scholar</td>
<td>2005 – 2020</td>
<td><em>Syzygium polyanthum</em> AND antidiabetic</td>
<td>295</td>
</tr>
<tr>
<td>Scopus</td>
<td>2005 – 2020</td>
<td><em>Syzygium polyanthum</em> AND antidiabetic</td>
<td>71</td>
</tr>
<tr>
<td>CENTRAL</td>
<td>2019</td>
<td><em>Syzygium polyanthum</em> AND antidiabetic</td>
<td>1</td>
</tr>
<tr>
<td>LILAC</td>
<td>(No hit)</td>
<td><em>Syzygium polyanthum</em> AND antidiabetic</td>
<td>0</td>
</tr>
<tr>
<td>Clinicaltrials.gov</td>
<td>2009 – 2020</td>
<td><em>Syzygium polyanthum</em> AND antidiabetic</td>
<td>43</td>
</tr>
<tr>
<td><strong>TOTAL SEARCH</strong></td>
<td></td>
<td></td>
<td><strong>413</strong></td>
</tr>
</tbody>
</table>

Note. As of 8th September 2020

Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) flow diagram of study selection
al., 2015a; Widyawati et al., 2015b; & Yuliana, 2014), fasted animals were first induced with diabetes using alloxan (Hikmah et al., 2016; Liem et al., 2015; Sutrisna et al., 2016; Wahjuni et al., 2018; Widharna et al., 2015; Widyawati et al., 2015a; & Yuliana, 2014) or streptozotocin (Widyawati et al., 2015a & 2015b) followed by *S. polyanthum* mixture with glibenclamide (Hikmah et al., 2016 & Liem et al., 2015), different dosages of *S. polyanthum* extract alone (Sutrisna et al., 2016; Wahjuni et al., 2018; Widharna et al., 2015; Widyawati et al., 2015b; & Yuliana, 2014) or different extracts of *S. polyanthum* (Widyawati et al., 2015a) supplementation for a duration of 6 to 56 days. Only one study had a test period of seven hours (Widyawati et al., 2015a).

The results showed that oral administration of methanol extract of *S. polyanthum* leaves (1000 mg/kg body weight) did not significantly alter BGL in normal or intraperitoneally glucose-loaded male Sprague Dawley rats. However, in streptozotocin-induced (55 mg/kg b.w.) diabetic male Sprague Dawley rats (180 g to 250 g), administration of the extract in three doses (250, 500, 1000 mg/kg b.w.) twice daily for six days significantly (p < 0.05, p < 0.01, p < 0.001) and dose-dependently reduced fasting BGL compared to the control (normal saline, 10 mL/kg b.w.) (Widyawati et al., 2015b).

The aqueous extract of *S. polyanthum* leaves (200 mg/kg b.w.) administered orally to intravenous glucose-loaded average male Wistar rats (100 g to 150 g) showed a significantly (p < 0.01) reduction in BGL after 30 minutes. Glibenclamide administered at 0.45 mg/kg b.w. on the other hand, significantly (p < 0.01) reduced the BGL after 90 minutes compared to the regular control group (received drinking water) (Widharna et al., 2015).

Aqueous extract of *S. polyanthum* leaves (200 mg/kg b.w.) administrated orally to alloxan-induced (150 mg/kg b.w.) diabetic male Wistar rats (100 g to 150 g) for 14 days significantly (p < 0.01) reduced their fasting BGL to 45% compared to untreated diabetic rats that received drinking water. However, oral administration of metformin (63 mg/kg b.w.) reduced fasting BGL to 48%, which showed no significant difference with the *S. polyanthum* extract (Widharna et al., 2015).

The combination of ethanol extract of *S. polyanthum* leaves (500 mg/kg b.w. and 750 mg/kg b.w.) with glibenclamide (0.65 mg/kg b.w.) administrated orally to alloxan-induced (120 mg/kg b.w.) diabetic mice (*Mus musculus*) for 14 days significantly (p < 0.05) lowered fasting BGL by 230 ± 23.69 and 233.75 ± 9.93 mg/dL. This result is significant compared to the negative control (Na carboxymethyl cellulose (CMC) 0.5%) by 4 ± 6.82 mg/dL, positive control (glibenclamide alone) by 150.75 ± 11.34 mg/dL, combination of ethanol extract of *S. polyanthum* leaves (250 mg/kg b.w.) with glibenclamide (0.65 mg/kg b.w.) by 170 ± 10.51 mg/dL, and ethanol extract of *S. polyanthum* alone of 250, 500 and 750 mg/kg b.w. at 134 ± 4.61, 151.25 ± 6.72, and 158.75 ± 17.64 mg/dL, respectively (Liem et al., 2015).

The leaf decoction of *S. polyanthum* (1800 mg/kg b.w.) administrated orally to alloxan-induced (120 mg/kg b.w.) diabetic male Wistar rats (180 gm to 200 g) for ten days...
significantly (p < 0.05) lowered fasting BGL on hyperglycaemic rats as well as Kupffer cell count. However, it is not likely to give significant results in lowering pancreatic and kidney haemorrhage scores (Yuliana, 2014).

Petroleum ether, chloroform, and methanol extract of *S. polyanthum* leaves at a dose of 1000 mg/kg b.w. administrated orally to intraperitoneal glucose-loaded average male Sprague Dawley rats (180 g to 250 g) for 30 minutes did not significantly alter the increase of BGL within 120 minutes after glucose loading (Widyawati et al., 2015a).

Aqueous extract of *S. polyanthum* leaves at a dose of (1000 mg/kg b.w.) administrated orally to intraperitoneal glucose-loaded average male Sprague Dawley rats (180 g to 250 g) for 30 minutes significantly (p < 0.05) increase BGL (9.3 ± 0.38 mmol/L) compared to the control (normal saline, 10 mL/kg b.w.). Metformin with the administration of 500 mg/kg b.w. dose, on the other hand, significantly displayed better BGL inhibition after 90 minutes (p < 0.01) (5.3 ± 0.14 mmol/L) and 120 minutes (p < 0.05) (5.1 ± 0.19 mmol/L) compared to the control (normal saline, 10 mL/kg b.w.) with 6.4 ± 0.23 mmol/L after 90 minutes and 5.9 ± 0.13 mmol/L after 120 minutes (Widyawati et al., 2015a).

Methanol extract of *S. polyanthum* leaves (1000 mg/kg b.w.) administrated orally to streptozotocin-induced (55 mg/kg b.w.) diabetic male Sprague Dawley rats (180 g to 250 g) for seven hours significantly (p < 0.01) decrease the fasting BGL compared to the diabetic control (normal saline, 10 mL/kg b.w.). Metformin, on the other hand, significantly reduced the blood glucose from the first hour (p < 0.01) to the seventh hour (p < 0.001) of the study (Widyawati et al., 2015a).

Ethanol extract of *S. polyanthum* leaves (62.5, 125, and 250) mg/kg b.w. administrated orally to alloxan-induced (150 mg/kg b.w.) diabetic male Wistar rats for ten days significantly (p < 0.05) reduced BGL (114.3 ± 9.4, 119.3 ± 23.4, 119.3 ± 11.3) mg/dL (Sutrisna et al., 2016).

The combination of ethanol extract of *S. polyanthum* leaves (750 mg/kg b.w.) and glibenclamide (0.65 mg/kg b.w.) administrated orally to alloxan-induced (70 mg/kg b.w.) diabetic male mice (*Mus musculus*) for 14 days shows significant (p > 0.05) mean difference of lowered fasting BGL (287.4 ± 65.05 mg/dL) compared to the negative control (Na CMC 0.5%) showing -78.8 ± 115.12 mg/dL, positive control (glibenclamide alone) (173.6 ± 60.55 mg/dL), ethanol extract of *S. polyanthum* leaves alone at (250, 500 and 750) mg/kg b.w. with 135.4 ± 28.89, 163.2 ± 47.99, 190.2 ± 46.98 mg/dL mean difference respectively, and the combination of ethanol extract of *S. polyanthum* leaves (250 and 500) mg/kg b.w. with glibenclamide (0.65 mg/kg b.w.) (237.4 ± 75.11, 246 ± 23.09) mg/dL (Hikmah et al., 2016).

Aqueous extract of *S. polyanthum* leaves (5.0 mg/kg b.w./day) administrated orally to alloxan-induced (125 mg/kg b.w.) diabetic Wistar rats for 56 days significantly (p < 0.05) lowered BGL (110.56 ± 1.68 mg/dL) than the control group (105.76 ± 2.53 mg/dL) (Wahjuni et al., 2018).
Figures 2 and 3 show the risk of bias assessment results of the eight studies included in this review. Six (75%) of the studies stated the studies have baseline characteristics based on this assessment. Since the backgrounds of the animals were essentially homogeneous,
### Table 2

**Data extraction table**

<table>
<thead>
<tr>
<th>Author, Year</th>
<th>Plant part</th>
<th>Type of extraction</th>
<th>Study subject</th>
<th>Induction of diabetes</th>
<th>Dosage</th>
<th>Comparison</th>
<th>p-value</th>
<th>Finding (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Widyawati et al., 2015)</td>
<td>Leaves</td>
<td>Methanol</td>
<td>Eighty-two healthy male Sprague Dawley rats weighing between 200 to 250 g</td>
<td>Streptozotocin-induced at 55 mg/kg b.w. intraperitoneally</td>
<td>125–1000 mg/kg b.w.</td>
<td>Glibenclamide, 10.00 mg/kg b.w. Metformin, 500.00 mg/kg b.w.</td>
<td>&lt; 0.01</td>
<td>Methanol extract of <em>S. polyanthum</em> leaves did not significantly alter the BGL in average and intraperitoneal glucose loaded rats, respectively. However, glibenclamide and metformin significantly reduced the BGL in normal and intraperitoneal-loaded glucose rats, respectively. Both methanol extract of <em>S. polyanthum</em> leaves and metformin, on the other hand, significantly reduced the fasting BGL in diabetic rats.</td>
</tr>
<tr>
<td>(Widharna et al., 2015)</td>
<td>Leaves</td>
<td>Aqueous</td>
<td>Eighty-four healthy male Wistar rats weighing between 100 to 150 g</td>
<td>Alloxan-induced at 150 mg/kg b.w. intravenously</td>
<td>200 mg/kg b.w.</td>
<td>Glibenclamide, 0.45 mg/kg b.w. Metformin, 63.00 mg/kg b.w.</td>
<td>&lt; 0.05</td>
<td>Both aqueous extract of <em>S. polyanthum</em> leaves and glibenclamide significantly lowered the BGL in intravenous glucose-loaded average rats. Aqueous extract of <em>S. polyanthum</em> leaves significantly reduced the fasting BGL while metformin did not significantly reduce the fasting BGL in diabetic rats.</td>
</tr>
<tr>
<td>(Liem et al., 2015)</td>
<td>Leaves</td>
<td>Ethanol</td>
<td>Thirty-two mice (<em>Mus musculus</em>)</td>
<td>Alloxan-induced at 120 mg/kg b.w. intraperitoneally</td>
<td>250–750 mg/kg b.w.</td>
<td>Glibenclamide, 0.65 mg/kg b.w.</td>
<td>&lt; 0.05</td>
<td>Combination of ethanol extract of <em>S. polyanthum</em> leaves with glibenclamide significantly lowered the fasting BGL in diabetic mice compared to glibenclamide alone.</td>
</tr>
<tr>
<td>(Yuliana, 2014)</td>
<td>Leaves</td>
<td>Aqueous</td>
<td>Twenty-four male Wistar rats weighing between 180 to 200 g</td>
<td>Alloxan-induced at 120 mg/kg b.w. intraperitoneally</td>
<td>900–2700 mg/kg b.w.</td>
<td>Untreated hyperglycemic rats</td>
<td>&lt; 0.05</td>
<td>Aqueous leaf decoction of <em>S. polyanthum</em> significantly lowered the fasting BGL in hyperglycemic rats.</td>
</tr>
</tbody>
</table>
Leaves
Petroleum, chloroform, methanol, aqueous
Seventy-five healthy male Sprague Dawley rats weighing between 180 to 250 g
Streptozotocin-induced at 55 mg/kg b.w. intraperitoneally
1000 mg/kg b.w.
Metformin, 500.00 mg/kg b.w.
p < 0.05 p < 0.01 Petroleum, chloroform, and methanol extract of S. polyanthum leaves did not significantly alter the increase of BGL in intraperitoneal glucose-loaded average rats. Aqueous extract of S. polyanthum leaves significantly altered the increase of BGL in intraperitoneal glucose-loaded average rats. Metformin significantly inhibited the BGL in intraperitoneal glucose-loaded average rats. Both methanol extract of S. polyanthum leaves and metformin, on the other hand, significantly reduced the fasting BGL in diabetic rats.

Leaves
Ethanol
Forty healthy male Wistar rats
Alloxan-induced at 150 mg/kg b.w.
60–250 mg/kg b.w.
Glibenclamide, 0.63 mg/kg b.w.
p < 0.05
Ethanol extract of S. polyanthum leaves reduced BGL in diabetic rats.

Leaves
Ethanol
Forty healthy male mice
Alloxan-induced at 70 mg/kg b.w. intravenously
250–750 mg/kg b.w.
Glibenclamide, 0.65 mg/kg b.w.
p > 0.05
Combination of ethanol extract of S. polyanthum leaves and glibenclamide significantly lowered the BGL in diabetic mice compared to S. polyanthum leaves and glibenclamide alone.

Leaves
Aqueous
Forty healthy Wistar rats
Alloxan-induced at 125 mg/kg b.w.
0.5–5.0 mg/kg b.w.
Glibenclamide, 0.18 mg/200g b.w.
p > 0.05
Aqueous extract of S. polyanthum leaves significantly reduced BGL in diabetic rats.

<table>
<thead>
<tr>
<th>Author, Year</th>
<th>Plant part</th>
<th>Type of extraction</th>
<th>Study subject</th>
<th>Induction of diabetes</th>
<th>Dosage</th>
<th>Comparison</th>
<th>p-value</th>
<th>Finding (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Widyawati et al., 2015a)</td>
<td>Leaves</td>
<td>Petroleum, chloroform, methanol, aqueous</td>
<td>Seventy-five healthy male Sprague Dawley rats weighing between 180 to 250 g</td>
<td>Streptozotocin-induced at 55 mg/kg b.w. intraperitoneally</td>
<td>1000 mg/kg b.w.</td>
<td>Metformin, 500.00 mg/kg b.w.</td>
<td>p &lt; 0.05 p &lt; 0.01</td>
<td>Petroleum, chloroform, and methanol extract of S. polyanthum leaves did not significantly alter the increase of BGL in intraperitoneal glucose-loaded average rats. Aqueous extract of S. polyanthum leaves significantly altered the increase of BGL in intraperitoneal glucose-loaded average rats. Metformin significantly inhibited the BGL in intraperitoneal glucose-loaded average rats. Both methanol extract of S. polyanthum leaves and metformin, on the other hand, significantly reduced the fasting BGL in diabetic rats.</td>
</tr>
<tr>
<td>(Sutrisna et al., 2016)</td>
<td>Leaves</td>
<td>Ethanol</td>
<td>Forty healthy male Wistar rats</td>
<td>Alloxan-induced at 150 mg/kg b.w.</td>
<td>60–250 mg/kg b.w.</td>
<td>Glibenclamide, 0.63 mg/kg b.w.</td>
<td>p &lt; 0.05</td>
<td>Ethanol extract of S. polyanthum leaves reduced BGL in diabetic rats.</td>
</tr>
<tr>
<td>(Hikmah et al., 2016)</td>
<td>Leaves</td>
<td>Ethanol</td>
<td>Forty healthy male mice</td>
<td>Alloxan-induced at 70 mg/kg b.w. intravenously</td>
<td>250–750 mg/kg b.w.</td>
<td>Glibenclamide, 0.65 mg/kg b.w.</td>
<td>p &gt; 0.05</td>
<td>Combination of ethanol extract of S. polyanthum leaves and glibenclamide significantly lowered the BGL in diabetic mice compared to S. polyanthum leaves and glibenclamide alone.</td>
</tr>
<tr>
<td>(Wahjuni et al., 2018)</td>
<td>Leaves</td>
<td>Aqueous</td>
<td>Forty healthy Wistar rats</td>
<td>Alloxan-induced at 125 mg/kg b.w.</td>
<td>0.5–5.0 mg/kg b.w.</td>
<td>Glibenclamide, 0.18 mg/200g b.w.</td>
<td>p &gt; 0.05</td>
<td>Aqueous extract of S. polyanthum leaves significantly reduced BGL in diabetic rats.</td>
</tr>
</tbody>
</table>
most of the studies did not describe the method of randomisation. None of the studies indicated whether the allocation was adequately concealed. As shown clearly in Figure 2, many items were scored as “unclear”, indicating that these animal studies’ reporting and presumably experimental design can be improved. Three (38%) of the studies did not state the source of the plant or extract, which gives a score of “unclear” in other bias.

DISCUSSION

Of the total eight studies we analysed, we found that different extracts of *S. polyanthum* leaves (aqueous, methanol, and ethanol) positively impact lowering the BGL in animal subjects. Out of the eight studies, the *S. polyanthum* leaves extract were conducted in average and diabetic rats to examine the hypoglycaemic (three studies) (Widharna et al., 2015; Widyawati et al., 2015a; & Widyawati et al., 2015b), intraperitoneal glucose tolerance test IPGTT (two studies) (Widyawati et al., 2015a & 2015b) and anti-hyperglycaemic (eight studies) (Hikmah et al., 2016; Liem et al., 2015; Sutrisna et al., 2016; Wahjuni et al., 2018; Widharna et al., 2015; Widyawati et al., 2015a; Widyawati et al., 2015b; & Yuliana, 2014). In addition, Sutrisna et al. (2016) reported that the most optimum dosage of ethanol extract of *S. polyanthum* leaves (62.5 mg/kg b.w.) administered to male Wistar rats reduced the BGL to 114.3 ± 9.4 mg/dL.

The phytochemical screening of *S. polyanthum* leaves extract contains tannins, flavonoids, alkaloids, and terpenoids (Hikmah et al., 2016; Liem et al., 2015; Wahjuni et al., 2018; Widharna et al., 2015; Widyawati et al., 2015b; & Yuliana, 2014). Each of these compounds has been shown to have a potential antidiabetic effect. A study reported that administering tannin from *Syzygium mundagam* bark significantly reduced the BGL of an STZ-induced diabetic rat model. It has been shown to have the antioxidant effect of tannin on reducing oxidative stress in diabetic animals supplemented with tannin fraction (TF) 200 mg/kg due to its hydrogen donating ability, which reduces the radical scavenging activity (Chandran et al., 2017; & Velayutham et al., 2012).

Flavonoids have been reported to possess antihyperglycaemic activity in STZ-induced diabetic rats through a few mechanisms of action attributable to the inhibition of α-glucosidase and the elevation of blood insulin levels (Khamchan et al., 2018; & Mohamed et al., 2015). Flavonoid compound (quercetin) present in *Syzygium cumini* seed (Chagas et al., 2015) and phenolic compound (gallic acid) present in *Syzygium samarangense* fruit (Khamchan et al., 2018) have been reported to regenerate pancreatic β-cells, thus may increase the secretion of insulin (Brahmachari, 2011; Jananie et al., 2011; & Yang & Kang, 2018). In addition, the animal study showed that flavonoids played similar functions to vitamin E by inhibiting peroxidation to liver microsomes in mice that experienced vitamin E efficiency (Duthie & Morrice, 2012). It is due to the stimulation of antioxidant enzymes catalase (CAT) and superoxide dismutase (SOD) activities or chemical structure where
double bond at two to three position conjugated with a 4-oxo function and hydroxyl groups at positions 3 and 5 in flavonoid contributes to its antiradical activity (Khamchan, 2018; Duthie & Morrice, 2012).

Alkaloid from \textit{S. polyanthum} leaves has shown antidiabetic potential in STZ-induced diabetic rats (Widyawati et al., 2015b). Alkaloid compounds, namely polyhydroxyalkaloids (PHA), specifically casuarine 6-O-α-glucoside that are present in most Myrtaceae species such as \textit{Syzygium malaccense}, \textit{Syzygium oleosum}, \textit{Syzygium paniculatum}, and \textit{Syzygium cumini}. They could be induced in relatively high glucose uptake in mouse (β-TC6) pancreatic cell line and mouse (C2C12) myoblast skeletal muscle cells (Bhaskar et al., 2011; Jung et al., 2006; Kumar et al., 2013; & Porter et al., 2000). Alkaloid compounds play a role in reducing blood glucose transportation in the blood, stimulates glycogen synthesis and inhibits glucose synthesis by inhibiting enzyme glucose 6-phosphatase, fructose 1, 6-bisphosfatasen and increase glucose oxidation through glucose 6-phosphate dehydrogenase (Kooti et al., 2016).

Oral administration of triterpenoid from \textit{Syzygium malaccense} for 15 days results in a significant decrease of fasting BGL in STZ-induced diabetic rats (Bairy et al., 2005). Squalene, a triterpene that belongs to the terpenoid family present in \textit{S. polyanthum} (Widyawati et al., 2015b) and \textit{Mucuna pruriens} (Bhaskar et al., 2011), is responsible as an α-glucosidase inhibitor (Hou et al., 2009), which delay the absorbance of carbohydrates in the intestine subsequently decreasing the postprandial insulin level and also increase insulin insensitivity (Li et al., 2010; Nazaruk & Borzym-Kluczyk, 2014) and may increase insulin secretion (Li et al., 2010). Another underlying mechanism of \textit{S. polyanthum} in reducing BGL may be inhibiting intestinal glucose absorption and enhancing glucose uptake by the muscles (Kooti et al., 2016).

However, few references suggest or deny the use of \textit{S. polyanthum} leaves as a potential antidiabetic agent. The available articles have limitations in many aspects, and the results lack implications. Besides, no human studies are available, and only animal studies were included. Therefore, it is not easy to conduct any measure of consistency or subgroup analysis due to the more diverse nature of the animal studies, such as species used, design, and study characteristics (age, dose, schedule of administration). The risk of bias assessment of the animal studies conducted in this paper is vital to show the need to reduce the biases through methodological quality since most of the assessments gave “unclear” scores. Although safety data on \textit{S. polyanthum} is limited, the only study by Widharna et al. (2015) revealed that combination of \textit{S. polyanthum} and \textit{Andrographis paniculata} leaves extract were free of acute oral toxicity up to 2000 mg/kg body weight and did not cause a change in behavioural activities of the animals. Other toxicity tests reported previously suggested that the extract of \textit{S. polyanthum} was practically safe and non-toxic when tested on Wistar rats (Sumiwi et al., 2019). Therefore, based on the current empirical evidence, the potential
of \textit{S. polyanthum} leaves alone or combined with glibenclamide has shown a significant lowering of blood glucose levels. However, this paper showed the need to improve the methodological quality of animal studies. It can be done by minimising or standardising the biological study characteristics of animal studies and reducing bias sources. By performing this, the original research can be applicable with high quality to be used for meta-analysis with reduced impact of bias (Hooijmans et al., 2014a).

**CONCLUSION**

In conclusion, the extract of \textit{S. polyanthum} leaves alone or combined with glibenclamide may potentially exhibit a significant antidiabetic effect. However, although the leaves extract of \textit{S. polyanthum} may be a promising agent for diabetes mellitus, further studies with a comprehensive methodology and results are needed to determine the phytochemicals involved, possible mechanisms of action, and safety assessment so that the results can be translated into clinical trials.
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ABSTRACT

In Kelantan, the prevalence of Tuberculosis (TB) treatment success rate among TB/HIV co-infection is still below the success target of the World Health Organisation (WHO). Our objective was to assess the socio-demographic profile and determine the prevalence of TB treatment outcomes among TB/HIV co-infected patients in Kelantan. The cross-sectional study involved secondary data from the MyTB online system from January 2014 to December 2018, carried out at TB/Leprosy Sector, State Health Department of Kelantan. The data were analysed using SPSS version 25.0 and STATA version 14. The ethics approval was obtained from the UniSZA Human Research Ethics Committee (UHREC) and Medical Research Ethics Committee (MREC) of Ministry of Health (MOH). There were 6,313 TB cases in Kelantan. Of these, 703 (11.1%) cases were TB/HIV co-infection. However, 36 cases were excluded, and 667 cases were evaluated based on inclusion and exclusion criteria. The mean (SD) age was 38.7 (7.9) years, and the mean duration of TB treatment was 202.8 (131.27) days. The prevalence of successful treatment was 57.1%, with 19.8% cases were cured, and another 37.3% cases were completed treatment. While the unsuccessful were 42.9%, with 10.1% cases were defaulted, and 32.8% cases died. The
successful outcomes were significantly associated with the educational level, the anatomy of TB location, smoking status, DOTS by health care providers, source of notification, the place of treatment and method of detection. This study provides the basic data of patient’s socio-demographic profiles, and the prevalence of TB treatment success in Kelantan is under international target by WHO of ≥ 90.0%.
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INTRODUCTION

Tuberculosis (TB) is an infectious disease that remains a primary global health concern. Worldwide, TB is known as the top 10 cause of death, and each year millions of people fall sick with TB. In 2017, a total of 6.7 million people with TB were notified and reported to World Health Organization (WHO) by National TB Programmes (NTPs). Of these, 6.4 million had reported as new or relapse TB cases. This number has been increasing since 2013. Among people living with Human Immunodeficiency Virus (PLHIV), there were 464,633 TB cases, with 84% were on Anti-Retroviral Therapy (ART). As a result, the number of TB deaths among PLHIV has decreased by 44%, from 534 000 in 2000 to 300 000 cases in 2017. At the same time, HIV-negative people decreased by 29%, from 1.8 in 2000 to 1.3 million in 2017 (WHO, 2018a).

WHO recommends a Directly Observed Treatment Short-Course (DOTS) strategy to achieve a targeted cure rate. This strategy has shown improvement in the cure rate in many countries. TB treatment should be completed for six months, requires frequent clinic visits and monitoring, and may cause terrible experience side effects for the patients. It was challenging for patients to complete their TB treatment. However, the success rate of TB treatment in Malaysia is still below the Millennium Development Goal (MDG) target of 85% and much lower than the End TB Strategy success rate for 2025 of 90.0% (WHO, 2019).

To date, the treatment outcomes among TB patients with a range of success rates have been published in a few studies from different states of Malaysia. The success rate of TB treatment among TB/HIV co-infected patients is much lower than new TB patients in general (75% vs 83%). It highlights the need to improve TB and HIV services to save TB/HIV co-infected patients (WHO, 2018b). In the state of Kelantan alone, the treatment success rate in 2017 was only 27.9% (Jalal et al., 2017). Based on this, the method for improvement was needed, particularly in achieving a better cure rate.

The Regional Strategic Plan towards Ending TB has been implemented to achieve successful TB elimination by 2035. Therefore, TB and HIV programmes need to be strengthened by understanding the socio-demographic characteristics, and clinical
characteristics that may contribute to and affect the outcome of TB treatment. Many factors have affected poor treatment outcomes and treatment effectiveness, including demanding access to treatment, poor use of DOTS, poor communication between patients and health care providers, lack of incentives, lack of active search for lost patients, and limitations of supervision (Hannah et al., 2017; Liu et al., 2018; & Wen et al., 2018). In this regard, this study was conducted to assess the socio-demographic profile and determine the prevalence of TB treatment outcomes among TB/HIV co-infected patients in Kelantan.

MATERIALS AND METHODS

Study Design
The cross-sectional study involved the secondary data from MyTB online system. The population in this study consisted of all TB/HIV co-infected patients in Kelantan on January 2014 to December 2018. The selection of these subgroups of patients was based on the recommendation by WHO to evaluate patients separately for assessing the NTPs performance (Ministry of Health Malaysia, 2016). This study was conducted at State TB organiser, TB/Leprosy Sector, State Health Department of Kelantan (JKNK), Malaysia responsible for managing the MyTB online system registry.

Sample Size Determination and Sampling Method
All TB/HIV co-infected patients registered for TB treatment during the study period and fulfilled the inclusion and exclusion criteria. The single proportion formula \( n = \frac{(Z/\Delta)^2}{P(1-P)} \); \( n \) = Minimum required sample size, \( Z \) = Value of standard normal distribution was 1.96, \( \Delta \) = Precision of 0.05, \( P \) = proportion of success (27.9%) (Jalal et al., 2017). The minimum required sample size for the estimated proportion of successful treatment with a 95% confidence interval (CI) within a 5% point estimate was 309 patients. Assuming 15% of dropout, the number of the sample size needed was 364 patients. No probability sampling method was applied.

Study Procedure
The person in charge at TB/Leprosy Sector has retrieved and downloaded the data, including patient’s socio-demographic characteristics, clinical characteristics and TB treatment outcome from MyTB online system into Microsoft Excel for patients identified as TB/HIV co-infection. However, the marital status was only recorded in TBIS 10A-1 Form but was unavailable in the MyTB online system. In addition, the data were not fully recorded for monthly income, with many missing data (91.0 %). Therefore, these two parameters were not reported. All the information needed in this study was extracted in December 2019.
Operational Definitions
According to the Clinical Practice Guidelines for Management of Tuberculosis by the Ministry of Health, Malaysia (2012), the following TB treatment outcome operational terms were used in this study:

1. Cured: Former smear-positive patient was cured in the last month of treatment and at least one previous occasion.
2. Completed treatment: A patient who has completed treatment has not met the criteria for being classified as a cure or failure
3. Treatment failed: A patient whose sputum was smear-positive at five months or later during treatment.
5. Default: A patient who has interrupted treatment for two consecutive months or more.

In this analysis, treatment success outcome was defined as the sum of cured patients and those who completed treatment. In contrast, all the other outcomes (treatment failed, died, default) were considered unsuccessful.

Chest X-ray presentation upon diagnosis was categorised according to how severe the lesion appeared on the X-ray film. It was categorised into the followings:

1. No lesion if chest X-ray showed no lesions,
2. Minimal if chest X-ray showed a few lesions,
3. Moderate advance if chest X-ray showed many lesions,
4. Far advance if chest X-ray showed extensive lesions or miliary appearance, and
5. Not performed if chest X-ray was not done during the diagnosis

Inclusion and Exclusion Criteria
The inclusion criteria were TB and HIV patients aged ≥18 years old, tested positive for TB and HIV and confirmed TB. At the same time, the exclusion criteria were patients transferred to other treatment centres or who were still on TB treatment during the data collection (December 2019) because their treatment outcomes could not be determined. In addition, patients whose diagnoses were changed were also excluded because they were later discovered to have a different diagnosis.

Ethical Consideration
This study obtained ethics approval from the UniSZA Human Research Ethics Committee (UHREC) (UniSZA.C/2/UHREC/628-2 Jld 2 (20)) and Medical Research Ethics Committee (MREC) of MOH (NMRR-18-3464-42863). Privacy and confidentiality of patients were maintained by anonymising their identities.
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**Statistical Analysis**

Data were analysed using IBM SPSS Statistics version 25.0 and STATA 14. The data were explored, checked and cleaned to detect any missing value or error. The categorical variables were summarized in frequency (n) and percentage (%). At the same time, the numerical variables were described in mean and standard deviation (SD) or median and interquartile range (IQR) depending on the normality of distribution. Prevalence was presented with percentage (%) with corresponding 95% CI. Inferential statistics were performed using either Pearson Chi-square or Fisher’s exact test. The level of significant alpha was set at 0.05.

**RESULTS**

A total of 6,313 TB cases in Kelantan were registered in MyTB online system from January 2014 to December 2018. Of these, 703 (11.1%) cases were TB/HIV co-infection. However, 36 cases were excluded due to transfer out (3), change of diagnosis (24) and still ongoing treatment (9). Therefore, 667 cases were evaluated in this study based on inclusion criteria (Figure 1). Of these 667 cases, their ages ranged between 18 and 77 years, with a mean (SD) of 38.7 (7.9) years. While the range of the duration of TB treatment was 0 to 722 days, with a mean (SD) were 202.8 (131.27) days.

The majority of cases were male (88.5%), Malays (96.7%), with secondary level education (80.2%), living in the rural area (77.1%), unemployed (44.7%), have BCG scar (94.9%), new cases (82.8%), smoking (66.0%), under DOTS by health care providers (85.9%), received treatment from public hospitals (81.1%) and passive method detection (85.5%) (Figure 2). Only 3.1% of patients had diabetes, 1.3% given 2SHRZ and 5.5% under HAART treatment (Table 1).

In terms of the anatomy of TB location, there were 428 (64.2%) who had Pulmonary TB, 164 (24.6%) had Extra-Pulmonary TB, and 75 (11.2%) had both Pulmonary TB and Extra-Pulmonary TB. Meanwhile, chest X-ray results which are examined in Pulmonary TB and Extra-Pulmonary TB, showed there were 94 (14.1%) no lesion, 387 (58.0%) minimal, 171 (25.6%) moderate advance, 5 (0.7%) far advance and 10 (1.5%) not performed the diagnosis. From ten districts in Kelantan, the majority of them were from Kota Bharu (38.5%).

In this study, the prevalence of successful TB treatment among TB/HIV co-infected patients was 57.1%. The successful outcomes were achieved in 381 cases, with 132 (19.8%) cases cured and another 249 (37.3%) cases where treatment was completed. While the unsuccessful treatment outcomes were 42.9% achieved in 286 cases, with 67 (10.1%) cases were defaulted and 219 (32.8%) were cases of death. There were no treatment failure cases identified (Table 2).
The proportion of patients with successful outcomes in this study was significantly associated with level of education ($P = 0.018$), anatomy of TB location ($P = 0.015$), smoking status ($P = 0.004$), DOTS by health care providers ($P < 0.001$), source of notification ($P < 0.001$), place of treatment ($P < 0.001$) and method of detection ($P = 0.043$). However, other socio-demographics and clinical characteristics were not significantly associated with treatment outcomes. Table 1 summarizes the socio-demographic characteristics and other related factors among all study subjects.

![Figure 1. A schematic diagram for the selection of patients included](image1)

![Figure 2. TB treatment outcomes among 667 TB/HIV co-infected patients in Kelantan in 2014 to 2018](image2)
Table 1
Socio-demographic and clinical characteristics among all study subjects (n = 667)

<table>
<thead>
<tr>
<th>Treatment Outcome n (%)</th>
<th>Unsuccessful</th>
<th>Successful</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>286 (42.9%)</td>
<td>381 (57.1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>256 (43.4%)</td>
<td>334 (56.6%)</td>
<td>0.545 (1)</td>
<td>0.460a</td>
</tr>
<tr>
<td>Female</td>
<td>30 (39.0%)</td>
<td>47 (61.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malays</td>
<td>276 (42.8%)</td>
<td>369 (57.2%)</td>
<td>0.062 (1)</td>
<td>0.804a</td>
</tr>
<tr>
<td>Non-Malays</td>
<td>10 (45.5%)</td>
<td>12 (54.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No education</td>
<td>6 (50.0%)</td>
<td>6 (50.0%)</td>
<td>10.079 (3)</td>
<td>0.018a</td>
</tr>
<tr>
<td>Primary school</td>
<td>29 (39.2%)</td>
<td>45 (60.8%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>241 (45.0%)</td>
<td>294 (55.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary level</td>
<td>10 (21.7%)</td>
<td>36 (78.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>65 (42.5%)</td>
<td>88 (57.5%)</td>
<td>0.013 (1)</td>
<td>0.910a</td>
</tr>
<tr>
<td>Rural</td>
<td>221 (43.0%)</td>
<td>293 (57.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government servant</td>
<td>7 (25.0%)</td>
<td>21 (75.0%)</td>
<td>8.824 (4)</td>
<td>0.066a</td>
</tr>
<tr>
<td>Own business</td>
<td>38 (47.5%)</td>
<td>42 (52.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>132 (44.3%)</td>
<td>166 (55.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prisoner</td>
<td>24 (32.0%)</td>
<td>51 (68.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>85 (45.7%)</td>
<td>101 (54.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>279 (43.2%)</td>
<td>367 (56.8%)</td>
<td>0.807 (1)</td>
<td>0.369a</td>
</tr>
<tr>
<td>Yes</td>
<td>7 (33.3%)</td>
<td>14 (66.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BCG scar</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>13 (38.2%)</td>
<td>21 (61.8%)</td>
<td>0.315 (1)</td>
<td>0.574a</td>
</tr>
<tr>
<td>Yes</td>
<td>273 (43.1%)</td>
<td>360 (56.9%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIV positive</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening</td>
<td>270 (43.2%)</td>
<td>355 (56.8%)</td>
<td>0.419 (1)</td>
<td>0.518a</td>
</tr>
<tr>
<td>Verification</td>
<td>16 (38.1%)</td>
<td>26 (61.9%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anatomy of TB location</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extra-pulmonary</td>
<td>76 (46.3%)</td>
<td>88 (53.7%)</td>
<td>8.373 (2)</td>
<td>0.015a</td>
</tr>
<tr>
<td>Pulmonary</td>
<td>168 (39.3%)</td>
<td>260 (60.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extra-pulmonary &amp; pulmonary</td>
<td>42 (56.0%)</td>
<td>33 (44.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chest X-ray status during diagnose</td>
<td>37 (39.4%)</td>
<td>57 (60.6%)</td>
<td>0.052b</td>
<td></td>
</tr>
<tr>
<td>No Lesion</td>
<td>154 (39.8%)</td>
<td>233 (60.2%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimal</td>
<td>87 (50.9%)</td>
<td>84 (49.1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderately advanced</td>
<td>4 (80.0%)</td>
<td>1 (20.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not performed</td>
<td>4 (40.0%)</td>
<td>6 (60.0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case TB category</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New case</td>
<td>232 (42.0%)</td>
<td>320 (58.0%)</td>
<td>0.988 (2)</td>
<td>0.610a</td>
</tr>
<tr>
<td>Relapse case</td>
<td>38 (46.3%)</td>
<td>44 (53.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case after treatment default</td>
<td>16 (48.5%)</td>
<td>17 (51.5%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>80 (35.2%)</td>
<td>147 (64.8%)</td>
<td>8.193 (1)</td>
<td>0.004a</td>
</tr>
<tr>
<td>Yes</td>
<td>206 (46.8%)</td>
<td>234 (53.2%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regime of treatment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2SHRZ</td>
<td>7 (77.8%)</td>
<td>2 (22.2%)</td>
<td></td>
<td>0.056b</td>
</tr>
<tr>
<td>2EHRZ</td>
<td>125 (45.3%)</td>
<td>151 (54.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2HRZ</td>
<td>2 (66.7%)</td>
<td>1 (33.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>152 (40.1%)</td>
<td>227 (59.9%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 1 (continue)

<table>
<thead>
<tr>
<th>DOTs by Health care providers</th>
<th>N (%)</th>
<th>Successful</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>77 (98.7)</td>
<td>1 (1.3)</td>
<td>119.631 (1)</td>
<td>&lt; 0.001*</td>
</tr>
<tr>
<td>Yes</td>
<td>193 (33.7)</td>
<td>380 (66.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HAART treatment</th>
<th>N (%)</th>
<th>Successful</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>259 (44.0)</td>
<td>329 (56.0)</td>
<td>2.908 (1)</td>
<td>0.088a</td>
</tr>
<tr>
<td>Yes</td>
<td>11 (29.7)</td>
<td>26 (70.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Source of notification</th>
<th>N (%)</th>
<th>Successful</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public hospital</td>
<td>253 (46.4)</td>
<td>292 (53.6)</td>
<td>15.673 (1)</td>
<td>&lt; 0.001*</td>
</tr>
<tr>
<td>Public health clinic</td>
<td>32 (26.7)</td>
<td>88 (73.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Place of treatment</th>
<th>N (%)</th>
<th>Successful</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public hospital</td>
<td>249 (46.0)</td>
<td>292 (54.0)</td>
<td></td>
<td>&lt; 0.001*</td>
</tr>
<tr>
<td>Public health clinic</td>
<td>35 (28.5)</td>
<td>88 (71.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private health sector</td>
<td>2 (66.7)</td>
<td>1 (33.3)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method of detection</th>
<th>N (%)</th>
<th>Successful</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active</td>
<td>15 (51.7)</td>
<td>14 (48.3)</td>
<td>6.273 (2)</td>
<td>0.043*</td>
</tr>
<tr>
<td>Passive</td>
<td>251 (44.0)</td>
<td>319 (56.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screening</td>
<td>20 (29.4)</td>
<td>48 (70.6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>District</th>
<th>N (%)</th>
<th>Successful</th>
<th>χ² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kota Bharu</td>
<td>105 (40.90)</td>
<td>152 (59.1)</td>
<td>9.543 (9)</td>
<td>0.389a</td>
</tr>
<tr>
<td>Pasir Mas</td>
<td>22 (42.3)</td>
<td>30 (57.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pasir Puteh</td>
<td>20 (47.6)</td>
<td>22 (52.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tumpat</td>
<td>34 (43.0)</td>
<td>45 (57.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachok</td>
<td>20 (36.4)</td>
<td>35 (63.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jeli</td>
<td>15 (55.6)</td>
<td>12 (44.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kuala Krai</td>
<td>21 (55.3)</td>
<td>17 (44.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Machang</td>
<td>18 (36.0)</td>
<td>32 (64.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tanah Merah</td>
<td>25 (52.1)</td>
<td>23 (47.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gua Musang</td>
<td>6 (31.6)</td>
<td>13 (68.4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Pearson χ² was applied using SPSS version 25.0

b Fisher’s Exact Test was applied using STATA 14

The source of the notification included case from the district office (n=1) and case from private health sector (n=1). These two variables were excluded because of the small sample size.

Table 2
The prevalence of TB treatment outcomes among all study participants (n = 667)

<table>
<thead>
<tr>
<th>Treatment outcome</th>
<th>Categories</th>
<th>n</th>
<th>Percentage (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successful</td>
<td>Cured</td>
<td>132</td>
<td>19.8 (16.78,22.82)</td>
</tr>
<tr>
<td></td>
<td>Treatment Completed</td>
<td>249</td>
<td>37.3 (33.63,40.97)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>381</td>
<td>57.1 (53.34,60.86)</td>
</tr>
<tr>
<td>Unsuccessful</td>
<td>Treatment Failure</td>
<td>0</td>
<td>0 (0,0)</td>
</tr>
<tr>
<td></td>
<td>Treatment Defaulted</td>
<td>67</td>
<td>10.1 (7.83,12.37)</td>
</tr>
<tr>
<td></td>
<td>Death</td>
<td>219</td>
<td>32.8 (30.98,34.62)</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>286</td>
<td>42.9 (39.14,46.66)</td>
</tr>
</tbody>
</table>
DISCUSSION

This study included a total of 667 cases, which were 381 successful and 286 unsuccessful TB treatment outcomes among TB/HIV co-infected patients. Unfortunately, published data on the treatment outcomes among TB/HIV co-infected patients in Kelantan were minimal. Therefore, the present study was designed to assess the socio-demographic profile and determine the prevalence of TB treatment outcomes among these high-risk groups in Kelantan. The results revealed significant differences in educational level, anatomy of TB location, smoking status, DOTS by health care providers, source of notification, and place of treatment. In addition, the method of detection was potentially associated with poor treatment outcomes in this study. However, other variables were not significantly associated with treatment outcomes.

The socio-demographic results in this study were similar to the results reported in the study among Pulmonary TB in Kelantan in 2011 in terms of gender, race, occupation status and smoking status, but contradict in terms of residency and death rate (Ronaidi et al., 2011). Among these 667 cases, 82.8% new TB cases were reported, which was similar to that observed in 2010 to 2012 among TB/HIV co-infected patients in Southwest Ethiopia (85.2%) (Abrha et al., 2015) and among TB/HIV co-infected patients in rural South Africa (84.9%) (Jacobson et al., 2015). However, it was lower compared to the study among Pulmonary Tuberculosis in Kelantan (90.0%) (Ronaidi et al., 2011) and the study among TB patients in Malaysian National TB Surveillance Database in 2012 (93.6%) (Liew et al., 2015).

The death rate in the present study was 32.8%, lower than reported in 2015 among TB patients (46.0%) (Liew et al., 2015), but higher than reported in 2015 among HIV co-infected patients at Mizan-Aman General Hospital, Southwest Ethiopia (5.5%) (Fiseha et al., 2015) and the study in 2020 among TB patients in Malaysia from 2014 to 2017 (10.2%) (Tok et al., 2020). Based on data from the MyTB online system, the number of TB deaths in this study was identified as; confirmed cases of death by TB and advanced HIV (24 cases), cases of death not caused by TB but caused by other factors such as delay in diagnosis, failure of multiple systems, mismanagement, opportunistic infections and others (136 cases), and cases have not identified the cause of death (59 cases). Hence, strengthening surveillance, supervision and health education to reduce death should be prioritised in healthcare systems. In addition, although efforts have been initiated for a high-risk group with the goal of early detection and prevention of TB complications (Liew et al., 2015), the impact of these efforts has not yet been seen in this study.

The previous studies reported prevalence of TB/HIV co-infection varied according to different study sites and study populations. This study has shown that 11.1% of patients having a TB/HIV co-infection. It was equivalent to the prevalence in Malaysia of HIV in new cases of TB (12.6%) in 2005 (WHO, 2008) and to the prevalence among TB patients...
in Klang Valley, Malaysia in 2010 (11.8%) (Ismail & Bulgiba, 2013). However, it was higher than reported from 2014 to 2017 in Malaysia (6.0%) (Tok et al., 2020), from MOH in 2015 (5.9%) (Ministry of Health, 2015), and Maharashtra in 2017 (7.28%) (Warkari et al., 2017). However, this prevalence of TB/HIV co-infection in this study was lower than reported in Nigerian State of 20.5% (Oshi et al., 2014), Lagos Nigeria of 21.6% (Adejumo et al., 2017), Northern Ethiopia of 24.3% (Mekonnen et al., 2015), Ethiopia of 29.4% (Ali et al., 2016) and Malawi of 56.0% (Tweya et al., 2013).

Analysis of the study data demonstrated that the TB/HIV co-infected patients had poor treatment outcomes with a success rate of only 57.1%, which is lower than the WHO target set for MDG (85%) and far lower to End TB Strategy success rate for 2025 (≥ 90.0%) (WHO, 2019). These results are almost similar to the study of 26,168 TB cases notified in Malaysia in 2017, 56.0% (WHO, 2018a), TB/HIV co-infected patients in the Klang Valley, 53.4% (Ismail & Bulgiba, 2013) and of TB patients enrolled at Nekemte Specialized Hospital, Western Ethiopia, 58.06% (Fekadu et al., 2020).

The success rate in this study was lower than in Malaysia from 2014 to 2017 (80.7%) (Tok et al., 2020), Ethiopia (88.2%) (Ali et al., 2016), North West Ethiopia (77.3%) (Sinshaw et al., 2017), South-East Nigeria (81.4%) (Duru et al., 2016), Western Ethiopia (60.7%) (Eyasu et al., 2014), and Northern Ethiopia (71.0%) (Belayneh et al., 2015). However, it was higher than the results obtained among 1,510 TB/HIV co-infection in Kelantan between 2003 to 2012 (27.9%) (Jalal et al., 2017), the Southern Region of Ethiopia (29.0%) (Fiseha et al., 2015), Nigeria (48.8%) (Ofoegbu & Odume, 2015) and the Eastern Region of Ghana (50.0%) (Ansa et al., 2012). It was also higher than reports from Ethiopia, from 6.3% to 20.0% (WHO, 2006; Ministry of Health Ethiopia, 2013).

According to the WHO Global Tuberculosis Report, the global treatment success rate for TB/HIV patients was 78.0% (WHO, 2017). The poor success rate observed in this study may be due to the high treatment default and death rates. In addition, the varying success rate between our findings and the results of other findings may be due to the difference in study design, characteristics and number of study participants involved in the study.

In this study, statistically significant differences between categories in TB treatment outcomes (unsuccessful and successful) were observed at the educational level. Treatment outcomes were mainly from individuals with a secondary educational level of more than 77% for both groups, 84.2% (241 out of 286) in the successful and 77.2% (294 out of 381) in the unsuccessful group. Another study found that lower levels of education were associated with unsuccessful treatment outcomes and mortality (Tok et al., 2020).

In comparison, pulmonary TB anatomy comprised most cases, 58.7% (168 out of 286) in the unsuccessful and 68.2% (260 out of 381) in the successful group. It contradicted the study done by others among TB patients (Fekadu et al., 2020; Tok et al., 2020). The presentations with pulmonary TB were often late resulting in poor treatment outcomes and increased risk of delay to start the treatment.
For smoking status, most cases were more than 60%, 72.0% (206 of 286) in the unsuccessful and 61.4% (234 of 381) in the successful group. Tok et al. (2020) found that smoking was associated with unsuccessful treatment outcomes. In this study, the nature of data collection for smoking was self-reporting by patients. Thus, it may have affected these findings. Smoking cessation efforts should be included in standard practice guidelines for TB case management.

In this study, the majority of respondents were under DOTS by health care providers for both groups. However, the cases were extremely higher under DOTS (99.7%) in the successful groups due to the full support and commitment from healthcare workers and patients. It is hoped that the DOTS would improve the cure rate in the future.

The notification source also showed a significant difference between the unsuccessful and successful groups, more than 76.6% reported from public hospitals than the public health clinics in both groups. It may be due to the diagnosis of TB cases were diagnosed entirely in the public hospital rather than the health clinic. In future, we also propose to engage all relevant stakeholders to notify the TB cases in line with the law in Malaysia, under Act 342: Prevention and Control of Infectious Diseases.

In terms of the place of treatment, most cases received the treatment in the public hospital for both groups. Only a few cases received treatment from the private health sector, 2 (0.7%) cases in the unsuccessful group and only 1 (0.3%) case in the successful group. This study finding is lower than reported in all patients registered in the 2012 Malaysian National TB Surveillance Database, 6.7% (Liew et al., 2015). The alternative to receiving the treatment in the private sector is not too much due to socio-economic factors. They need to pay a high cost of treatment in the private health sector. These observations are essential as the place of treatment affecting the outcomes of TB treatment.

In this study, the number of passive detection was higher in the unsuccessful and the successful group, 87.8% and 83.7%, respectively. The passive detection of TB cases was also identified as the factor associated with all-cause mortality among TB patients in Malaysia from 2014 to 2017 (Tok et al., 2020). Currently, the National Strategic Plan (NSP) for TB Control in Malaysia (2016 to 2020) had planned the strategic interventions to improve TB treatment outcomes, including efforts to enhance TB case detection. These efforts are ongoing to monitor their impact and subsequently plan for the next NSP from 2021 onwards.

Unemployed and other occupations had a higher proportion than government servants, own businesses and prisoners in both treatment groups. For all occupations, including the unemployed, the proportion in the successful group was higher than in the unsuccessful group. However, this was not statistically significant.

The study findings of TB treatment outcome were invariability differs from other studies conducted in other states due to multifactorial aspects such as socio-demography,
socio-economic, culture, level of knowledge, drugs used and tolerance to side effects. It also may have been influenced by local service provision settings of the TB patients population. Our findings indicate a need for a strategy to improve the treatment outcomes among TB/HIV co-infected patients with TB in collaborative activities. The basic data of the patient’s socio-demographic and the prevalence of treatment outcome in this study can be used as a baseline to develop the further study. They may also contribute to the body of knowledge regarding the treatment outcomes. Healthcare facilities, particularly in Kelantan, could be encouraged to focus on these relevant areas for TB treatment so that a better outcome of TB treatment can be achieved in the future.

Nevertheless, our study had some limitations. The transfer of outpatients were subsequently excluded from our research, leading to a slight bias in our results. Secondary data was another drawback to this analysis. Patients’ information was retrieved from the MyTB online system available in the TB/Leprosy Sector. The issue is the missing data (i.e., marital status and monthly income) cannot be minimized. Since their records were not available and their medical results were ambiguous, these variables could be included. It is hoped that future efforts to start capturing those variables could be made routinely.

CONCLUSION
This study provided the basic data of the patient’s socio-demographic. The prevalence of the TB treatment success rate was 57.1%, which was under the international target by WHO of ≥ 90.0%. However, a high percentage of TB patients have died. It is a major public health issue that urgently needs to be resolved. It is essential to know the associated factors related to successful treatment. Further studies should be carried out, and intervention studies should be organised once the associated factors have been identified.
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ABSTRACT

In this study, physical models were designed and fabricated to investigate the hydraulic behaviour of dead-end and looped PVC manifolds. The physical models consisted of a water supply tank with overflow, PVC manifolds, steel supports, collection tank, pump, pressure sensors and valves to allow flow control. Throughout the study, the water level in the supply tank was kept constant. The hydraulic behaviour of dead-end manifolds was investigated using different spacing, S between outlets (S= 3m, S=2.5m, S=2m, S=1.5m, and S=0.75m). The hydraulic behaviour of looped manifolds was investigated using a single outlet spacing of 1.5m. The comparison between the hydraulic behaviour of looped and dead-end manifolds was carried out using the data of the 1.5m outlet spacing. The value of uniformity, U for dead-end and looped manifolds was 82% and 92%, respectively. The value of friction ratio, f_n/f_i, was found to be 33 and 0.18 for dead-end and looped manifolds, respectively. The experimental data of this study were used to validate selected formulae for estimation of the friction correction factor (G Factor). The results showed that the equation proposed by Alazba et al. (2012) yielded the most satisfactory estimation. The performance of the selected formulae was tested using two statistical indices.

Keywords: Dead-end manifold, friction correction factor, hydraulic behaviour, looped manifolds, statistical indices
INTRODUCTION

A manifold can be defined as a pipe with lateral openings (multiple outlets) distributed along its centreline with a known length, diameter and inlet pressure. Depending on the flow mechanism in the manifold, the manifold can be categorised as dividing, combining, parallel or a reverse flow type (Gandhi et al., 2012). Manifolds are used in various engineering applications. For example, in civil engineering, manifolds are widely used in water supply and wastewater projects. In contrast, mechanical engineering used manifolds for fuel distribution. In chemical engineering, manifolds are used for the distribution of chemicals to industrial units. In the design of manifolds, usually, the flow from outlets, coefficient of friction and the friction correction factor are assumed to be constant. Several experimental and mathematical studies have been carried out to investigate manifold hydraulics. The studies focused on the uniformity, hydraulics of sloped manifold and friction correction factor.

The uniformity was studied by Howland (1935), Mokhtari et al. (1997), Koh et al. (2003), Mostafa (2004), Provenzano and Pumo (2004), Maharudrayya et al. (2005), Hassan et al. (2014a), Hassan et al. (2014b), Hassan et al. (2014c), Tong et al. (2009), Sadeghi and Peters (2011), Hassan et al. (2015) and Alawee et al. (2016 & 2019). The impact of the coefficient of friction, friction head loss, manifold dimensions, and manifold slope on the flow from manifold outlets was studied by Mohammed et al. (2003), Keller and Bliesner (1990), Vallesquino and Luque-Escamilla (2002), Yildirim (2007), Alawee et al. (2020) and Sadeghi and Peters (2011). The friction correction factor is commonly used to calculate the total friction head loss along a manifold. Table 1 shows the formulae used to calculate the friction correction factor. Most of the studies referenced above were conducted on dead-end manifolds. Hence, there is a lack of studies on the hydraulics of looped manifolds. The effect of looping in a manifold is expected to reduce friction head losses and improve water flow uniformity. Therefore, an experimental study that compares the hydraulic performances of two different manifold designs is essential. This study will focus on the design, fabrication, installation, and operation of dead-end and looped manifolds. The data collected from the manifolds will be used to evaluate the uniformity, friction head losses, and validation of selected formulae for friction correction factors (Table 1).

MATERIALS AND METHODS

Description of the Experimental Setup

The physical model used in this study was fabricated in the University of Technology, Baghdad, Iraq workshop. The model was composed of a steel water supply tank (total volume = 3.9m$^3$) with dimensions of 1.25m × 1.25m × 2.5m (length × width × height), and it was connected to a horizontal PVC pipe with a diameter of 25.4mm and a length of 18m. The 25.4mm diameter PVC pipe was levelled and laid horizontally on steel supports.
distributed at intervals of 1.15m. In order to maintain a constant water level of 2.76m in
the supply tank, a 100mm diameter overflow PVC pipe was connected at the top of the
tank. When the water level in the tank exceeded the level of 2.76m, the surplus water
was discharged by gravity through the overflow pipe to a ground tank. Next, to keep the
water level in the tank constant, recirculation of water was carried out by pumping the
water stored in the ground tank to the supply tank via a 25.4mm diameter supply pipe. In
practice, manifolds are subjected to a fixed head. For this reason, a constant head of 2.76m
was maintained in the supply tank throughout this study.

In addition, heads greater than 2.76m would have been difficult to achieve due to a
limited water supply capacity in the laboratory. Piezometers located at the pipe inlet and
outlet were used to determine the head difference/friction head loss along the pipe. For five
different velocities, data on friction head loss along the pipe without outlets were measured.
The relationship between the friction head loss and the velocity was plotted on a log-log
paper. Dead-end manifolds with 6mm diameter outlets distributed longitudinally along
their centrelines were used in this study. In order to measure the head/pressure at each
outlet, 6mm diameter holes were drilled on the opposite side of the outlets. Each opening
was connected to a sensor that feeds into a data logger. The data logger was connected to
a computer to obtain each outlet’s instantaneous head/pressure readings. In addition, data
on head and discharge along the length of dead-end manifolds with different outlet spacing
(0.75m, 1.5m, 2.0m, 2.5m and 3.0m) were measured. Figure 1 shows a general three-

Table 1

<table>
<thead>
<tr>
<th>Author</th>
<th>Formula</th>
<th>Equation</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Christiansen (1942)</td>
<td>$G = \frac{1^m + 2^m + \ldots + N^m}{N^{m+1}}$</td>
<td>1</td>
<td>N=number of outlets, $m$</td>
</tr>
<tr>
<td>Anwar (1999)</td>
<td>$G = \frac{1}{N^{m+1}} + r^m \sum_{k=1}^{N} (k + Nr)^m$</td>
<td>2</td>
<td>$r =$ power of velocity in friction head loss formula,</td>
</tr>
<tr>
<td>Oron and Walker (1981)</td>
<td>$G = 0.6387N^{-1.8916} + 0.35929$</td>
<td>3</td>
<td>$r =$ outflow discharge to the total discharge,</td>
</tr>
<tr>
<td>Valiantzas (2002)</td>
<td>$G = \left(1 + \frac{1}{2N}\right)^{m-1} - \left(\frac{1}{2N}\right)^{m+1}$</td>
<td>4</td>
<td>$k =$ integer representing pipe section under consideration,</td>
</tr>
<tr>
<td>Mostafa (2004)</td>
<td>$G = \frac{N^2 + (N-1)^2 + (N-2)^2 + \cdots (N-(N-1)^2)}{N^3}$</td>
<td>5</td>
<td>$e=2.71$ and $G =$ friction correction factor</td>
</tr>
<tr>
<td>Mohammed et al. (2003)</td>
<td>$G = \frac{\sum_{i=1}^{N-1}(N-i)^m}{N^{m+1}}$</td>
<td>6</td>
<td>---------</td>
</tr>
<tr>
<td>Alazba et al. (2012)</td>
<td>$G = \frac{1+\frac{k}{m}}{e^m}$</td>
<td>7</td>
<td>---------</td>
</tr>
</tbody>
</table>
dimensional schematic drawing of the dead-end manifold used in this study. Triangular looped manifold, rectangular looped manifold and dead-end (straight) manifold were hydraulically assessed to study the impact of different manifold designs on flow uniformity and friction head losses.

The assessed manifolds had the same diameter (25.4mm), length (18m) and spacing between outlets (1.5m). In comparison, the water level in the supply tank was kept constant at 2.76m. Figures 2 and 3 show the configuration of triangular and rectangular looped manifolds. At the same time, Table 2 illustrates a sample of the sensors digital pressure reading. Each sensor can read a pressure between 0 to 26.85 kN/m² (30 psi)
Table 2

A sample of the sensors reading displayed on the computer screen

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Sensors 1</th>
<th>Sensors 2</th>
<th>Sensors 3</th>
<th>Sensors 4</th>
<th>Sensors 5</th>
<th>Sensors 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>22/10/2019</td>
<td>12:02:06 PM</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:02:13 PM</td>
<td>3.57</td>
<td>3.61</td>
<td>3.46</td>
<td>3.68</td>
<td>3.68</td>
<td>3.57</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:02:21 PM</td>
<td>3.64</td>
<td>3.71</td>
<td>3.46</td>
<td>3.46</td>
<td>3.68</td>
<td>3.53</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:02:28 PM</td>
<td>3.68</td>
<td>3.68</td>
<td>3.57</td>
<td>3.57</td>
<td>3.64</td>
<td>3.5</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:02:35 PM</td>
<td>3.64</td>
<td>3.64</td>
<td>3.46</td>
<td>3.46</td>
<td>3.68</td>
<td>3.53</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:02:43 PM</td>
<td>3.68</td>
<td>3.68</td>
<td>3.82</td>
<td>3.57</td>
<td>3.57</td>
<td>3.5</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:02:50 PM</td>
<td>3.64</td>
<td>3.64</td>
<td>3.46</td>
<td>3.46</td>
<td>3.68</td>
<td>3.53</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:02:57 PM</td>
<td>3.64</td>
<td>3.71</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:03:05 PM</td>
<td>3.5</td>
<td>3.5</td>
<td>3.68</td>
<td>3.68</td>
<td>3.57</td>
<td>3.57</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:03:12 PM</td>
<td>3.57</td>
<td>3.61</td>
<td>3.46</td>
<td>3.68</td>
<td>3.57</td>
<td>3.46</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:03:19 PM</td>
<td>3.68</td>
<td>3.86</td>
<td>3.64</td>
<td>3.57</td>
<td>3.46</td>
<td>3.46</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:03:27 PM</td>
<td>3.68</td>
<td>3.82</td>
<td>3.57</td>
<td>3.57</td>
<td>3.57</td>
<td>3.46</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:03:34 PM</td>
<td>3.64</td>
<td>3.86</td>
<td>3.57</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:03:41 PM</td>
<td>3.64</td>
<td>3.71</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:03:49 PM</td>
<td>3.46</td>
<td>3.68</td>
<td>3.68</td>
<td>3.57</td>
<td>3.64</td>
<td>3.57</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:03:56 PM</td>
<td>3.68</td>
<td>3.68</td>
<td>3.68</td>
<td>3.57</td>
<td>3.64</td>
<td>3.5</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:04:03 PM</td>
<td>3.64</td>
<td>3.86</td>
<td>3.57</td>
<td>3.46</td>
<td>3.46</td>
<td>3.46</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:04:11 PM</td>
<td>3.68</td>
<td>3.68</td>
<td>3.57</td>
<td>3.57</td>
<td>3.57</td>
<td>3.5</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:04:18 PM</td>
<td>3.64</td>
<td>3.64</td>
<td>3.46</td>
<td>3.46</td>
<td>3.68</td>
<td>3.53</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:04:25 PM</td>
<td>3.68</td>
<td>3.86</td>
<td>3.64</td>
<td>3.57</td>
<td>3.46</td>
<td>3.46</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:04:33 PM</td>
<td>3.64</td>
<td>3.61</td>
<td>3.46</td>
<td>3.46</td>
<td>3.68</td>
<td>3.57</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:04:47 PM</td>
<td>3.68</td>
<td>3.79</td>
<td>3.5</td>
<td>3.46</td>
<td>3.5</td>
<td>3.68</td>
</tr>
<tr>
<td>22/10/2019</td>
<td>12:04:55 PM</td>
<td>3.82</td>
<td>3.86</td>
<td>3.64</td>
<td>3.5</td>
<td>3.46</td>
<td>3.46</td>
</tr>
</tbody>
</table>

with an accuracy of 3%. A piezometer was used to measure the pressure at each outlet to countercheck the readings obtained from the sensors. Hence, the head at the manifold outlet \( h \) is measured by a sensor and a piezometer. Figure 4 show samples of data collected by the sensors and piezometers along the length of a dead-end manifold. In contrast, Figure 5 shows the calibration curve for the sensors. Table 3 shows the experimental design of the study.

**The Laboratory Measurements**

The inlet valve controlled the flow from the tank to the manifolds (either dead-end or looped). The discharge from each manifold outlet, \( q \), was measured using a container of known volume and a stopwatch. A digital thermometer measured the water temperature. The water temperature throughout this study ranged between 18 to 20°C. The temperature
Figure 5. Sensor readings plotted against the piezometer readings for the dead-end manifold with spacing, $S$ of 3m

Table 3

<table>
<thead>
<tr>
<th>Model type</th>
<th>Diameter</th>
<th>Length</th>
<th>Spacing</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dead end manifold</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>0.75 m</td>
<td>All manifolds and the normal pipe have the same material and subjected to same pressure at upstream</td>
</tr>
<tr>
<td>Dead end manifold</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>0.75 m</td>
<td></td>
</tr>
<tr>
<td>Dead end manifold</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>1.5 m</td>
<td></td>
</tr>
<tr>
<td>Dead end manifold</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>2.0 m</td>
<td></td>
</tr>
<tr>
<td>Dead end manifold</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>2.5 m</td>
<td></td>
</tr>
<tr>
<td>Dead end manifold</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>3.0 m</td>
<td></td>
</tr>
<tr>
<td>Looped triangular manifold</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>1.5 m</td>
<td></td>
</tr>
<tr>
<td>Looped rectangular manifold</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>1.5 m</td>
<td></td>
</tr>
<tr>
<td>Normal pipe (without outlets)</td>
<td>25.4 mm</td>
<td>18 m</td>
<td>1.5 m</td>
<td></td>
</tr>
</tbody>
</table>
was used to determine the kinematic viscosity of the water. The kinematic viscosity is helpful in the calculation of the Reynolds number at different manifold segments. The difference in head between two successive outlets determines the friction head loss along the manifold segment. For similar flow conditions (discharge and inlet head) and geometry (length and diameter), friction head loss data on dead-end manifolds, looped manifolds and the pipe without outlets were used to calculate the $G$ factors for the dead-end and looped manifolds. In addition, the data was used to validate selected formulae for the $G$ factor.

**RESULTS AND DISCUSSION**

This study used high precision methods to measure the head and discharge along looped and dead-end manifolds. At each outlet, the discharge was recorded by taking an average of three measurements. At the same time, the head was taken by averaging approximately 30 readings. In addition, the Darcy Weisbach formula was used to calculate the coefficient of friction at different manifold segments. Although the Hazen Williams formula is widely used in the hydraulic design of manifolds (water-supply networks, sprinkler irrigation systems, and drip irrigation systems), its accuracy is affected by the fact that the resistance coefficient is assumed to be a constant value in the calculation of friction head loss in manifolds. Based on the manifold material, the Hazen Williams resistance coefficient is usually provided by the manufacturer. Whereas, if the Darcy Weisbach formula is used for the hydraulic design of manifolds, the value of the coefficient of friction is determined by calculating the Reynolds number and the relative roughness of the manifold. Discharge in manifolds usually decreases towards the dead-end. Hence, the Reynolds number also decreases, which leads to a changing coefficient of friction along the manifold. The values of Reynolds number at different segments of a manifold can be determined if the diameter, velocity, and kinematic viscosity of water at the segments are known.

The size of the PVC manifold used in this study was chosen to be 25.4mm diameter because most drip irrigation systems are designed with PVC manifolds of 25.4mm diameter. So, present study results will improve the hydraulic design of manifolds, particularly those used in drip irrigation systems.

**Variation of Discharge and Head along the Dead-end Manifold**

Figure 6 show the variations in the head, coefficient of friction and discharge along a dead-end manifold. Due to friction head loss, the head along the manifold is decreasing towards the dead-end. Hence, the discharge is decreasing towards the dead end, as shown in Figure 6. It is confirmed the fact that a discharge from a manifold’s outlet, $q_i$ is a function of the head at the outlet, $h_i$. The spacing between outlets, $S$ is one of the main variables affecting the friction head loss and the variation in discharge along the manifold. In this study, for spacing between outlets, $S= 3$ m, a minimum difference of 5% was obtained between the
discharge of the first and last outlet of the dead-end manifold. In comparison, for \( S = 0.75 \) m, the maximum difference was 18%. In this study, the uniformity of the flow along a manifold, \( U \), is defined as the ratio of the discharge at the last manifold outlet, \( q_n \), to that at the first outlet, \( q_1 \). It can be expressed as Equation 8.

\[
U = \frac{q_n}{q_1}
\]  

For the ideal case, \( U \)’s value is equal to 1, which indicates that the discharge from all manifold outlets is equal. However, in most cases, the value of \( U \) is not equal to 1. Therefore, the data on head and discharge at each manifold outlet were collected for various outlet spacing (\( S = 3 \) m, \( S = 2.5 \) m, \( S = 2 \) m, \( S = 1.5 \) m and \( S = 0.75 \) m). For a maximum spacing of 3m and a minimum spacing of 0.75m, the uniformities were calculated and found to be approximately 95% and 82%, respectively.

The head difference between two successive outlets yielded the friction head loss along the manifold segment between these outlets. In contrast, the head difference between the first and last outlets determines the total friction head loss along the whole manifold. Figures 7, 8 and 9 show the variation of the head, head loss and discharge along with dead-end manifolds with various outlet spacing. For example, for \( S = 3 \) m and \( S = 0.75 \) m, the total friction head loss along with dead-end manifolds was 0.13m and 0.49m, respectively.

\[\text{Figure 6. Variation of the head, coefficient of friction in the manifold segment, } f_i \text{ and discharge from the outlet, } q_i \text{ along with dead-end manifold (with diameter, } d \text{ and length, } L)\]

**Variation of Discharge and Head along the Looped Manifolds**

The distributions of head and discharge along looped manifolds were compared with those of dead-end manifolds. The looped rectangular and the triangular manifolds were symmetrical in geometry, as shown in Figures 2 and 3.

The distribution of head, total head loss and discharge along looped rectangular and triangular manifolds are shown in Figures 10, 11 and 12. The total friction head losses along
Physical Modelling of Flow and Head along with Dead-end Manifolds

Figure 7. Variation of the head along the dead-end manifolds
*Note.* S is the spacing between lines.

Figure 8. The impact of spacing between outlets on the friction head loss in the dead-end manifold
*Note.* S is the spacing between lines.

Figure 9. Variation of discharge along with the dead-end manifold
*Note.* S is the spacing between lines.
Figure 10. Variation of head along with looped manifolds

Figure 11. The total head loss in looped manifolds

Figure 12. Variation of discharge along with looped manifolds
the triangular and rectangular looped manifolds were 0.071m and 0.092m, respectively. In comparison, the total friction head loss along the dead-end manifold with an outlet spacing of 1.5m, exact dimensions and flow conditions as the triangular and rectangular looped manifolds was found to be 0.41m only. Based on the above findings, the friction head loss in the dead-end manifold was greater than that in the looped manifold by almost 500%. In looped manifolds, the total discharge was divided between two branches of equal lengths of an identical number of outlets. This arrangement leads to reduced friction head losses and hence improved uniformity in the looped manifold. Figures 13 and 14 show the uniformity for dead-end and looped manifolds (rectangular and triangular).

![Figure 13](image13.png)

**Figure 13.** Variation of the uniformity coefficient, \( q_n/q_1 \) with spacing ratio, \( S/d \) for the dead-end manifold

*Note.* \( S \) is the spacing in between outlets; \( d \) is the manifold diameter

![Figure 14](image14.png)

**Figure 14.** The uniformity coefficient, \( q_n/q_1 \), for dead-end (straight), rectangular, and triangular manifold types
The uniformities for the dead-end manifold, looped rectangular manifold and looped triangular manifold were calculated and found to be 82.8%, 91.7% and 92%, respectively. In looped manifolds, there was a gain in the head, which improved the uniformity value. The impact of different ranges of outlet spacing on head loss and uniformity was studied using a dead-end manifold. However, only one range of spacing between outlets (1.5 m) was used to study the impact of looping on friction head loss and uniformity. The main objective of the comparison is to demonstrate the effect of looping in reducing the friction head loss and improving the uniformity along a manifold. Many previous studies assumed a constant coefficient of friction, \( f \), while calculating the friction head loss in a manifold (Mohammed et al., 2003). In this study, the data collected from measurements of head and discharge along the manifold were used to calculate the values of coefficient of friction for different manifold segments by applying the Darcy Weisbach Equation 9 described below:

\[
f_i = \frac{(h_f)_i}{d^4 g \pi^2} \frac{d^4 g \pi^2}{8Q_i^2}
\]  

(9)

where, \( f_i \) is coefficient of friction in a manifold segment \( i \), \( (h_f)_i \) is the friction head loss along with a manifold segment \( i \), \( d \) is manifold diameter, \( g \) is the acceleration due to gravity, \( l \) is the segment length, \( Q_i \) is the discharge in a manifold segment, \( l \) and \( \pi \) is constant equal to 3.14.

The coefficient of friction varied widely along the dead-end and looped manifolds, the coefficient of friction in the first manifold segment, \( f_1 \) and that in the last segment, \( f_n \) can be used to illustrate the variations in the coefficient of friction along with the studied manifolds, the friction ratio, \( f_n/f_1 \) was calculated for the studied manifolds. Figures 15 and 16 show the relationship between the friction ratio, \( f_n/f_1 \) and the ratio \( S/d \) (outlet spacing, \( S/\text{manifold} \))

\[\text{Figure 15. Variation of friction ratio, } f_n/f_1 \text{ with spacing ratio, } S/d \text{ in the dead-end manifolds}
\]

\textbf{Note.} \( S \) is the spacing between outlets; \( d \) is the manifold diameter; \( f_1 \) is coefficient of friction in the first manifold segment; \( f_n \) is the coefficient of friction in the first manifold.
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diameter, d). For dead-end manifold with a minimum spacing (S=0.75m), the friction ratio was maximum \( \frac{f_n}{f_1}=33 \), while for maximum spacing (S=3m), the ratio was minimum \( \frac{f_n}{f_1}=0.18 \). For an outlet spacing of 1.5m, the values of \( \frac{f_n}{f_1} \) for rectangular and triangular looped manifolds were found to be 0.134 and 0.028, respectively.

In this study, the Reynolds number was calculated using the following Equation 10:

\[
(Re)_i = \frac{4Q_i}{\pi d} \tag{10}
\]

where, the \( (Re)_i \) is the Reynolds number, \( Q_i \) is the discharge in a manifold segment \( i \), \( \nu \) is the kinematic viscosity, \( d \) is the manifold diameter and \( \pi \) is constant equal to 3.14.

In this study, the relative roughness of the PVC manifolds was kept constant since single diameter manifolds (d=25.4mm) were used. Figure 17 show the calculated coefficient of frictions and Reynold numbers at various manifold segments.

Under different flow conditions of the present study, the values of Reynolds number ranged from 4000 to 60640, which indicates transitional and turbulent flow. A fitted curve that represents smooth pipe flow behaviour was set through the data. The relationship presented in Figure 17 confirms that the coefficient of friction for a smooth pipe is a

![Figure 16. The friction ratio, \( \frac{f_n}{f_1} \) for dead-end, rectangular, and triangular manifolds](image16.png)

![Figure 17. Moody diagram for the studied manifolds (relationship between coefficient of friction, \( f \) and Reynolds number, \( Re \))](image17.png)
function of the Reynolds number only. It agree with the relationship given by Blasius for a smooth pipe (Streeter et al., 1998).

**Friction Correction Factor for Dead-end and Loop Manifolds**

The ratio between the total friction head loss in a manifold to that in a standard pipe having the same material, length, diameter and flow rate but without outlets is called friction correction factor. Researchers termed it the G factor, and it is calculated using Equation 11.

\[
G_{\text{factor}} = \frac{(h_f)_m}{(h_f)_p}
\]  

where \((h_f)_m\) is the total friction head loss in the manifold and \((h_f)_p\) is the total friction head loss in the pipe without outlets.

The G factor can be used to simplify the calculation of friction head losses along a manifold. The present study used experimental data on friction head losses in standard PVC pipe (without outlets), dead-end manifolds and looped manifolds to determine the friction correction factor (G factor). Figure 18 shows the relationship on a log-log plot between friction head loss \((h_f)_p\) and the velocity, \(v\) along a PVC pipe without outlets.

The below relationship was obtained from five different discharge measurements taken during the experimental works (Equation 12).

\[
(h_f)_p = 0.24 v^2
\]  

The G factor for the dead-end manifold was calculated for different spacing, \(S\) between outlets (\(S=3\)m, \(S=2.5\)m, \(S=2\)m, \(S=1.5\)m and \(S=0.75\)m), while for looped manifolds, only

![Figure 18. Relationship between the velocity, \(v\) and friction head loss for the PVC pipe without outlets \((h_f)_p\)](image-url)
one spacing was studied (S=1.5m). Table 4 and Figures 19 and 20 show the values of the G factor for the tested manifolds. The values of the G factor for the dead-end manifolds were significantly higher than those for looped manifolds.

The maximum value of the G factor in this study was found to be 0.608. It was obtained from friction head loss data of the dead-end manifold, while the minimum value was 0.112, and it was obtained from friction head loss data of the triangular looped manifold.

The values of the G factor in dead-end and looped manifolds varied due to variation in friction head losses. The experimental data of the present study was used to validate selected formulae for estimation of the friction correction factor (G factor) for manifolds. For the

Table 4

<table>
<thead>
<tr>
<th>Manifold</th>
<th>L m</th>
<th>S m</th>
<th>N</th>
<th>(h_f)_m m</th>
<th>(h_f)_p m</th>
<th>G factor (from exp. data)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dead-end</td>
<td>18</td>
<td>0.75</td>
<td>22</td>
<td>0.4888</td>
<td>1.3666</td>
<td>0.3577</td>
</tr>
<tr>
<td>Dead-end</td>
<td>18</td>
<td>1.5</td>
<td>12</td>
<td>0.4063</td>
<td>0.7315</td>
<td>0.5554</td>
</tr>
<tr>
<td>Dead-end</td>
<td>18</td>
<td>2</td>
<td>9</td>
<td>0.283</td>
<td>0.4655</td>
<td>0.6079</td>
</tr>
<tr>
<td>Dead-end</td>
<td>18</td>
<td>2.5</td>
<td>7</td>
<td>0.1436</td>
<td>0.3111</td>
<td>0.4616</td>
</tr>
<tr>
<td>Dead-end</td>
<td>18</td>
<td>3</td>
<td>6</td>
<td>0.1253</td>
<td>0.2487</td>
<td>0.5038</td>
</tr>
<tr>
<td>Dead-end</td>
<td>18</td>
<td>1.5</td>
<td>12</td>
<td>0.4071</td>
<td>0.7254</td>
<td>0.5612</td>
</tr>
<tr>
<td>Rectangular</td>
<td>18</td>
<td>1.5</td>
<td>12</td>
<td>0.0851</td>
<td>0.8049</td>
<td>0.1057</td>
</tr>
<tr>
<td>Triangular</td>
<td>18</td>
<td>1.5</td>
<td>12</td>
<td>0.0922</td>
<td>0.8242</td>
<td>0.1119</td>
</tr>
<tr>
<td>Dead-end</td>
<td>18</td>
<td>0.75</td>
<td>22</td>
<td>0.4888</td>
<td>1.3666</td>
<td>0.3577</td>
</tr>
</tbody>
</table>

L=manifold length, S=spacing between outlets, N=number of spacing, (h_f)_m=friction head loss in manifold, (h_f)_p=friction head loss in pipe without outlets, G=friction correction factor

Figure 19. Variation of G factor (friction correction factor) with the outlet spacing, S for the dead-end manifold
dead-end manifolds used in this study, the G factor obtained from the experimental data for different outlet spacing was compared with that calculated using selected formulae, as shown in Table 5.

In this study, the tested formulae for the G factor were the formulae proposed by Christiansen (1942), Albertson et al. (1960), Mostafa (2004), Mohammed et al. (2003), Oron and Walker (1981), Valiantzas (2002), and Alazba et al. (2012). The G factor in these formulae was either a function of the number of outlets in a manifold, N, only or a function of both number of outlets, N and the velocity exponent, m. Thus, the general relationship between the friction head loss, \( h_f \) and velocity, \( v \) in a pipe can be expressed in the following parabolic form (Equation 13):

\[
h_f = C v^m \tag{13}\]

where \( C \) is a constant number, and \( m \) is an exponent equal to 2 in Darcy Weisbach equation and 1.85 in Hazen Williams equation.

The comparison between Equations 12 and 13 determined that the value of the velocity exponent, \( m \) was 2.

Figure 21 show that most of the tested formulae underestimated the value of the G factor. Therefore, to study the impact of the outlets’ number, N, on the G factor, the values were plotted as shown in Figure 22. For example, the value of the velocity exponent, \( m \), was taken as 1.85 by Mostafa (2004), Alazba et al. (2012), and Sadeghi and Peters (2011).
Statistical Tests

The agreement between the values of the experimental G factor and that computed from the application of selected formulae were tested using two statistical indices; the root mean square deviation (RMSD) (Equation 14) and normalised root mean squared deviation (NRMSD) (Equation 15).

\[
\text{RMSD} = \sqrt{\frac{\sum_{i=1}^{n} (G_{e,i} - G_{c,i})^2}{n}}
\]  

(14)

Figure 21. The validation of the selected G factor formulae

Figure 22. Variation of G factor with the number of manifold outlets
where $G_{e,i}$ represents the value of the experimental G factor, $G_{c,i}$ represents the values of computed G factor obtained from the tested formulae, $n =$ number of experimental data, $G_{\text{max}}$ is the value of the maximum experimental G factor, $G_{\text{min}}$ is the value of the minimum experimental G factor.

In statistics, RMSD is commonly used to compare calculated and measured values and obtain an indication of the accuracy of the model predictions (Legates and McCabe, 1999). A low RMSD or NRMSD indicate an accurate prediction. Table 6 show the values of the selected statistical indices for all the tested formulae. Table 6 shows that the formulae proposed by Alazba et al. (2012) gave the lowest values for RMSD and NRMSD. These values were 0.120, 0.480, respectively. Based on the above results, it can be concluded that the Alazba et al. (2012) formula gave the most accurate estimation for the G factor.

<table>
<thead>
<tr>
<th>Formula for G Factor</th>
<th>RMSD</th>
<th>NRMSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Christiansen (1942)</td>
<td>0.133</td>
<td>0.533</td>
</tr>
<tr>
<td>Albertson et al. (1960)</td>
<td>0.185</td>
<td>0.739</td>
</tr>
<tr>
<td>Oron and Walker (1981)</td>
<td>0.152</td>
<td>0.608</td>
</tr>
<tr>
<td>Valiantzas (2002)</td>
<td>0.132</td>
<td>0.529</td>
</tr>
<tr>
<td>Mostafa (2004)</td>
<td>0.133</td>
<td>0.533</td>
</tr>
<tr>
<td>Mohammed et al. (2003)</td>
<td>0.236</td>
<td>0.945</td>
</tr>
<tr>
<td>Alazba et al. (2012)</td>
<td>0.120</td>
<td>0.480</td>
</tr>
</tbody>
</table>

From the above discussion, the engineering significance of the present study can be summarised as:

1. The friction head loss and discharge variation along dead-end and looped manifolds were studied using reliable experimental data. The impact of looping of manifolds on uniformity and friction head losses was highlighted.

2. For both dead-end and looped manifolds, the experimental data confirmed that the coefficient of friction varied at various manifold segments. It confirms that using a constant value for the coefficient of friction along a manifold affects the accuracy of the hydraulic design. In addition, it is more suitable to use the Darcy Weisbach formula in the hydraulic design of manifolds as it allows for the use of different coefficient of friction values in the calculation. It is not possible in the Hazen Williams formula since it only assigns one value of the resistance coefficient along the entire manifold.
3. The manifold diameter used in this study was 25.4mm. The size and material of the manifold are widely used in drip irrigation systems around the world. So, the present study results can be used to improve the hydraulic design of drip irrigation systems.

4. The experimental data were used to validate selected formulae for the G factor, and a recommendation on the reliability of these formulae was given based on the statistical tests. Thus, it will assist manifold designers to apply a suitable formula.

CONCLUSION

The physical models of dead-end and looped PVC manifolds were designed and fabricated to test the variation of discharge and head losses along with these manifolds. For manifolds with the same length, diameter and material, the outlets spacing and manifold type (looped or dead-end) are the main factors affecting the friction head losses and uniformity. The study concluded a proportional relationship between spacing ratio, S/d (ratio of the spacing between outlets, S to manifold diameter, d), and the uniformity coefficient (q/n\(^n\)/q\(^1\)).

In addition, the experimental data showed that the uniformity increased in looped manifolds. The rectangular and the triangular looped manifolds yielded a uniformity of 92%. At the same time, a dead-end manifold with the same characteristics and flow conditions yielded a uniformity of 82%. The study also concluded that friction head losses were significantly less in looped manifolds than dead-end manifolds. For the same diameter, length, outlet spacing, material and inlet head, the friction head loss in the dead-end manifold was approximately 500% higher than that in the looped manifold because looping reduces the flow length and discharge. Therefore, the variation in the coefficient of friction along the dead-end manifold was significant. Hence, it should be considered in the hydraulic design. The maximum value of friction ratio, f\(_n\)/f\(_1\), was found to be 33. From collected data, the relationship between the Reynolds number and the coefficient of friction was found to be within the smooth region of Moody’s diagram (Reynolds number between 4000 and 100000).

It was also found that the primary variable affecting the friction correction factor (G factor) is the spacing between outlets along the manifold (or the number of outlets). The study results show that when the number of outlets in a manifold was 14 or less, the impact was significant on the G factor. Also, the values of the G factor were significantly reduced in looped manifolds (rectangular or triangular). Validation of selected formulae of the G factor revealed that most of them underestimated the values of the G factor. Statistical tests were made to assess the performance of the selected formulae. The formula proposed by Alazba et al. (2012) yielded the most satisfactory estimation among the eight tested formulae. The tested formulae’s performance was assessed using two statistical indices, and these indices were RMSD and NRMSD. The values of these indices for the equation of Alazba et al. (2012) were 0.120 and 0.480, respectively.
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ABSTRACT

Controlling structures and increasing the prognosis of their behaviour before natural disasters are the most critical issues in structural engineering. To that end, predicting the destructive effects of earthquakes on both acceleration and displacement of structures would be beneficial. This paper suggests an intelligent control system that realises simultaneous control of acceleration and displacement parameters. There are two modules in the system. First, the preserving module aims to estimate the crisis thresholds of acceleration and displacement based on the historical seismic data of each area. Second, the processing module finds the optimum value of the slip load of the friction damper so that both acceleration and displacement are controlled. We introduce an analytical method based on a matrix analysis approach and heuristic algorithm (MAHA) as a core of the processing module. MAHA would analyse the structure response, and the friction damper would determine the optimum slip load. The numerical and software simulation results for various one-bay and two-bay steel structures show that the proposed intelligent control system applies to multiple frictions damped structures under different earthquake records. In addition, a control level of 80% in acceleration and displacement of structures is achieved compared to an uncontrolled state. Moreover, the mentioned system enables the engineers to find appropriate friction dampers during the design of structures.

Keywords: Analytical modelling, control system, damped friction structure, multi-degree of freedom

INTRODUCTION

There has been a difference in views among scientists in the earthquake and structural engineering (Domenico et al., 2020; Rashidi et al., 2020). Structural scientists focused...
on strengthening structures, as well as the optimal design of buildings under earthquakes loads. The design of new buildings, including seismic restraint systems, is one of the new structural topics in recent decades (Nizic & Mestrovic, 2011; Majd et al., 2019; Sanghai & Pawade, 2020). These systems only act against various seismic vibrations without withstanding any static loads. In seismic restraint systems, dampers help to increase the loss of seismic energy entering the building. As a result, a desirable and durable structure can be achieved. The structures behave safely against all kinds of dynamic earthquake loads (Shaw, 1986; Pall, 1996; Fateh et al., 2016).

Friction dampers are classified as passive control systems and effectively control vibrations and reduce seismic responses. One of the most critical parameters in designing friction-damped structures is slip load. It has a significant impact on seismic and the level of non-elastic behaviour of the structure (Pasquin, 2004; Bhaskararao & Jangid, 2006).

In this regard, various researches have been done in recent years, including “The Seismic Reinforcement of Steel Frame Buildings using A Friction Damper by Lee S. et al. (2008). Scientists in earthquakes assess the response of acceleration and displacement between the floors of each structure. It was shown that the dissipated energy is effectively lost for a 10-story building with the proper distribution of dampers, and the structural behaviour is linear. In another study, Lee H. et al. (2008) investigated a base shear on designing a frictional damper system in a structure with elastic behaviour. They showed that the sliding load of the damper was determined with the shear of the floors in the initial bending frame. Also, it was shown that the distribution of slip load in proportion to the shear of the floor was effective. Hence, it could reduce the relative displacement of the floors by comparing the slip load’s uniform distribution.

Some investigations were conducted on optimising the performance of friction dampers within the structures. The use of heuristic algorithms in this domain emerged. Apostolakis and Dargush (2010) studied the optimal seismic design of steel bending frames with metal dampers or additional friction with a restraint system. They used a genetic algorithm to find the slip load of the structure. In order to evaluate the response of the optimised structure, they used the sum of the squares of the relative displacement or the acceleration of the floors. They compared three examples of bending frame models in pre and post improvement mode with the addition of dampers. The results showed that after the optimal design, the above response parameters were reduced. Also, the distribution of floor acceleration and relative displacement of floors was more uniform. In 2013 and 2015, two types of research were conducted by Fallah and Honarparst (2013) and Feliciano (2015). The purpose of these studies was to investigate the optimal slip load in multi-story buildings. They distributed the slip load in a structure using two modes; uniform and non-uniform. In both modes, the sum of slip loads in a structure was considered the same. Then, the optimal slip load was obtained in each case using a multivariate optimisation method.
In order to optimally design the location of friction dampers, several studies were conducted. For example, Lopez and Miguel (2015) found a method using the FireFly algorithm and the finite difference method on a ten-story building. Therefore, it was possible to obtain a suitable location for the damper to minimise the maximum displacement within the structure.

Kim and An (2016) conducted a study on nonlinear static and dynamic analyses of friction damped structures. They found the optimum position of friction dampers by genetic algorithm. They concluded that maximum roof displacement and the inter-story drift ratio were reduced by 30% and 40%, respectively. Perez et al. (2017a & 2017b) also worked on an optimisation method to control the failure probability of the friction-damped structure. The failure probability of the structure was defined by the criterion of increasing the amount of displacement between floors from 1% of the height of the first floor. The results for a three-story structure showed that optimising the damper location and frictional force could reduce the risk of failure by up to 80%.

Miguel and Lopez (2018) presented an approach to simultaneously optimise the frequency domain’s frictional location and friction damper parameters. One of the advantages of Miguel’s study was a significant reduction in computational time. The design was based on a six-story building. Variables such as force and displacement of the friction damper have been investigated. However, the results showed that the average displacement decreased by approximately 82%. Palacios et al. (2020) worked on protecting multiple adjacent buildings by using distributed damping systems. They reported about 50% in the overall inter story-drift of 40% in the overall acceleration peak-value.

As mentioned in the literature overview, they used the approximated model to identify the behaviour of friction damped structures. Moreover, they are limited to a specific region and individual structure parameters. This paper intends to advance previous research and propose an intelligent control system equipped with a combined analysis method. The novelty of the proposed control system is that it is designed parametric and more accurate. That means by varying the structures and earthquakes in each area, and we can put the relevant parameters. The system inputs include the number of stories, earthquake specifications, number of friction dampers, number of degrees of freedoms, allowable levels of acceleration, and displacements on that area. The outputs are optimum slip load, controlled acceleration, and displacement responses. The main objectives of the proposed idea are as follows:

- Implementing the intelligent control system that is knowledge-based, flexible, and in any geographical area. The system is composed of preserving and processing modules. The acceleration and displacement thresholds are analysed based on the historical seismic earthquake records of that region. Then, the processing module finds the optimum value of slip load so that acceleration and displacement are controlled jointly.
Using an optimisation method in the core of the intelligent control system. It can work adaptively based on the variation of structural parameters and earthquake records.

Combining matrix analysis of the reduced-order equation of motion, exact modelling of each friction joint, as well as a heuristic algorithm. This analytical approach gives the optimum value of slip load.

Estimating the controlled response of structures during the structure design. It is based on the outputs of the intelligent control system and the appropriate friction damper in each structure.

The discussion of this paper will start by addressing the problem formulation. Second, the conceptual diagram of the intelligent control system and systematic parameters are described. Third, introducing the proposed MAHA as an effective solution for finding the optimum slip load of the friction damper. Fourth, the discussion will be based on the numerical results and simulation scenarios before being concluded.

METHODS
This study is conducted to realise an intelligent control system that applies to various structures in each area. First, the proposed system’s substantial parameters, such as acceleration and displacement of structures, would be kept at an acceptable level. Then, the idea is proposed and formulated before introducing the combined analytical method to find the response of various structures.

Problem Formulation
Figure 1 depicts the conceptual diagram of the proposed intelligent control system. The system consists of two modules. First, the preserving module provides the set of processes to store, index, and access information. The information includes the data of seismic stations that measure the earthquake records. The data mining step can be started by creating a historical records of earthquakes in a specific area. In this step, the maximum acceleration and displacement levels on an area are detected.

Second, to process the acceleration and displacement levels on which the structures experienced minimum damage. Then, threshold levels are calculated and put into the processing module. In this module slip load of each story is defined as a decision variable. The primary role of this module is to find the optimum slip load of friction damper for designing an appropriate friction damper for that structure. To this end, first, the structure is analysed by the proposed matrix analysis method. Then acceleration and displacement responses are extracted. Finally, these responses are used as inputs of the optimisation method.
Intelligent Control of Friction Damped Structures

The output of the proposed intelligent control system is a controlled acceleration and displacement and an optimum value of slip load. This system can be set up in any area and can apply to various structures and earthquake records. To form a database, we have used the Seismic station data of Iran (For example, Manjil and Tabas) and El-Centro records.

The systematic parameters of this investigation are:
- Seismic station of Tabas and Manjil, \( \text{Station}_{\text{s}} \)
- SQL Database and Mathcad as a software medium, \( \text{(DB)} \)
- Server Core i7-8700 CPU at 3.20 GHz, 16 GB RAM, and a 480GB SSD hard drive, \( \text{(processing module)} \)
- Medium- size structures, \( n_{\text{story}} \)

The optimisation method raised to find the optimal slip load is defined in Equation 1a. This definition includes design variables, objective function, and constraints. Minimising the joint acceleration and displacement is considered an objective function. It is due to the behaviour of structures in the natural environment. The optimisation methods are designed in such a way to support various behaviour of structures under different earthquakes. Structures with higher natural frequency and short natural periods suffer higher acceleration. On the contrary, structures with lower natural frequency and long natural periods suffer higher displacement. So, in the proposed intelligent control system the objective function is designed based on the above considerations. Design variables include the force of friction dampers in different floors, threshold level of acceleration and displacement, relations \( (i) \) and \( (ii) \), as well as the minimum and maximum slip loads; constraint \( (iii) \).

Find \( \tilde{S}, \bar{S} = [S_1 S_2 S_3 ... S_{n\text{story}}] \)
Minimize $U(S) = [a_{\text{max}} \times x_{\text{max}}]$ \hfill (1a)

Subject to
(i) $\varphi_1 \leq \xi_a$
(ii) $\varphi_2 \leq \eta_d$
(iii) $S_{\text{Min}}^{i} \leq S_{\text{opt}}^{i} \leq S_{\text{Max}}^{i}$

$S_1, S_2, S_3, \ldots, S_{\text{story}}$: decision variables that show slip load of each story;
$a_{\text{max}}$: maximum acceleration of structure;
$x_{\text{max}}$: maximum displacement of structure;
$S_{\text{Max}}$: maximum value of slip load;
$S_{\text{opt}}$: optimum value of slip load;
$S_{\text{opt}}^{i}$: minimum value of slip load;

$\varphi_1 = \frac{a_{\text{max}}^{d}}{a_{\text{max}}}$: ratio of the maximum acceleration with damper to without damper;

$\varphi_2 = \frac{x_{\text{max}}^{d}}{x_{\text{max}}^{d}}$: ratio of the maximum displacement with damper to without damper;

$\xi_a$: threshold level of acceleration.

$\eta_d$: threshold level of displacement;

$U(S)$ is the objective function that consists of displacement and acceleration, which is actually a non-linear function. The functions of $x_{\text{max}}$ and $a_{\text{max}}$ do not closed-form formulation (Equation 1b). In fact, displacement and acceleration response are derived from the general equation of motion in Equation 2 in the following sections.

$U(S) = x_{\text{max}}(s).a_{\text{max}}(s) = x_{\text{max}}(s).\frac{d}{dt^{2}} x_{\text{max}}(s) \hfill (1b)$

Solving this equation is very complicated for MDOF (Multi Degree of Freedom) structures, especially the high-rise. For this purpose, the combined MAHA (Matrix Analysis and Heuristic Algorithm) is introduced based on the proposed HL-MAFD (Hysteresis Less-Matrix Analysis of Friction Damped structure) and a heuristic algorithm. The whole structure is first analysed by the proposed HL-MAFD algorithm, which is based on the basic principles of matrix analysis. In this step, the acceleration and displacement response will be obtained. Then, the optimum slip load in which both acceleration and displacement are controlled is obtained by a heuristic method. Figure 1 illustrates the conceptual flowchart of the proposed MAHA that performs based on the proposed HL-MAFD and SGA (search group algorithm).
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Solving the Optimisation method

MAHA will find the appropriate slip load to meet the joint controlled response of acceleration and displacement of the structure. It is a combination of HL-MAFD, numerical matrix analysis, and a heuristic SGA. First, the initial response of acceleration and displacement of the structure is obtained from the HL-MAFD. In this method, an accurate system stiffness matrix is achieved to form the general equation of motion. Generally, when analysing friction braces in standard software, the shape of hysteresis curve is selected according to the manufacturer’s specifications. Then the whole structure analysis is done according to the link of the structure (Bhaskararao & Jangid, 2006).

The innovation of the proposed approach compared to the previous ones is that the frictional element is first analysed numerically. The analysis is based on the basic principles of structural matrix analysis, structural dynamics, and relationships governing the general equation of motion at each time. In general, this approach is provided with a model for analysing frictional damper behaviour without the need for mechanical hysteresis curves. First, the motion general equation of the structure is formed. Then, the response of acceleration and displacement of the structure would be extracted. This response was obtained from solving the optimised formulation. The proposed method is a combination of the SGA (search group algorithm) and matrix analysis approach.

Numerical HL-MAFD

Figure 2 shows a structure equipped with a friction damper with \( N \) degrees of freedom (NDOF). Therefore, it is necessary to define additional freedom to perform dynamic analysis for friction joints in braces. By defining the degrees of freedom in the axial direction in Figure 2, the relative velocity of the two ends of the connection can be determined. Then, the frictional force can be determined with the help of the relative velocity of the two ends. After determining the frictional force, the force relations feedback is examined and applied as an external force to the system. Finally, the structure is analysed.

Regarding the methods used in SAP (Structural Analysis Program) or ETABS (Extended Three-Dimensional Analysis Program),...
of Building System) software, the proposed numerical analysis approach for structures with frictional elements do not require the use of an ideal hysteresis curve provided by the manufacturer. Therefore, in the proposed method, the behaviour of the damper is not predetermined according to its specifications. Instead, the system stiffness matrix is accurately obtained by considering the stiffness matrix of system components in proportion to master and slave freedom degrees.

The degrees of freedom considered in frictional elements include two degrees of axial freedom in the direction of frictional and one degree of vertical freedom. Also, one degree of rotational freedom is considered to prevent the friction link from breaking. The general motion equation is shown in Equation 2.

\[
M\ddot{x}(t) + K\dot{x}(t) + f(t) = F(t)
\]

Where \(f(t) = -\mu S \text{sign}(x)\) in which \(f(t)\) is Friction force; \(S\) is slip load, and \(\mu\) is a friction coefficient. \(M\) : mass matrix with the size of \(\text{NDOF} \times \text{NDOF}\); \(K\) : stiffness matrix with the size of \(\text{NDOF} \times \text{NDOF}\); \(NDOF = m + s\); total Number of DOFs; \(m\) : number of master DOFs; \(s\) : number of slave DOFs; \(x(t)\) : acceleration response vector; \(\dot{x}(t)\) : velocity response vector; \(\ddot{x}(t)\) : displacement response vector; \(F(t)\) : external force vector.

The degrees of freedom are divided into master and slave to perform static compression. It should be noted that dynamic loading is not performed on the slave degrees of freedom. In this case, the general motion equation can be partitioned into master and slave to form Equation 3.

\[
\begin{bmatrix}
M_{mm} & O_{sm} \\
O_{sm} & O_{ss}
\end{bmatrix}
\begin{bmatrix}
\ddot{x}_m \\
\ddot{x}_s
\end{bmatrix}
+ \begin{bmatrix}
K_{mm} & K_{ms} \\
K_{sm} & K_{ss}
\end{bmatrix}
\begin{bmatrix}
x_m \\
x_s
\end{bmatrix}
+ \begin{bmatrix}
O_m \\
f_s
\end{bmatrix}
= \begin{bmatrix}
F_m \\
O_s
\end{bmatrix}
\]

\(x_m\) : Displacement vector of master DOFs
\(x_s\) : Displacement vector of slave DOFs
\(K_{mm}, K_{ms}, K_{sm}, K_{ss}\) : Partitions of the Stiffness matrix
\(M_{mm}\) : Main partition of the Mass matrix
\(O_{ms}, O_{sm}, O_{ss}\) : Null partitions of the Mass matrix
\(F_m\) : External forces vector on master DOFs
\(f_s\) : Friction forces vector on slave DOFs
\(O_s\) : Null partition of Friction forces vector
\(O_s\) : Null partition of External forces vector

By expansion of Equation 3 we will have Equation 4a and 4b:

\[
M_{mm} \ddot{x}_m + K_{mm} \dot{x}_m + K_{ms} \dot{x}_s = F_m
\]
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\[ K_{sm} x_m + K_{ss} x_s = f_s \]  \hspace{1cm} (4b)

Arranging Equation 4b, the displacement vector of slave DOFs can be represented in terms of stiffness, displacement vector of master DOFs, and friction forces vector on slave DOFs as Equation 4c.

\[ x_s = K_{ss}^{-1} \left( f_s - K_{sm} x_m \right) \]  \hspace{1cm} (4c)

By applying the result of Equation 4c into Equation 4a, we obtain Equation 5.

\[ M_{mm} x_m + \left( K_{mm} - K_{ms} K_{ss}^{-1} K_{sm} \right) x_m = F_m - K_{ms} K_{ss}^{-1} f_s \]  \hspace{1cm} (5)

So, comparing Equation 5 with traditional general motion equation, we can extract the condensed or reduced mass and stiffness matrices as Equation 6a and 6b.

\[ M^* = M_{mm} \]  \hspace{1cm} (6a)

\[ K^* = K_{mm} - K_{ms} K_{ss}^{-1} K_{sm} \]  \hspace{1cm} (6b)

Where \( K_{mm}, K_{ms}, K_{ss}, K_{sm}, K_{ss} \) are submatrices of \( K_{sys} \) as shown in Equation (17). The reduced external force vector is defined as Equation 7.

\[ F^* = F_m - K_{ms} K_{ss}^{-1} f_s \]  \hspace{1cm} (7)

So, general motion equation of a system can be redefined based on master DOFs as Equation 8.

\[ M^* x_m + K^* x_m = F^* \]  \hspace{1cm} (8)

In the condensed general motion equation, the external force vector of master DOFs, \( F_m \), is the seismic forces (i.e., earthquake). In the same way, the vector of forces related to slave DOFs, \( F_s \), is the vector in which frictional forces are placed. To achieve the velocity of slave DOFs, \( \dot{x}_s \), considering Equation 4b, we can obtain by differentiation of this vector as Equation 9.

\[ x_s = K_{ss}^{-1} f_s - K_{ss}^{-1} K_{sm} x_m \]

\[ \frac{d}{dt} x_s = K_{ss}^{-1} \frac{d}{dt} f_s - K_{ss}^{-1} K_{sm} \frac{d}{dt} x_m \]  \hspace{1cm} (9)
Hence, we can consider that the vector of the frictional forces of slave DOFs is equal to zero \( (\frac{df}{dt} f_s \equiv 0) \). So, we can approximately redefine the velocity vector of slave DOFs as Equation 10.

\[
\dot{x}_s \cong -K_{ss}^{-1} K_{sm} \dot{x}_m
\]  

(10)

Considering Equation 10, we can define the velocity of slave DOFs in terms of the master DOFs. In fact, by this important relationship we can solve the condensed general motion equation in a lower degree.

Proposed MAHA

HL-MAFD numerical analysis approach was described in the previous section. So, we can find the answer to the acceleration and displacement of any structure based on the reduced general motion equation with the exact stiffness matrix. As mentioned in the conceptual diagram of Figure 1, the goal of the optimisation method is to find the value of acceleration and displacement of the structure in the optimum slip load. Figure 3 addresses

---

**Figure 3.** Flowchart of pseudo code of the MAHA

Note. \( n_{story} \): number of stories; \( n_{pop} \): number of initial populations of slip load; \( U[1,0] \): uniform variable; \( E \) and \( \sigma \): mean and variance; \( slip \_loadij \): generated population; \( R_{ij} \): \( j \) th column in search matrix; \( \mathcal{E} \): random variable; \( t \): control coefficient of new variable; \( C \): damping matrix \( C \propto \text{eigenvalue}(M^{-1} K) \); \( \gamma, \beta \): New marks coefficient

---

the functionality of the MAHA that is a combination of the proposed HL-MAFD and the heuristic SGA algorithm.

As can be seen in Figure 3, optimisation variables are the slip load of the structure. First, for each structure floor, an initial population is created for the slip load \((n_{\text{pop}})\). Then, acceleration and displacement values of the structure are obtained using the general motion equation obtained by the HL-MAFD at each time step. Also, the calculation of a sample stiffness matrix, \(K\), is given in Equation 16. Then, the acceleration and displacement output matrices are evaluated with the conditions mentioned in the optimisation method, defined as the minimum acceleration and displacement. If the condition does not satisfy, the amount of mutation will be determined for the slip load. Then, a new family will be formed for it. After that, the acceleration and displacement values will be calculated for the new values of slip load. This step repeats so that the condition is realised and the optimal slip load is obtained. Any variable that removes the objective function from the target range is more likely to be removed and replaced by a new variable. The values that are close to the optimal value would be stored in the search set \(\xi_a\), and the slip load that meets the \(\xi_a, \eta_d\) would be the final one.

RESULTS AND DISCUSSION

Several scenarios have been studied and measured to verify the proposed analytical optimisation method. As mentioned in this paper, the proposed analytical algorithm HL-MAFD is used to obtain the structural response to extract the structural stiffness matrix. Then, the general equation of motion with reduced orders is solved at the optimum value of slip load. A 4-story structure with a friction damper is considered to depict the performance of a proposed approach. Two cases are analysed: an optimised slip load and a non-optimised. We show that the acceleration and displacement responses of the structure with optimised slip load can be controlled considerably comparing the non-optimised.

Figure 4 shows the desired structure, degrees of freedom, and nodes based on the proposed algorithm. A load of 30 kN...
is applied to each node. Also, the seismic hazard zonation factor is considered 0.2g. The cross-sections of the structure are designed based on the static distribution of force.

Simulations are done by Mathcad mathematical software. Various earthquake records with specific PGA are used as an external force. PGA (Peak Ground Acceleration) means maximum ground acceleration that occurred during earthquake at a location. PGA is equal

![Figure 5. Measuring results of a four-story structure: (a) Tabas records; (b) Displacement with optimal slip load; (c) Acceleration with optimal slip load; (d) Displacement with non-optimised slip load; (e) Acceleration with non-optimised slip load](image)
to the amplitude of the largest absolute acceleration recorded on an accelerogram during earthquake. Tabas earthquake mapping (1978), PGA 913.61 cm/s/s is shown in Figure 5a generated from earthquake records registered in the strongmotioncenter database. Figures 5b to 5c depict the acceleration and displacement responses for the case where the slip load is obtained from the optimisation method and the case where the slip load is randomly selected.

Table 1 shows the results of the simulations for a 4-story structure for three cases, bending frame, friction damper without optimal slip load, and the friction damper with optimal slip load.

In the friction damper model, the optimisation method is solved by considering the ratio of acceleration value and allowable displacement (conditions $i$ and $ii$) equal to 0.3 and 0.25. The value of $\xi_a$ and $\eta_d$ in the optimisation method will limit the slip load equal to 2000 kgf. As can be seen, the measured reduction ratio of the acceleration amplitude and displacement of the structure is 0.272 and 0.205, respectively. Hence, the maximum amplitude of acceleration and displacement with friction damper at optimum slip load have been controlled compared to the non-friction damper structure.

As presented in Table 1, the acceleration and displacement amplitude ratio obtained from the optimisation method is 0.272 and 0.205, respectively. Furthermore, this indicates that they are less than the conditions defined in the optimisation method and the method meets constraints. The frequency responses of acceleration and displacement of a four-story structure in an optimised and a non-optimised slip load are shown in Figure 6. As shown in Figure 6, the number of peaks can be considerably controlled by using the friction damper in the structure and adjusting the slip load at the optimum level.

Moreover, to validate the results, further analyses were performed in 6 and 10-story structures with one and two bays. Figure 7 shows the acceleration and displacement responses of a 6-story structure that has been analysed by the proposed method. Further investigations have been carried out for 2-Bay structures under the earthquakes of Tabas, Manjil (1990- PGA: 128.21cm/s/s), and El-Centro (1940- PGA: 210.14 cm/s/s), as can be seen in Tables 2-4.

One of the main concepts of the proposed method is to show its potential to apply to various structures. To this end, we addressed the details of the analysis method for 4 and

<table>
<thead>
<tr>
<th>Frame Type</th>
<th>Top Displacement (cm)</th>
<th>Top Acceleration (cm/sec²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bending</td>
<td>18.0</td>
<td>1742</td>
</tr>
<tr>
<td>Non-Optimum Frictional</td>
<td>12.717</td>
<td>789.012</td>
</tr>
<tr>
<td>Optimum Frictional</td>
<td>3.69</td>
<td>475.171</td>
</tr>
<tr>
<td>Obtained reduction ratio from optimisation method</td>
<td>0.205</td>
<td>0.272</td>
</tr>
</tbody>
</table>
Figure 6. Frequency responses of a four-story building: (a) Acceleration with optimised slip load; (b) Acceleration without friction damper; (c) Displacement with optimised slip load; (d) displacement without friction damper

6 story structures in Figures 4 to 7. In each case, we compared the effect of non-optimum and optimum slip load on the response of acceleration and displacement. Then, simulations are extended to 2-Bay frames under different earthquakes. The results are shown in Table 2 to 4. The results show no control of acceleration and displacement on the bending frame (without friction damper).

Similarly, for the non-optimum friction frame, we do not have adequate control. In the third frame, “optimum frictional”, we can see the efficiency of the proposed method. That means the value of acceleration and displacement is reduced effectively compared to the bending frame. Since each earthquake has its specification and frequency spectrum, we have selected the most traditional ones in the world as a sample. As a result of the tectonic
condition of Iran, Tabas and Manjil earthquakes are considered. Similarly, El-Centro is considered an external force to show no limit on applying the proposed method. As explained in Equation 8, we can apply various earthquakes as external forces. Therefore, the reduced motion equation is applicable for analysing the structure under various earthquakes.

In all simulations, the structural response per optimal value of slip load can be found. Hence, the simultaneous control of acceleration and displacement of the structure would

![Figure 7](image)

*Figure 7. A six-story frame under Tabas earthquake s=1800kgf: (a) Analysed structure under proposed method; (b) Acceleration response; (c) Displacement response*

<table>
<thead>
<tr>
<th>Number of Stories</th>
<th>Frame Type</th>
<th>Top Displacement (cm)</th>
<th>Top Acceleration (cm/sec²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-story-1 Bay</td>
<td>Bending</td>
<td>50.4</td>
<td>1792</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>15.6</td>
<td>954</td>
</tr>
<tr>
<td></td>
<td>Optimum frictional, S=1500</td>
<td>5.6</td>
<td>575</td>
</tr>
<tr>
<td>6-story-2 Bay</td>
<td>Bending</td>
<td>50.4</td>
<td>1956</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>16.7</td>
<td>954</td>
</tr>
<tr>
<td></td>
<td>Optimum frictional, S=2500</td>
<td>13.1</td>
<td>565</td>
</tr>
<tr>
<td>10-story-1 Bay</td>
<td>Bending</td>
<td>70.7</td>
<td>2126</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>44.4</td>
<td>954</td>
</tr>
<tr>
<td></td>
<td>Optimum frictional, S=2000</td>
<td>16.3</td>
<td>536</td>
</tr>
<tr>
<td>10-story-2 Bay</td>
<td>Bending</td>
<td>86</td>
<td>3075</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>36.9</td>
<td>2391</td>
</tr>
<tr>
<td></td>
<td>Optimum frictional, S=2000</td>
<td>20.8</td>
<td>576</td>
</tr>
</tbody>
</table>
Table 3
Four, Six, and Ten story results under Manjil $\xi_a = 0.30$ and $\eta_a = 0.25$

<table>
<thead>
<tr>
<th>Number of stories</th>
<th>Frame Type</th>
<th>Top Displacement (cm)</th>
<th>Top Acceleration (cm/sec$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-story-1 Bay</td>
<td>Bending</td>
<td>30.2</td>
<td>5325</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>12.7</td>
<td>1405</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=1000</td>
<td>7.4</td>
<td>451</td>
</tr>
<tr>
<td>4-story-2 Bay</td>
<td>Bending</td>
<td>21.7</td>
<td>3560</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>10.8</td>
<td>843</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=2000</td>
<td>4.7</td>
<td>437</td>
</tr>
<tr>
<td>6-story-1 Bay</td>
<td>Bending</td>
<td>30.0</td>
<td>2263</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>11.9</td>
<td>1316</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=1500</td>
<td>7.2</td>
<td>439</td>
</tr>
<tr>
<td>6-story-2 Bay</td>
<td>Bending</td>
<td>31.6</td>
<td>3895</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>18.5</td>
<td>1664</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=2000</td>
<td>9.0</td>
<td>437</td>
</tr>
<tr>
<td>10-story-1 Bay</td>
<td>Bending</td>
<td>30.5</td>
<td>2160</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>24.6</td>
<td>1162</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=1500</td>
<td>12.6</td>
<td>384</td>
</tr>
<tr>
<td>10-story-2 Bay</td>
<td>Bending</td>
<td>28.9</td>
<td>3808</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>18.4</td>
<td>890</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=2500</td>
<td>14.4</td>
<td>506</td>
</tr>
</tbody>
</table>

Table 4
Four, Six, and Ten story result under El-Centro $\xi_a = 0.30$ and $\eta_a = 0.4$

<table>
<thead>
<tr>
<th>Number of stories</th>
<th>Frame Type</th>
<th>Top Displacement (cm)</th>
<th>Top Acceleration (cm/sec$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-story-1 Bay</td>
<td>Bending</td>
<td>30.3</td>
<td>2714</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>7.7</td>
<td>1449</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=1000</td>
<td>5.8</td>
<td>534</td>
</tr>
<tr>
<td>4-story-2 Bay</td>
<td>Bending</td>
<td>24.0</td>
<td>2683</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>8.4</td>
<td>1079</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=2000</td>
<td>5.7</td>
<td>581</td>
</tr>
<tr>
<td>6-story-1 Bay</td>
<td>Bending</td>
<td>36.5</td>
<td>4462</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>20.2</td>
<td>1159</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=1500</td>
<td>12.0</td>
<td>601</td>
</tr>
<tr>
<td>6-story-2 Bay</td>
<td>Bending</td>
<td>39.7</td>
<td>2734</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>19.2</td>
<td>1781</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=2000</td>
<td>15.5</td>
<td>578</td>
</tr>
<tr>
<td>10-story-1 Bay</td>
<td>Bending</td>
<td>81.8</td>
<td>2633</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>34.7</td>
<td>1864</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=1500</td>
<td>16.3</td>
<td>576</td>
</tr>
<tr>
<td>10-story-2 Bay</td>
<td>Bending</td>
<td>84.3</td>
<td>2353</td>
</tr>
<tr>
<td></td>
<td>Non-optimum Frictional</td>
<td>46.0</td>
<td>1663</td>
</tr>
<tr>
<td></td>
<td>Optimum Frictional, S=2500</td>
<td>23.6</td>
<td>547</td>
</tr>
</tbody>
</table>
be achieved. Figure 8 depicts the investigation results of changing the constraints in the optimisation method. By changing the values of $\xi_d$, $\eta_d$, the range of slip load can be determined to control the maximum amplitude and displacement values of the structure. The results illustrate that the optimum range of slip load of 1-bay structures is 1000 Kgf to 2000 Kgf. On the contrary, for 2-bay structures, this range was increased, and the optimum range was 2000 Kgf to 2500 Kgf. Thus, we can find the optimum slip load in each area with various allowable thresholds of acceleration and displacement.

Figure 8. Variation of optimisation method constraints vs. slip load for 4, 6, and 10 story buildings under Tabas, Manjil, and El-Centro earthquakes
Table 5

<table>
<thead>
<tr>
<th>Ref</th>
<th>Structure under Test</th>
<th>Displacement Reduction (%)</th>
<th>Acceleration Reduction (%)</th>
<th>Inter Story Drift Reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee et al, 2008</td>
<td>6-story</td>
<td>-</td>
<td>31.8</td>
<td>66</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>80.1</td>
<td>80.3</td>
<td>84.2</td>
</tr>
<tr>
<td>Fallah &amp; Honarparst, 2013</td>
<td>4-Story</td>
<td>40.3</td>
<td>19.6</td>
<td>35</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>80.1</td>
<td>80.3</td>
<td>84.2</td>
</tr>
<tr>
<td>Feliciano, 2015</td>
<td>6-story</td>
<td>69</td>
<td>71</td>
<td>-</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>68</td>
<td>86</td>
<td>70.1</td>
</tr>
<tr>
<td>Miguel &amp; Lopez, 2018</td>
<td>4-story</td>
<td>82.73</td>
<td>-</td>
<td>81.8</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>80.1</td>
<td>80.3</td>
<td>84.2</td>
</tr>
<tr>
<td>Domenico, 2020</td>
<td>4-story</td>
<td>60</td>
<td>40</td>
<td>-</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>80.1</td>
<td>80.3</td>
<td>84.2</td>
</tr>
<tr>
<td>Sanghai &amp; Pawade, 2021</td>
<td>6-story</td>
<td>-</td>
<td>-</td>
<td>33</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>68</td>
<td>86</td>
<td>70.1</td>
</tr>
<tr>
<td>Miguel &amp; Pérez, 2017</td>
<td>9-story</td>
<td>72</td>
<td>70</td>
<td>83.3</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>81</td>
<td>80</td>
<td>86.2</td>
</tr>
<tr>
<td>Lopez &amp; Miguel, 2015</td>
<td>10-story</td>
<td>66</td>
<td>-</td>
<td>76</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>80.07</td>
<td>78.12</td>
<td>79</td>
</tr>
<tr>
<td>Kim &amp; An, 2016</td>
<td>4-story</td>
<td>30</td>
<td>-</td>
<td>40</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>80.1</td>
<td>80.3</td>
<td>84.2</td>
</tr>
<tr>
<td>Palacios et al. 2020</td>
<td>4-story</td>
<td>-</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>This paper</td>
<td></td>
<td>80.1</td>
<td>80.3</td>
<td>84.2</td>
</tr>
</tbody>
</table>

Table 5 shows a comparison between the results of this paper and other studies. The reduction ratio depicts how much the acceleration and displacement amplitudes can be controlled using optimised slip load compared to non-friction damped structures.

Furthermore, to assess the proposed MAHA and other investigations, 4, 6, 9, and 10-story buildings are analysed with the same situations as mentioned previously. Table 5 compared the result of a 4-story with the findings of Miguel and Lopez (2018), which shows that the proposed method of this paper can improve all three parameters above 80% simultaneously. Lopez and Miguel (2015) showed a 43% reduction of inter-story drift for a 6-story buildings, while this paper achieved 70%.

Lee H. et al. (2008) investigated un-damped and damped frames. They achieved a 31.8% and 43% reduction of maximum acceleration for 6-story and 4-story buildings, respectively. Also, they reported a 66% reduction of inter-story drift. Prez et al. (2017a) reported a 54% reduction in acceleration in controlled mode compared to uncontrolled. Miguel and Lopez (2018) resulted in an 80% reduction of acceleration and inter-story drift for a 4-story building. Sanghai & Pawade (2021) and Miguel & Pérez (2017(, approved
that the displacement reductions are about 80% for 4, 9, and 10 stories scenarios. Palacios et al. (2020) reported about 50% and 40% reductions in the overall inter story-drift and acceleration peak-value, respectively. Kim & An (2016) concluded that maximum roof displacement and the inter-story drift ratio were reduced by 30% and 40%, respectively.

Moreover, to assess the effectiveness of the proposed method, numerical results are presented for 6, 9, and 10 stories. As can be seen in Table 5, the analogy of Sanghai & Pawade (2021), Miguel and Pérez (2017), and Lopez and Miguel (2015) approved that the displacement reductions of 82% and 80% can be achieved for 4, 9, and 10-stories scenarios, respectively. Regarding the acceleration, the reduction ratios are 80% and 78%. Also, the inter-story drift is investigated. It is under control in such a way that it is about 70% for all investigated structures.

The results of present work with the mentioned references has been comprised Table 5 and illustrated in Figure 9 to better depict the performance of the proposed optimisation method. Acceleration reduction ratios, based on this study, are higher than other references for various buildings. Moreover, the results for displacement reduction ratio for various investigated buildings show that the proposed method is more efficient than other references.

There are no height limitations and 4, 6, 9, and 10 stories are considered a prototype. As seen in Equations 2, 3, 17, 18, 19, and 20, the analysis is parametric, and the method is applicable for various numbers of stories ($n_{\text{story}}$). In fact, by increasing the number of buildings, the degree of freedom (DOFs) and relevant matrix dimension would be regenerated based on that building. However, it is worth noting that for tall buildings, there are specific considerations.

Figure 9. Comparison of results of this study with other references (Table 5)
CONCLUSION

This paper proposed an intelligent control system that enabled simultaneous control of acceleration and displacement in a friction damped structure. The functionality of the proposed system was formulated as an optimisation method. A combined analysis approach named MAHA was presented to solve the problem, combining HL-MAFD and SGA’s heuristic algorithm. Based on the results of this study, the following conclusions may be drawn:

- By using the proposed intelligent control system, the optimal value of slip load could be found that resulted in considerable control of acceleration and displacement of structures. The obtained results at these optimum slip loads showed the displacement reduction of 82% and 80% for 4, 6, 9, and 10 story structures, respectively. Regarding the acceleration, the reduction ratio is 80% and 78%. Also, the inter-story drift was investigated. It was under control in such a way that it was about 71% to 86% in all mentioned structures.

- The proposed approach was designed parametric and could be applied to various structures under different types of earthquakes. The numerical simulations concluded that the control system could be easily adjustable by changing optimisation method’s acceleration and displacement ratio threshold.

- The proposed approach would be extended to tall and high-rise buildings regarding the high rise design considerations.

- By analysing the responses of structures under optimum slip load, the intelligent control system gives a statistical view of the behaviour of structures during the designing phase. The engineers could find the controlled responses of structures on that area and design a suitable friction damper based on the optimum slip load. Thus, this would be more beneficial in strengthening structures against earthquake damages in each specific area.

- The proposed control system would reduce the financial loss because of oversizing by allowing the slip load of friction damper to be designed based on the particular structure and area.

The proposed methodology is recommended as an effective and economical tool for controlling the damage of structures.
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To analyse the behaviour of the structure using the proposed method, we need to form a reduced general equation of motion as mentioned in Equation 8. To this end, we need to calculate the system stiffness matrix accurately. In the following, the analysis steps for a four-story structure with a frictional damper are addressed. The frame structure has been shown in Figure 4. The nodes matrix is shown in Equations 11 and 12. The number of elements ($\text{NEL}$) is 20, and the total number of degrees of freedom ($\text{NDOF}$) is 36.

$$\text{NEL} = 20, \text{DOF} = e + i = 36, \ e = 4, \ i = 32 \quad \quad (11)$$

$$\text{Nodes} = \begin{pmatrix} 0 & 400 & 0 & 400 & 0 & 400 & 0 & 400 & 0 & 200 & 200 & 200 & 200 \\ 0 & 0 & 300 & 300 & 600 & 600 & 900 & 900 & 1200 & 1200 & 150 & 450 & 750 & 1050 \end{pmatrix} \quad \quad (12)$$

Also, elements matrix is (Equation 13):

$$\text{Elements} = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\ 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 \\ 9 & 10 & 11 & 12 & 5 & 13 & 7 & 14 \end{pmatrix} \quad \quad (13)$$

The degree of freedom matrix and the member code matrix are the following (Equation 14 and 15):

$$\text{DOF} = \begin{pmatrix} 0 & 0 & 1 & 1 & 2 & 2 & 3 & 3 & 4 & 4 & 29 & 31 & 33 & 35 \\ 0 & 0 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 21 & 22 & 23 & 24 \\ 0 & 0 & 13 & 14 & 15 & 16 & 17 & 18 & 19 & 20 & 25 & 26 & 27 & 28 \end{pmatrix} \quad \quad (14)$$

$$\text{MCM}^t = \text{stack}(\text{DOF}_{\text{member}}, \text{DOF}_{\text{member}}) \quad \quad (15)$$

The total stiffness matrix of the structure that needs to solve the general equation of motion would be obtained via Equation 16:

$$\textbf{K}_{\text{sys}} = \sum_{i=1}^{\text{NEL}} \textbf{R}^T_i \textbf{K}_i \textbf{R}_i \quad \quad (16)$$

Also, $\textbf{K}_i$ is the member’s stiffness matrix in rank of $6 \times 6$ (Logan, 2007). $K_{nm}, K_{mn}, K_{n}, K_{m}, K_{u}$ are submatrices of $\textbf{K}_{sys}$ and defined as Equation 17-20:

$$K_{nm} = \text{submatrix}(K_{sys}, 1, n_{\text{story}}, 1, n_{\text{story}}) \quad \quad (17)$$

$$K_{mn} = \text{submatrix}(K_{sys}, 1, n_{\text{story}}, n_{\text{story}} + 1, \text{DOF}) \quad \quad (18)$$

$$K_{nm} = \text{submatrix}(K_{sys}, n_{\text{story}} + 1, \text{DOF}, 1, n_{\text{story}}) \quad \quad (19)$$

$$K_{n} = \text{submatrix}(K_{sys}, n_{\text{story}} + 1, \text{DOF}, n_{\text{story}} + 1, \text{DOF}) \quad \quad (20)$$

Finally, the $\textbf{K}$ matrix is obtained according to Equation 6b.
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ABSTRACT

The high rate of urbanisation has increased the need for state-of-art health models that can meet the growing needs of society during any pandemic. Information-theoretic algorithms based on decision tree can mine the data to establish standards for the final decision by classifying the related data. Classification is an effective tool to analyse the existing health system in India’s states and union territories. For this purpose, the data is categorised and then treated with the enhanced Shannon Entropy-based C4.5 decision tree algorithm to set some rules. These rules are capable of finding the major gaps in the health care systems after the analysis. Supposedly, these gaps are taken care of properly in the affected regions. In that case, the health care models will accomplish the endeavouring Sustainable Development Goals.
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Potential primary health care models can address the outbreak of the disease on time, before they become epidemic, through established and equipped delivery processes. Through such well-managed primary health care systems, there is a possible reduction in bad health in the worst-affected regions. Moreover, these systems can also support to get better health results (Kruk et al., 2010; Shi, 2012).

The importance of improving health systems is that the representatives of various regions recognised the United Nations’ Millennium Development Goals during the Millennium Summit in September 2000. Their target is to monitor the development in the health sector and its outcome from 1990 to 2015 (Assembly, 2000).

Much remarkable work has been done to find the various issues in health care models that need to be taken care of. For example, some discussed the gaps within health care processes and their outcome by analysing the existing facilities and through several health care visits and found the low-quality standard in other domains like user experience, evidence-based care and population health management (Macarayan et al., 2018). Virus outbreaks in healthcare facilities for the elderly in Japan were analysed during the winter season of 2004 to 2005 (Okada et al., 2006). Regardless of many policies, women are not getting adequate quality maternity care; efforts are required to improve these care models (Alkema et al., 2016; Afulani et al., 2019).

Considerable efforts are required to address the issues and find the solution of developing an effective health care model. As an effective tool, data mining can deal with such issues by mining available health-related complex data sets. In data mining, various problems have been solved to extract potential knowledge from unorganised data, using various measures, like information-theoretic measures (Chen et al., 1996), local generalised quadratic distance metrics (Karim & Frank, 2017) and means like clustering of imbalanced high-dimensional media data (Sarka et al., 2018; Antonella & Mariangela, 2017; Panagiotis & Christos, 2016). Classification, which is one of the main objectives of data mining, is an effective tool to analyse the training set and study a classified model (Gondek & Hofmann, 2007; Zhang et al., 2006). Maria and Gunter (2016) found the decision tree algorithm as one of the most effective and commonly used key algorithms to build a predictive model among various classification algorithms. Initially, it is applied on a training set so that some classification criteria can be set and the unknown classes of the data are classified. The algorithm identifies, the appropriate property to every node by the gained information (Zhu & Wen, 2010). Refer Rokach and Maimon (2014) and Tzirakis and Tjortjis (2017) for more details about their advancements.

There are many studies on health care services to determine their effectiveness (Jamaludin et al., 2020; Jonsson et al., 2020). However, identifying the regions with a high density population, where the essential health services are more in demand, is another critical parameter that also requires immediate attention for the success of health care models. Furthermore, it will help in finding the sensitive areas during any pandemic. This purpose can be achieved by classifying the related data of the particular regions.
The present study has been motivated by the effectiveness of classification. So the data under consideration have been classified to analyse various parameters of health care models by bifurcating them in various ranges. The enhanced information theory-based classification algorithm C4.5 of data mining has been applied (Wu et al., 2008) to set some rules that are useful for reviewing and updating health care projects or models. The next part of the article includes the introductory part of the C4.5 algorithm compared to other classification methods. At the same time, in a later section, we categorise the attributes of data under consideration. Using the C4.5 algorithm, we have developed decision tree-based constraints. Finally, based on a set of rules obtained, a comparison of the resultant trees have been discussed, and the results with future scope have been concluded at last.

MATERIAL AND METHODS

C4.5 Algorithm

C4.5 algorithm plays a vital role in the development of the decision trees. Among the most commonly used decision tree algorithms, the ID3 algorithm (Quinlan, 1986) is mainly preferred for classification, while the C4.5 algorithm (Salzberg, 1994) is the modification or enhancement of the ID3 algorithm. C4.5 algorithm gets more popular when it is listed as the top 10 algorithms mentioned by Wu et al. (2008). The working procedure of this algorithm is the same as that of the ID3 algorithm. However, the only difference in the attribute selection criteria for a node is by using the split information.

Gained Information is evaluated using Shannon entropy (Shannon, 1948) and then gained ratio is calculated for each attribute. Finally, the attribute with the maximum gained ratio is used for classification. Then, the process is repeated further to develop its subtrees.

The C4.5 algorithm is preferred over other algorithms of classification due to the advantages mentioned in Table 1 (Sharma & Kumar, 2016):

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Types</td>
<td>Discrete</td>
<td>Discrete</td>
<td>Discrete and Continuous</td>
</tr>
<tr>
<td>Speed</td>
<td>Average</td>
<td>Low</td>
<td>Fast</td>
</tr>
<tr>
<td>Pruning</td>
<td>Post Pruning</td>
<td>Post Pruning</td>
<td>Pre Pruning</td>
</tr>
<tr>
<td>Attribute Selection Criteria</td>
<td>Gained Information</td>
<td>Gained Information</td>
<td>Split info</td>
</tr>
<tr>
<td>Missing Values</td>
<td>Affects</td>
<td>Affects</td>
<td>No effect</td>
</tr>
</tbody>
</table>
Application in Health Model of India at the End of the Twelfth Plan

The data of India’s different states and union territories that support the health system has been collected at the end of the Twelfth Plan (OGD, 2015) and is summarised in Table 3. This data is mainly categorised into two classes, $C_1$ and $C_2$, where $C_1$ is classified as ‘g’ indicating good health care services. In contrast, $C_2$ is categorised as ‘ng’ that indicates ‘not good’ health care services. Based on the importance in health care models, four attributes (the number of Primary Health Centers, Sub Centers and Community Health Centers functioning at the end of Twelfth Plan and Rural Population covered by Primary Health Centers) from the data source have been selected. These attributes are essential in the process of decision making while selecting the appropriate region for health-related projects to be implemented based on the classification of the health model.

Associated average of health care for a particular region is considered ‘good’ if it is more than the national average. Otherwise, it is considered ‘not good’. Finally, the three attribute classes are combined with the fourth having discrete values without any intervals and further are concluded as ‘g’ or ‘ng’ based on the majority as summarised in Table 2. Here $A_1, A_2, A_3$ and $A_4$ represent the four attributes, while case numbers (Case 1, Case 2 and so on) represents the various possible cases during the process of a class assignment to a particular region.

Table 2

<table>
<thead>
<tr>
<th>Regions</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
<th>Classes of Health Care Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>g</td>
<td>g</td>
<td>g</td>
<td>g</td>
<td>g</td>
</tr>
<tr>
<td>Case 2</td>
<td>g</td>
<td>g</td>
<td>g</td>
<td>ng</td>
<td>g</td>
</tr>
<tr>
<td>Case 3</td>
<td>g</td>
<td>g</td>
<td>ng</td>
<td>ng</td>
<td>ng</td>
</tr>
<tr>
<td>Case 4</td>
<td>g</td>
<td>ng</td>
<td>ng</td>
<td>ng</td>
<td>ng</td>
</tr>
<tr>
<td>Case 5</td>
<td>ng</td>
<td>ng</td>
<td>ng</td>
<td>ng</td>
<td>ng</td>
</tr>
</tbody>
</table>

Using the Shannon entropy-based C4.5 algorithm (Shannon, 1948), we developed a decision tree and compared it with Kumar et al. (2016), in which modified ID3 algorithm based on the Varma entropy measure (Varma, 1966) was used for specific values of two parameters such as $\alpha$ and $\beta$ the same data with different specifications attributes. In the data used by Kumar et al. (2016), all the attributes have intervals, while in the present study, we deal with discrete values without intervals for one particular attribute. During the construction of the decision tree, the attributes data with discrete values have been divided at the threshold into two groups. Hence, only two branches emerge from it. In contrast,
in other attributes, branches are equal to the number of intervals and consequently result in more rules.

The first three attributes \((\text{Primary Health Centers, Sub Centers and Community Health Centers})\), based upon their values either less than or greater than the national average per unit population, are divided into four different ranges. Following are the details of all four attributes.

\textbf{PHC} stands for average population covered by \textit{Primary Health Centers} functioning at the end of the Twelfth Plan, with four ranges: less than 26000, 26000-47000, 47001-61000 and greater than 61000.

\textbf{SBC} stands for average population covered by \textit{Sub Centers} functioning at the end of the Twelfth Plan, with four ranges: less than 3600, 3600-4500, 4501-7100 and greater than 7100;

\textbf{CHC} is representing the average population covered by \textit{Community Health Centers} functioning at the end of the Twelfth Plan with four ranges: less than 140000, 140000-220000, 220001-320000 and greater than 320000; and

\textbf{RPHC} is represents the average \textit{Rural Population covered by Primary Health Centers} with discrete data without any interval and varies from 0 to 83808.

Table 3

\textit{Health Model of INDIA}

<table>
<thead>
<tr>
<th>Sr. no.</th>
<th>PHC</th>
<th>SBC</th>
<th>CHC</th>
<th>RPHC</th>
<th>Classes of Health Care Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt;26000</td>
<td>&lt;3600</td>
<td>&lt;140000</td>
<td>1077</td>
<td>ng</td>
</tr>
<tr>
<td>2</td>
<td>47001-61000</td>
<td>4501-7100</td>
<td>220001-320000</td>
<td>32979</td>
<td>g</td>
</tr>
<tr>
<td>3</td>
<td>&lt;26000</td>
<td>4501-7100</td>
<td>&lt;140000</td>
<td>9114</td>
<td>ng</td>
</tr>
<tr>
<td>4</td>
<td>26000-47000</td>
<td>4501-7100</td>
<td>140000-220000</td>
<td>26437</td>
<td>ng</td>
</tr>
<tr>
<td>5</td>
<td>47001-61000</td>
<td>&gt;7100</td>
<td>&gt;320000</td>
<td>4900</td>
<td>g</td>
</tr>
<tr>
<td>6</td>
<td>&lt;26000</td>
<td>&gt;7100</td>
<td>&gt;320000</td>
<td>0</td>
<td>ng</td>
</tr>
<tr>
<td>7</td>
<td>26000-47000</td>
<td>4501-7100</td>
<td>140000-220000</td>
<td>25042</td>
<td>ng</td>
</tr>
<tr>
<td>8</td>
<td>47001-61000</td>
<td>4501-7100</td>
<td>&gt;320000</td>
<td>26159</td>
<td>g</td>
</tr>
<tr>
<td>9</td>
<td>&gt;61000</td>
<td>&gt;7100</td>
<td>&lt;140000</td>
<td>20132</td>
<td>ng</td>
</tr>
<tr>
<td>10</td>
<td>&gt;61000</td>
<td>&gt;7100</td>
<td>&lt;140000</td>
<td>83808</td>
<td>g</td>
</tr>
<tr>
<td>11</td>
<td>&gt;61000</td>
<td>4501-7100</td>
<td>&gt;320000</td>
<td>26273</td>
<td>g</td>
</tr>
<tr>
<td>12</td>
<td>47001-61000</td>
<td>&gt;7100</td>
<td>140000-220000</td>
<td>29961</td>
<td>ng</td>
</tr>
<tr>
<td>13</td>
<td>47001-61000</td>
<td>&gt;7100</td>
<td>220001-320000</td>
<td>36364</td>
<td>g</td>
</tr>
</tbody>
</table>
Table 3 (Continued)

<table>
<thead>
<tr>
<th>Sr. no.</th>
<th>PHC</th>
<th>SBC</th>
<th>CHC</th>
<th>RPHC</th>
<th>Classes of Health Care Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>&lt;26000</td>
<td>&lt;3600</td>
<td>&lt;140000</td>
<td>12630</td>
<td>ng</td>
</tr>
<tr>
<td>15</td>
<td>&lt;26000</td>
<td>4501-7100</td>
<td>140000-220000</td>
<td>14298</td>
<td>ng</td>
</tr>
<tr>
<td>16</td>
<td>&gt;61000</td>
<td>&gt;7100</td>
<td>140000-220000</td>
<td>75924</td>
<td>g</td>
</tr>
<tr>
<td>17</td>
<td>26000-47000</td>
<td>4501-7100</td>
<td>&gt;320000</td>
<td>16780</td>
<td>ng</td>
</tr>
<tr>
<td>18</td>
<td>26000-47000</td>
<td>&gt;7100</td>
<td>140000-220000</td>
<td>21075</td>
<td>ng</td>
</tr>
<tr>
<td>19</td>
<td>&lt;26000</td>
<td>4501-7100</td>
<td>&lt;140000</td>
<td>3535</td>
<td>ng</td>
</tr>
<tr>
<td>20</td>
<td>&gt;61000</td>
<td>&gt;7100</td>
<td>140000-220000</td>
<td>45426</td>
<td>g</td>
</tr>
<tr>
<td>21</td>
<td>&gt;61000</td>
<td>&gt;7100</td>
<td>220001-320000</td>
<td>33990</td>
<td>g</td>
</tr>
<tr>
<td>22</td>
<td>26000-47000</td>
<td>4501-7100</td>
<td>140000-220000</td>
<td>23784</td>
<td>ng</td>
</tr>
<tr>
<td>23</td>
<td>26000-47000</td>
<td>4501-7100</td>
<td>&lt;140000</td>
<td>21958</td>
<td>ng</td>
</tr>
<tr>
<td>24</td>
<td>&lt;26000</td>
<td>&lt;3600</td>
<td>&lt;140000</td>
<td>9218</td>
<td>ng</td>
</tr>
<tr>
<td>25</td>
<td>&lt;26000</td>
<td>4501-7100</td>
<td>&lt;140000</td>
<td>11171</td>
<td>ng</td>
</tr>
<tr>
<td>26</td>
<td>26000-47000</td>
<td>4501-7100</td>
<td>&lt;140000</td>
<td>26797</td>
<td>ng</td>
</tr>
<tr>
<td>27</td>
<td>47001-61000</td>
<td>&gt;7100</td>
<td>&gt;320000</td>
<td>16467</td>
<td>g</td>
</tr>
<tr>
<td>28</td>
<td>&gt;61000</td>
<td>&gt;7100</td>
<td>140000-220000</td>
<td>40619</td>
<td>g</td>
</tr>
<tr>
<td>29</td>
<td>26000-47000</td>
<td>4501-7100</td>
<td>&lt;140000</td>
<td>24736</td>
<td>ng</td>
</tr>
<tr>
<td>30</td>
<td>&lt;26000</td>
<td>3600-4500</td>
<td>220001-320000</td>
<td>19042</td>
<td>ng</td>
</tr>
<tr>
<td>31</td>
<td>47001-61000</td>
<td>&gt;7100</td>
<td>140000-220000</td>
<td>27195</td>
<td>ng</td>
</tr>
<tr>
<td>32</td>
<td>26000-47000</td>
<td>3600-4500</td>
<td>140000-220000</td>
<td>32921</td>
<td>ng</td>
</tr>
<tr>
<td>33</td>
<td>47001-61000</td>
<td>&gt;7100</td>
<td>220001-320000</td>
<td>44414</td>
<td>g</td>
</tr>
<tr>
<td>34</td>
<td>26000-47000</td>
<td>4501-7100</td>
<td>140000-220000</td>
<td>27381</td>
<td>ng</td>
</tr>
<tr>
<td>35</td>
<td>&gt;61000</td>
<td>&gt;7100</td>
<td>220001-320000</td>
<td>68408</td>
<td>g</td>
</tr>
</tbody>
</table>

Now, by using Shannon entropy (Shannon, 1948), the amount of the information required for the object data is measured, using the following Equation 1:

\[
I(C_1, C_2, C_3, \ldots, C_c) = - \sum_{i=1}^{c} p_i \log_2 p_i,
\]

with \( p_i \) represents the probability associated with each class.

In Table 3, the complete data is divided into two classes \( C_1 \) and \( C_2 \) where 13, ‘g’ is in \( C_1 \) and 22, ‘ng’ is in \( C_2 \). Therefore

\[
I(C_1, C_2) = \left( - \frac{13}{35} \right) \log_2 \left( \frac{13}{35} \right) - \left( - \frac{22}{35} \right) \log_2 \left( \frac{22}{35} \right) = 0.951762676
\]
Further, for the number of values, $m_j$ in the range $R_j$ of attribute $A_k$ then entropy of $A_k$, $E(A_k)$ is given as Equation 2:

$$E(A_k) = \sum_{j=1}^{r} \frac{m_j}{N} \sum_{i=1}^{c} p_i \log_2 p_i$$  \hspace{1cm} (2)

Here, association with the four different attributes are given as follows:

$$E(A_1) = E(PHC) = 0.309678301$$
$$E(A_2) = E(SBC) = 0.702953112$$
$$E(A_3) = E(CHC) = 0.685134682$$
$$E(A_4) = E(RPHC) = 0.378114904$$

Net gained information $Gain_{info}(A_k)$ for different attributes are given by Equation 3

$$Gain_{info}(A_k) = I(C_1, C_2, C_3, \cdots, C_k) - E(A_k)$$ \hspace{1cm} (3)

Hence, we have

$$Gain_{info}(A_1) = 0.642084374 \text{ \ bits}$$
$$Gain_{info}(A_2) = 0.248809563 \text{ \ bits}$$
$$Gain_{info}(A_3) = 0.266627993 \text{ \ bits}$$
$$Gain_{info}(A_4) = 0.573647772 \text{ \ bits}$$

Further, information of split, $Split_{info}(A_k)$ has been measured for each attribute using the following Equation 4

$$Split_{info}(A_k) = \sum_{j=1}^{r} \frac{m_j}{N} \log_2 \left\{ \frac{m_j}{N} \right\}$$ \hspace{1cm} (4)

Therefore, we get

$$Split_{info}(A_1) = 1.993608561.$$  
$$Split_{info}(A_2) = 1.587522864.$$  
$$Split_{info}(A_3) = 1.926630222.$$  
$$Split_{info}(A_4) = 0.863120569.$$
Net gained ratio information i.e. $Gain\_ratio(A_k)$ for each attribute ‘$A_k$’ is calculated using the Equation 5

$$Gain\_ratio(A_k) = \frac{Gain\_info(A_k)}{Split\_info(A_k)}$$

Thus, we have

- $Gain\_ratio(A_1) = 0.32207143 \text{ bits}$
- $Gain\_ratio(A_2) = 0.15672817 \text{ bits}$
- $Gain\_ratio(A_3) = 0.13839085 \text{ bits}$
- $Gain\_ratio(A_4) = 0.66462067 \text{ bits}$

We note that the ratio of the fourth attribute is obtained with discrete values and without intervals. For example, RPHC is the maximum. Therefore this attribute is designated as the root of the decision tree and will divide the data initially into two parts at the threshold. Hence, only two branches will emerge for root. Further, the above process of gained ratio is repeated for branches or subtrees until we get the terminal nodes as ‘g’ or ‘ng’. The resultant decision tree for the data in Table 3, using the C4.5 Algorithm, is given in Figure 1.
The decision tree obtained by Kumar et al. (2016) based on Varma (1966) is given in Figure 2, and for rules induced, we can refer to Kumar et al. (2016). Information required, entropy values, split information and gained information ratios are calculated for each attribute of the training data set. The root of the decision tree has the attribute with the highest gained ratio, and the other remaining attributes are arranged as in the nodes of its branches. The same procedure is repeated for the nodes of the branches. The rules formed while moving from the root towards the leaf or terminal node of the final decision tree are helpful in setting classification criteria. These classification rules form the strong base for the systematic analysis and the development of the system.

![Figure 2. Varma Entropy-based Decision Tree](image)

**RESULTS AND DISCUSSION**

**Rules Induced**

Some rules have been induced using ‘if-then’, based on the resultant C4.5 algorithm-based decision tree, given in Figure 1. Thus, further improving the decision making criteria during the evaluation or implementation of the health-related projects for the development of the health care system. These rules can be summarised as follows:

1. If RPHC is less than or equal to 32291 and SBC is less than 4500, then for any value of PHC and CHC, health care services are ‘not good’ in that region.
2. If RPHC is less than or equal to 32291 and SBC is within 4501 to 7100 and PHC is less than 47000, then for any value of CHC, health services are ‘not good’ in that region.

3. If RPHC is less than or equal to 32291 and SBC is within 4501 to 7100 and PHC is greater than 47000, then for any value of CHC, health services are ‘good’ in that region.

4. If RPHC is less than or equal to 32291 and SBC is greater than 7100, again RPHC is less than or equal to 16467 and PHC is less than 26000, then for any value of CHC, health services are ‘not good’ in that region.

5. If RPHC is less than or equal to 32291 and SBC is greater than 7100, again RPHC is less than or equal to 16467 and PHC is within 47001 to 61000, then for any value of CHC, health services are ‘good’ in that region.

6. If RPHC is less than or equal to 32291 and SBC is greater than 7100 and RPHC is more than 16467, then for any value of CHC, health services are ‘not good’ in that region.

7. If RPHC is greater than 32291 then for any value of SBC, PHC and CHC, health services are ‘good’ in that region.

The rules have been framed while moving from the root towards the terminating nodes in the resultant decision tree. Also, rules 4 and 5 can be further simplified by combining the conditions for RPHC as less than or equal to 16467. The regions with good health care models satisfy rules 3, 5 and 7, while rules 1, 2, 4 and 6 help identify the regions where health care models need to be updated.

**Comparison between the Decision Trees**

Two decision trees obtained by the modified ID3 algorithm based on Varma Entropy and C4.5 Algorithm have been compared and summarised in Table 4. Some conditions or rules have been formed with the help of decision trees so that the correct information can be collected. Thus, proper decisions can be made before implementing required policies or projects for the improvement of health care services. Furthermore, the rules obtained from the differently trained data (by considering the values of one attribute without intervals) and then applying the C4.5 Algorithm have resulted in more precise rules than those obtained by Kumar et al. (2016).
Table 4

Comparison of the Decision Trees

<table>
<thead>
<tr>
<th>Sr. no.</th>
<th>Factors</th>
<th>Varma Entropy based Decision Tree</th>
<th>C4.5 Algorithm based Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Attribute at root</td>
<td>PHC</td>
<td>RPHC</td>
</tr>
<tr>
<td>2</td>
<td>Minimum branch length</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Maximum branch length</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>Smallest Rule</td>
<td>If ‘PHC’ less than 26000 then ‘ng’</td>
<td>If ‘RPHC’ is greater than 32291 then ‘g’</td>
</tr>
<tr>
<td>5</td>
<td>Largest Rule</td>
<td>If ‘PHC’ is greater than 61000 and ‘RPHC’ is greater than 48000 then ‘g’</td>
<td>If ‘RPHC’ is less than or equal to 32291, ‘SBC’ is greater than 7100, ‘RPHC’ is greater than equal to 16467 and ‘PHC’ is less than 26000 then ‘ng’.</td>
</tr>
<tr>
<td>6</td>
<td>Rules at depth 1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Rules at depth 2</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>Rules at depth 3</td>
<td>NA</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>Rules at depth 4</td>
<td>NA</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Total number of Rules</td>
<td>5</td>
<td>8</td>
</tr>
</tbody>
</table>

CONCLUSION

The proper decision-making process is always helpful in the successful completion of time-bound projects. The selection of the appropriate classification method is based upon the nature of the training data set. The rules were based on the decision tree obtained by categorised data using the C4.5 algorithm is compared with that of the improved ID3 algorithm, based upon Varma entropy for a particular value of parameters. It was observed that, on using discrete values without intervals, better results are obtained. Thus, in comparison, if the C4.5 algorithm is used for classification, after categorisation of the collected data into different classes, more refined rules have been developed. Such rules help analyse the systematic and progressive development of any introduced system. It has been observed from the rules induced that available processes and measures need improvement in its current models to capture key elements of health facilities. Moreover, the unique features of regions where the health care models are in good condition can be implemented in those regions where improvement is required.
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ABSTRACT

The evolution of the Internet of Things (IoT) accelerates the augmentation of data present on the Internet and possibilities for connections to the more dynamic and heterogeneous devices to the Internet. Recommendation technologies have proven their capabilities of digging the personalised information by proactive filtering in many application domains and can also be a backbone platform in IoT for identifying personalised things, services and relevant artefacts by prevailing over information overload problems. This paper is a comprehensive literature review that categorises IoT recommender systems by exploring the literature’s different IoT based recommendation techniques. We conclude the paper by discussing the challenges and future scope for IoT based recommendations techniques to advancing and widening the frontiers of this research area.
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INTRODUCTION

Internet of Things

The Internet of Things (IoT) is an integrated network of devices, things, physical objects with many embedded technologies. It is the junction of Internet-oriented vision, things oriented vision and semantics oriented vision (Čolaković & Hadžialić, 2018). IoT gives the addressable contribution in many applications and services like smart cities, smart homes, health monitoring,
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wildlife monitoring, e-commerce, transport observations, building and home automation, manufacturing, agriculture, metropolitan scale development, energy management, environment monitoring, and medical enhancements. In the future, IoT will be responsible for hybridised the networks with its non-deterministic and dynamic nature that leads to the connection with billions of devices in a wide area of applications (Cha et al., 2017). Moreover, with the evolution of auto-organisation, self-learning, intelligent entities and virtual objects, IoT will act independently depending on the environment, context information and current circumstances.

Recommender Systems

Recommender System (RS) is the information filtering tool from collected data. The systems offers users and service providers the advantage of filtering the information from the dynamic, flexible, huge volume, rich and diverse data sources according to the users’ observed behaviour, preferences and interest. There are many application domains where RS are implemented, like e-commerce, e-libraries, e-business services, e-learning, cognitive science, forecasting services, management science, and information retrieval systems. The recommendation process consists of three phases, i.e. information collection phase, learning phase and recommendation phase (Isinkaye et al., 2015). There are two most used recommendation techniques, collaborative filtering technique and content-based filtering technique. The collaborative filtering (CF) technique recognises the similarity between the users or items to provide recommendations. It is a domain-independent recommendation technique. Collaborative filtering techniques are further divided into memory-based techniques and model-based techniques. Content-based filtering technique takes care of the features or attributes of the items for recommendations. Instead of discovering the similarity between the users, it observes the similarity between the items by vector space model or probabilistic models. Both techniques are associated with limitations like a cold-start problem, data sparsity problem, scalability, content over specialisation and synonymy.

This paper presents a comprehensive review of the literature by exploring IoT recommenders according to a technique used. We finally represent the challenges and future scope related to this area. The rest of the paper is organised as to what are IoT recommender systems and differentiates them for the traditional recommender systems, discusses the various techniques of IoT recommender systems, presents some challenges and future scope.

IoT RECOMMENDER SYSTEMS

IoT generated data is dynamic and flexible, so the traditional recommendation techniques are ineffective and inefficient in IoT based services (Yao et al., 2019). IoT recommender systems are focused on recommendations of things and services (Mashal et al., 2015; Yao et
Recommendations in IoT reduce the personal efforts in discovering the exciting things and services according to user’s personal preferences and are favorable for business enhancement and society development. IoT-based recommendations require changes in the traditional recommendation methods based only on the characteristics of users and items. Kwon and Kim (2016) proposed a method by adding the characteristics of IoT in the form of social relationships between devices like POR (Partial Object Relationship), SOR (Social Object Relationship), C-LOR (Co-location Object Relationship), OOR (Object-Object Relationship), C-WOR (Co-Work Object Relationship) in the traditional recommendation methods to configure a hybrid recommendation approach. Embedded systems of IoT scenarios can utilize the benefits of profile-driven and context-aware recommendations. The prediction quality of the existing recommendation algorithms is also improved by the availability of IoT characteristics and orthogonal data sources (Felfernig et al., 2017). Saleem et al. (2017) proposed a three-layer model by exploiting social IoT for recommendation services among various application domains of IoT. Cha et al. (2017) explained how the IoT platform is helpful for the collection of streaming and user contextual data for designing a real-time recommender system by geofencing. The experiment results of the proposed prototype model show that recommendation takes more time due to the usage of geofencing rather than using beacons.

A novel recommender system in the IoT was introduced by Frey et al. (2015) that deduce the users consumed physical objects by exploring the installed apps in their smartphones or tablets to build a digital inventory to recommend the physical things to new users. The proposed recommender system consists of two parts. The first is an app for data collection and sending recommendation notifications. The second is a server for data processing and to compute personalized recommendations. Sawant et al. (2017) introduced a basic architecture of IoT and CPS (Cyber-Physical System) with decision-making capabilities that provide recommendation services through SMS or Email. The proposed system architecture comprises four layers: selection layer, network layer, service layer, and application layer. First, the selection layer selects and filters the sensible data provided by users. Then, the network layer, broadcast the selected data to the Service layer. Third, the service layer processed the data using web services and feed the data to the application layer. Finally, the application layer interact with the users and suggest the services. Despite the remarkable advancements and research from the last decade IoT recommendations are complex as compared to the traditional (2D) recommender systems (Pratibha & Kaur, 2018). Table 1 explains how IoT recommender systems are different from traditional recommender systems (Yao et al., 2016; Yao et al., 2019; Felfernig et al., 2019; Felfernig et al., 2017).
Table 1

Differences between IoT Recommender Systems and Traditional Recommender Systems

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Parameters</th>
<th>IoT Recommender Systems (IoT RS)</th>
<th>Traditional Recommender Systems (2D RS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Recommended Object</td>
<td>Things, Services</td>
<td>Books, Movies, websites</td>
</tr>
<tr>
<td>2.</td>
<td>Dynamicity</td>
<td>Dynamic</td>
<td>Static</td>
</tr>
<tr>
<td>3.</td>
<td>Heterogeneity and Diversity</td>
<td>Heterogeneous and more Diverse</td>
<td>Homogeneous and less diverse</td>
</tr>
<tr>
<td>4.</td>
<td>Context-aware</td>
<td>Yes, need contextual information</td>
<td>Context less</td>
</tr>
<tr>
<td>5.</td>
<td>Accuracy</td>
<td>Less</td>
<td>More</td>
</tr>
<tr>
<td>6.</td>
<td>Security and Privacy</td>
<td>Should be more aware</td>
<td>Less Aware</td>
</tr>
<tr>
<td>7.</td>
<td>Multimodality</td>
<td>Interactive, Persuasive and Multimodal interface</td>
<td>Singleton Interface</td>
</tr>
<tr>
<td>8.</td>
<td>Distributed Nature</td>
<td>Yes</td>
<td>Centralised</td>
</tr>
<tr>
<td>9.</td>
<td>Spontaneity</td>
<td>More</td>
<td>Less</td>
</tr>
<tr>
<td>10.</td>
<td>Spatiotemporal Correlation</td>
<td>Yes, need to be taken care between things and users</td>
<td>Need not to be taken care</td>
</tr>
<tr>
<td>11.</td>
<td>Scalability</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>12.</td>
<td>Data Source</td>
<td>Streamed and orthogonal</td>
<td>Flat and Fixed</td>
</tr>
</tbody>
</table>

TECHNIQUES FOR IOT RECOMMENDER SYSTEMS

Many IoT RS techniques and models are proposed and implemented in the literature for things and services recommendations. To the best of our understanding, the paper has taken care of all available algorithms, models and approaches in IoT recommendations. We categorise the literature into the IoT recommendation techniques such as context-aware, knowledge-based, collaborative filtering-based, group-based, correlation-based, machine learning-based, graph-based and trust-based. The categorisation is according to the dynamic perspective taken care of in the purposed models of IoT recommender systems. The main dynamics for the recommendation techniques in IoT are context-awareness, characteristics of IoT things and applications, trust, IoT data representation and Social IoT.

Collaborative Filtering (CF) is one of the famous approaches used to design a recommender system. It involves depending on the history of users. Besides the challenges faced by the CF algorithms, they are used by some recommendation models in the IoT context. These days, RS are no longer personal recommender systems. Instead, they list
out the recommendations to a group of users and leads to group recommender systems. We consider the IoT RS, which exploits a group’s desires and preferences within some correlation and gives suggestions to the whole group under Group-based Recommender Systems. The IoT RS, which exploit the functional knowledge about users, things (devices), IoT services and their identified relationships, are considered under the Knowledge-based IoT recommender Systems. We also put the ontology-based RS in this category, as ontology is the formal knowledge representation to build the IoT RS. Many frameworks of IoT RS have used the context-awareness of geographical locations, state of people, locations of physical objects, the identity of users, and leads to Context-aware IoT RS. Although Context-aware RS faces several challenges like context discovery, privacy issues and security threats, some researchers have used contextual information to develop the IoT-based Recommender Systems.

Some developed recommendation models used the graphical database model to represent the structural schema and relations among data. We consider such models under the Graph-based IoT recommender systems. Graph-based recommendation models have the capability of resolving scalability issues. Furthermore, the social networking application to the IoT creates the scope for a social relationship among things. The system models which suggest the recommendations by introducing the concept of socialisation between things, users and services are considered under the Correlation-based IoT recommendation systems. Machine Learning is an emerging and most desiring field to develop recommendation systems using human learning and real-world knowledge. With hybridisation, Machine Learning was also utilised by many traditional recommender systems to optimise their accuracy. Traditional recommendations techniques are not able to learn from the dynamic human activity pattern in IoT. However, machine learning with deep learning and reinforcement learning give promising opportunities for developing IoT RS. Many developed IoT RS models have extensively used machine learning, so we categorise them under the Machine learning-based IoT Recommender Systems. Figure 1 explains the taxonomy of the IoT recommender systems. The under given section will describe the techniques mentioned above by taking care of proposed models of the literature.

**Context-aware IoT Recommender System**

Context-aware recommendation techniques in IoT uses the contextual information regarding things, users, services and relationship. Integrating contextual information with traditional recommendation technologies results in multidimensional recommender systems with improved, efficient and accurate recommendations. Yavari et al. (2016) proposed an IoT based contextualised technique that involves Internet-scale data for fast decision making to provide personalised information to the users. Salman et al. (2015) suggested a proactive real-time context-aware RS that provide multi-type recommendation using neural
network reasoning power in the IoT paradigm. Twardowski and Ryzko (2016) presented a Multi-Agent System architecture for Big Data processing based mobile context-aware RS. Baltrunas et al. (2011) proposed Matrix Factorisation based context-aware RS, which provide interaction between items and context with less computational cost.

A scenario-based e-commerce recommendation model is introduced by Wu et al. (2019), based on customer interest and scenario-based contextual information in an IoT environment. Distributive cognitive theory is used to differentiate the sensitive scenario by establishing a multi-dimensional customer interest feature vector. Experimental result
shows that the model gives better recommendation accuracy and adaptable for high-quality recommendation services. Ravi et al. (2019) proposed a model CHXplorer composed of two building blocks, i.e., information management and multipurpose intelligent system. It is a mobile decision-support tool that provides practical recommendations to cultural heritage visitors.

Amato et al. (2013) proposed a Context-Aware Recommender System (CARS) model, assisted by users’ preferences and multimedia information extracted from a mobile environment of cultural heritage. This model uses the hybrid recommendation technique combined with collaborative filtering over content-based filtering with similarity matrix k-nearest neighbour. Abu-issa et al. (2020) presented the design and implantation of a mobile-based application known as multi-type proactive CARS. It includes the user context and can provide multi-type recommendations. Zia et al. (2018) proposed an agent and context-based model for recommendations on Internet of vehicles scenario by using social and contextual network information. Context-awareness is a significant factor to upgrade the accuracy and efficiency of IoT recommender systems. Table 2 describes the context-aware recommender systems for IoT based scenarios.

<table>
<thead>
<tr>
<th>Model</th>
<th>Authors and Year</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contextualised Smart Parking Recommender (CSPR)</td>
<td>Yavari et al. (2016)</td>
<td>Context based filtering and aggregation</td>
<td>Melbourne City dataset</td>
<td>Smart city, parking space recommendation service</td>
<td>Query processing time</td>
</tr>
<tr>
<td>PMCARS (Proactive Multi-type Context-Aware Recommender System)</td>
<td>Salman et al. (2015)</td>
<td>Collaborative filtering, Neural network</td>
<td>Modeled data</td>
<td>Gas station and Restaurant recommendation</td>
<td>MSE (Accuracy)</td>
</tr>
<tr>
<td>RTRS (Real-time recommender system)</td>
<td>Cha et al. (2017)</td>
<td>Collaborative filtering, Cloud computing</td>
<td>Tourism data from city of Saint John in New Brunswick, Canada</td>
<td>Smart Tourism</td>
<td>Standard deviation</td>
</tr>
</tbody>
</table>
Knowledge-based IoT Recommender System

The knowledge base is the store of rules, facts and assumptions in a structured or unstructured manner. It is a kind of repository enabled for searching and processing. The object model used to represent the knowledge base is called ontology. A knowledge-based recommender system (KBRS) provides the recommendations by inputs user specifications, item attributes and domain knowledge. KBRS are generally used when sufficient ratings are not available for luxury things, financial services and real estate. Moreover, help to compensate for the Cold-Start problem (Aggarwal, 2016). Based on interface and knowledge, the knowledge base recommender systems are classified into two types, i.e., constraints-based (rule-based) recommender systems and case-based recommender systems. Constraints-base RS takes inputs in the form of constraints regarding item attributes and is matched with domain-specific rules to the user requirements. In Case-based RS, the user describes the specific cases as anchor points or targets. Similarity metrics are used on the item attributes to identify the similar items with the specified cases.

The result can be assumed as the new anchor point with interactive modification by the users to make the recommendation process more interactive. A utility-based recommender system is just a special case of KBRS. A utility function is deployed to calculate the liking probability of an item by the user. The selection of the appropriate utility function is the

Table 2 (Continued)

<table>
<thead>
<tr>
<th>Model</th>
<th>Authors and Year</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>SERABCI</td>
<td>Wu et al. (2019)</td>
<td>Nearest Neighbour-based Collaborative filtering algorithm</td>
<td>B2C-Platform-Set</td>
<td>E-commerce</td>
<td>MAE</td>
</tr>
<tr>
<td>CHXplorer</td>
<td>Ravi et al. (2019)</td>
<td>User-based collaborative filtering</td>
<td>Cultural Heritage</td>
<td>Precision and Recall</td>
<td></td>
</tr>
<tr>
<td>MPCARS</td>
<td>Abu-issa et al. (2020)</td>
<td>Classification (Naïve Bayes classifier)</td>
<td>Survey based</td>
<td>Smart city</td>
<td>Accuracy</td>
</tr>
</tbody>
</table>
main challenge, and the utility value for the target user is selected by the function called a
priory. We consider the Ontology-based IoT recommender systems under the Knowledge-
based IoT recommender systems as ontology is just an object-based description of the
knowledge base. Ontology-based recommender systems are KBRS, which use ontological
knowledge representation. Tarus et al. (2017) explained with their literature review that
aggregation of the domain knowledge using ontology overcomes some of the limitations
of conventional recommender systems.

Lee et al. (2019) proposed a recommendation model based on IoT users’ implicit
requests and information curation. The introduced model is divided into two parts. The
first part reveals the requestor’s desire by collective intelligence. The second part displays
the recommendations compellingly. Franco (2017) explored an automatic and learning-
based personalised recommender system using association rule mining techniques to
recommend automation rules and feature the Smart Home applications (Franco, 2017).
The rule is composed of trigger (only one), action (one or more) and state checks (zero
or more). The proposed model includes the generalisation of rules, a similarity-threshold
parameter to check the similarity of generalised rules (templates) and the application of
an association rule mining algorithm (Apriori). The author developed a baseline non-
personalised recommender system for evaluation and compared it with the proposed
system with metrics Precision, Recall, F1-Score and Coverage. Subramaniyaswamy et al.
(2019) proposed a personalised recommender (ProTrip RS) for travellers by considering
the user’s parameters like travel sequence, motivations, actions, opinions and demographic
information. The system has the capability of food suggestions based on personal choices,
nutrition values and climate attributes, favourable for travellers with long term diseases
and who follow a strict diet.

Recently Anthony Jnr (2020) suggested a Case-Based Reasoning (CBR) technique
develop a recommender system for sustainable smart city planning. Case-based reasoning
is a knowledge-based system that using similar prior cases to assess, solve or deduce the
given problem. CBR uses predefined matching algorithms for searching similar cases from
the case-based library. A typical CBR cycle is comprises of four phases: case retrieving,
problem solution with a case, revise solution and retain the solution as a new case. Selvan et
al. (2019) propose a system to develop fuzzy ontology-based RS to recommend drugs and
food for diabetic patients using Type-2 fuzzy logic. The system was utilised by considering
the uncertainty and heterogeneity attached with chronic patient’s data collected by mobile
and IoT devices. Table 3 explains some knowledge-based IoT recommender systems.
<table>
<thead>
<tr>
<th>Model</th>
<th>Authors</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>An approach for better recommendation by revealing hidden desire and information curation</td>
<td>Lee et al. (2019)</td>
<td>Normalised Weighted Vector-mapping algorithm</td>
<td>Internet social community sites like GroupOn, Opentable</td>
<td>E-commerce</td>
<td></td>
</tr>
<tr>
<td>IoTRS for Automation Rules</td>
<td>Franco (2017)</td>
<td>Apriori (Association rules mining Algorithm)</td>
<td>Muzzley automation rules dataset</td>
<td>Smart Home</td>
<td>Precision, Recall, F1-Score and Coverage</td>
</tr>
<tr>
<td>ProTripRS</td>
<td>Subramaniyaswamy et al. (2019)</td>
<td>Hybrid filtering (CF+CBF+KBF)</td>
<td>Real climate-based dataset, food information and user dataset</td>
<td>E-Tourism</td>
<td>Precision, Recall, F-measure, Response time</td>
</tr>
<tr>
<td>CBR Recommender System</td>
<td>Anthony Jnr (2020)</td>
<td>Case based reasoning</td>
<td>Survey based data</td>
<td>Smart City</td>
<td>Std. deviation, Skewness, variance</td>
</tr>
<tr>
<td>FOPR for IoT</td>
<td>Selvan et al. (2019)</td>
<td>Type-2 Fuzzy logic</td>
<td>Chronic patients’ dataset</td>
<td>IoT based Health care system</td>
<td>Recall, Precision, Accuracy, F-measure</td>
</tr>
</tbody>
</table>
Correlation-based IoT Recommender System

Correlation is defined as a mutual association between two or more things. The convergence of social networks and IoT develop the Social Internet of Things (SIoT). The SIoT adds correlations in practice for representing the interdependencies of the things or objects (devices), users and services. The inclusion of social networking aspects in the IoT discovers the automatically social relationship between objects and services to enhance information sharing, support for new applications and provide trustworthy network solutions (Roopa et al., 2019).

Saleem et al. (2017) developed a recommendation service to exploit SIoT by inferencing data from various IoT objects and services. The proposed framework is divided into three layers viz. perception layer, network layer and interoperability layer. The author discussed some implementation challenges in realising a proposed model, interoperability, trust, privacy, security, network management and navigability. Kang et al. (2016) proposed a social correlation group-based recommendation technique (SRS) by generating a target group with social correlation in services. The model uses the feature of social interest similarity and principles of CF and CBF. Authors define the social correlation group using their previous study and select the correlated nodes for the target service. The architecture of SRS consists of the Data Aggregation function to aggregate the data and the Data Abstraction function to build abstract data structure. Aggregated and Ontology Graph Manager manages abstracted data. Social correlation group is generated by Target Group function explained by the following Equations 1 and 2:

\[ P(e_1, c) = ve_1 + \frac{\sum_{e_2=1}^{n} sim(e_1,e_2)(ve_2,c-ve_2)}{\sum_{e_2=1}^{n} mod(sim(e_1,e_2))} \]  

(1)

Where,

\[ sim(s, n) = \frac{\sum ps \cdot pn}{mod(ps) \cdot mod(pn)} \]  

(2)

In this sim (s, n) means how service requirement is close to user n and P (e1, c) is predicted correlation for entity e1 on content c.

Forouzandeh et al. (2017) proposed a recommender system based on the relationship between users, objects, services and recommended an IoT device. Yao et al. (2016) discuss the solution of things recommendations problem in IoT by defining new properties of things of interest and build a framework based on unified probabilistic factors by putting together relations of IoT heterogeneous entities. Table 4 explains the correlation-based IoT Recommender Systems from the literature.
### Table 4

**Correlation-based IoT Recommender Systems**

<table>
<thead>
<tr>
<th>Model</th>
<th>Authors</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRS</td>
<td>Kang et al. (2017)</td>
<td>Collaborative filtering +</td>
<td>MovieLens (SNS Domain+ IoT service+ media service)</td>
<td>IoT Applications</td>
<td>Prediction accuracy (MAE), Preference evaluation (MV), Hit ratio</td>
</tr>
<tr>
<td>IOTSRS</td>
<td>Forouzandeh et al. (2017)</td>
<td>Collaborative filtering (Pearson correlation)</td>
<td>Telus, Lbelium, BlueRover (IoT service companies)</td>
<td>IoT services</td>
<td>Precision, Recall, F-measure, RMSE</td>
</tr>
<tr>
<td>ToI Recommendation by LHR in IoT</td>
<td>Yao et al. (2016)</td>
<td>Probabilistic matrix factorization</td>
<td>WS university’s CASAS dataset</td>
<td>Thing recommendations (E-commerce, Smart home)</td>
<td>MAE (Accuracy)</td>
</tr>
</tbody>
</table>


**Graph-based IoT Recommender System**

Graph-based Recommender Systems use undirected, highly connected graph that correlate between things as edges and items as nodes (Lee & Lee, 2015). Graph-based RS works in two stages which are Pre-processing Stage and Recommendation Stage. Graph-based RS has been used in different domains, mainly for tag recommendations by constructing a graph, users and resources. FolkRank is a well-known approach for tag recommendations designed by adapting Google’s PageRank Algorithm. In traditional recommender systems, graph-based recommender system represents item and the user as a node in a graph by user set \( U = \{u_1, \ldots, u_n\} \) and item set \( I = \{i_1, \ldots, i_n\} \) to instantiate a bipartite graph \( G = <V, I> \) (Musto et al., 2016). There is a node for each user and item, so the total number of vertices is \( |V| = |U| + |I| \). Undirected edges are connected between each item \( i \) and user \( u \) for users positive feedback, hence \( E = \{(u, i) | \text{likes}(u, i) = \text{true}\} \) \text{likes} is the function for positive feedback given by user to item \( i \). Chaudhari et al. (2017) proposed a privacy-aware Graph-based recommender system by exploiting the relations of content entities from user’s history and with candidate content entities. A knowledge graph is used to encode the relations between entities. The proposed approach is not domain-based and can also be used for the search.

Mashal et al. (2015) introduced a graph-based service recommender system in the IoT that recommend services in applications like health care, energy monitoring. Weighted undirected tripartite graph-based model is used to define the IoT by tuple \( I = (U; S; O; Y) \), here \( U = \{u_1, \ldots, u_m\} \) a user set, \( S = \{s_1, \ldots, s_k\} \) service set, \( O = \{o_1, \ldots, o_n\} \) object set with \( k \) service, \( m \) users and \( n \) objects. Ternary relation of these components is represented by \( Y \) is the subset of \( U*S*O \). Vertices \( (V) \) are composed of services, objects, users and edges by \( E = \{\{u, s\}, \{s, o\}, \{u, o\} | \{o, s, u\} \in D \} \) \( D \) is a dataset. The weight value of edges is calculated by \( dAw + (1 - d)p \), where \( A \) is the adjacency matrix, \( p \) is random suffer, \( d \) is a constant to control the random suffer from 0 or 1. Palaiokrassas et al. (2017) presented an innovative architecture that combines big data and user-generated data to make efficient recommendations using the Neo4j graph database for smart city-based applications.

Nizamkari (2017) presents a scalable recommendation technique by incorporating trust for service selection in SIoT. The result shows that the inclusion of trust into the recommender system increases coverage and accuracy compared to the traditional CF recommendation system. However, the proposed model suffers from a cold-start problem present in all types of CF recommender systems. Finally, Mashal et al. (2016) investigate that graph-based recommendation algorithms can give better results to develop an efficient and accurate recommender system for IoT to service recommendations and leverage the region of recommendations algorithms. Table 5 explains the graph-based recommender systems in IoT.
Table 5

*Graph-based Recommender Systems*

<table>
<thead>
<tr>
<th>Model</th>
<th>Authors</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undirected tripartite graph-based RS</td>
<td>Mashal et al. (2015)</td>
<td>FolkRank (graph-based algo)</td>
<td>IoT based any application domain</td>
<td>MAE, RMSE, Recall, Precision</td>
<td></td>
</tr>
<tr>
<td>An IoT architecture personalised recommendations</td>
<td>Palaiokrassas et al. (2017)</td>
<td>Vector based Cosine or Euclidean similarity matrix</td>
<td>Neo4j, Node-Red data store</td>
<td>Smart cities</td>
<td>MAE, RMSE, Coverage</td>
</tr>
<tr>
<td>GB trust enhanced RS</td>
<td>Nizamkari (2017)</td>
<td>Collaborative filtering (Pearson correlation)</td>
<td>LibimSeTi</td>
<td></td>
<td>MAE, RMSE, Coverage</td>
</tr>
<tr>
<td>IoT SRS</td>
<td>Mashal et al. (2016)</td>
<td>MPS, MPSU, MPSO, MPSUO, Servrank, User-based CF, object-based CF</td>
<td>Libeliu, Telus, BlueRover</td>
<td>IoT service domain</td>
<td>Recall, Precision</td>
</tr>
</tbody>
</table>

**Collaborative IoT Recommender System**

The traditional collaborative recommender systems out of the IoT context use the item rating explicitly mentioned by the user to find similar users (user-based technique) or similarities between the items (item-based technique). Nevertheless, Muñoz-Organero et al. (2010) proposed a system that uses the location and time of user and things instead of item rating to make collaborative recommendation compatible for IoT scenarios. The author uses the Pearson correlation similarity metric. The experiment results show that user-object interaction time and user locality are better than user rating in an IoT based environment. Choi et al. (2015) introduced a recommendation model based on Bandwagon Effect by exploiting the IoT information regarding item selection history without any extra actions. Bandwagon Effect shows its usefulness in conventional movie recommendation systems and is now also used in IoT recommender systems. The phenomenon of Bandwagon shows that fashionable information plays an important role to affect the personal choices for item selections, which means a person wants the same item when most people also want it.
Erdeniz et al. (2019) proposed a new recommender system for mobile health applications enabled by IoT, which gives recommendations about activity plans for improving individual health conditions. Table 6 represents the collaborative recommender systems for the IoT domain.

Although many studies used the CF technique, IoT RS based on CF suffers from some potential problems. These techniques are inefficient for IoT-based recommendations. The problems are scalability, cold start and data sparsity. IoT recommendation techniques should be scalable to deal as fast as possible with extensive dynamic data. A cold start problem occurs when new devices are added to the system without users’ ratings. As the number of things increases, data sparsity problems can exist and affect the accuracy of IoT RS.

Table 6
Collaborative Recommender Systems

<table>
<thead>
<tr>
<th>Model</th>
<th>Authors</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRS based on STS</td>
<td>Muñoz-Organero et al. (2010)</td>
<td>Pearson similarity</td>
<td>Synthesised Data set</td>
<td>Mean, Standard deviation</td>
<td></td>
</tr>
<tr>
<td>IoT RS for m-health (Virtual Coach)</td>
<td>Erdeniz et al. (2019)</td>
<td>Collaborative filtering (K-nearest neighbour)</td>
<td>Sample dataset from Quantified-Self</td>
<td>IoT enabled m-health application</td>
<td></td>
</tr>
</tbody>
</table>

Group-based IoT Recommender System

A group-based recommender system provides recommendations to all the group members. The group is made by users with similar preferences, interests or likes. Shang et al. (2014) proposed a framework of a group-based recommender system beyond the anonymity and personalisation towards privacy preservation. The structure of the proposed model is divided into stages: preference exchange between peer to peer, preference aggregations within a group, inter-group recommendations, and local and personal recommendations. The last stage includes recommendations made by incorporating group social information and item content. So, groups can preserve individuals’ private preference data by natural protection mechanisms from service providers. Elmisery et al. (2017) proposed a privacy-aware group-based RS for automatic finding interest groups in multimedia services with the
introduction of a middleware based on fog computing runs at the end-user side to exchange
the user information for creating interest group and to facilitating recommendations without
revealing his preference to other users. Generally, creating an interested group requires
consumer’s data that is a threat to their privacy.

Lee and Ko (2016) developed a recommender system for service selection to users
in IoT enriched environment. However, aggregation of the user’s preferences of a group
is not suitable for an IoT environment, so the authors’ design a user-based CF approach
by considering a member organisation for the new neighbour group selected by MOGS
(Member Organisation based Group Similarity) metrics such as common member-based,
group size-based and member preference-based. Wang et al. (2020) described an average
strategy-based group recommender system with preferential differences between group
members using the trusted social network for preference corrections. Table 7 describes the
IoT based group recommender systems.

Table 7

<table>
<thead>
<tr>
<th>Model</th>
<th>Authors</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Service Recommendation for UG in IoT using MOGS similarity metrics</td>
<td>Lee and Ko (2016)</td>
<td>User-based collaborative filtering</td>
<td>Synthesised data</td>
<td>IoT based application</td>
<td>Precision</td>
</tr>
<tr>
<td>GRS based on MPTSN (Member’s preference for Trusted Social Network)</td>
<td>Wang et al. (2020)</td>
<td>RM based on IS, MF, IP, IFD</td>
<td>FilmTrust</td>
<td>IoT enabled Environment</td>
<td>MAE</td>
</tr>
</tbody>
</table>

Machine Learning-based IoT Recommender System

Machine learning is the ability of a computer system to automatically acquire knowledge
to find solutions by accessing, looking, observing and recognising patterns of data from
the database. Machine learning-based systems learn from past experiences without
preprogramming and human interventions. There are two types of machine learning
algorithms supervised (with labelled training data) and unsupervised (without labelled
training data). Supervised learning is guided by a supervisor (trainer), data set acts
as a supervisor to train the model. Regression, classification, decision tree, random
A forest technique comes under supervised learning. In unsupervised learning, the model automatically learns patterns and relationships by observing the data structure. Clustering and association techniques come under unsupervised learning. Semi-supervised learning comes in the middle of unsupervised and supervised. The model is trained by combining the small labelled data with large non labelled data. Reinforcement learning sticks to learn from its experiences by taking steps when training data is not present.

Deep learning is an emerging machine learning technique that uses artificial neural networks and precisely assigns credit weights to the neural network layers to manifest the desired behaviour. Deep learning enables multiple processing layer computational models to learn from data representation in multiple abstraction levels. Deep learning also shows its potential in recommendation techniques with enhancing the efficiency and accuracy of RS. Recommender systems are flourishing by emerging deep learning techniques. Hence, deep learning pervasive nature help lifts the information retrieval systems and recommender systems (Ouhbi et al., 2018). Milano et al. (2020) present a literature review for ethical challenges for recommender systems like appropriate content, privacy, autonomy and personal identity, opacity, fairness and social effects.

Jabeen et al. (2019) proposed an IoT and community based efficient recommender system for diagnosing cardiac diseases and gave suggestions about the dietary and physical plan. Sewak and Singh (2016) suggested upgrading conventional recommenders into Optimal State recommender solutions to cope with the upcoming era of pervasive IoT and smart wear. The proposed architecture includes distributed and real-time machine learning for IoT based data to mitigate the challenges for optimal state recommender systems. The architecture uses some distributed advanced machine learning algorithms like distributed mini-batch SGD (Stochastic Gradient Descent), distributed Kalman filters. As all the components of the architecture are open source, they can run on the cloud for high flexibility, scalability and low cost that can be applied to IoT based industries. Barbin et al. (2020) proposed an RS based on the user’s profile and service interest by making a decision tree for user classification. Ensemble learning techniques combine and rank the recommender system output, which improves the accuracy and efficiency of the recommendation technique. The result shows that the presented models enjoys higher accuracy than other recommendation model based on exact methods.

Guo and Wang (2020) proposed a deep Graph NN based social recommendation (GNN-SR) that deal with the challenge of neglecting the item’s features correlation that can influence social group topologies. Their existing approaches for social recommendation use the quantified correlation between user preferences and social connections. Graph neural network method is used to encode user feature space graph and item feature space graph which is implanted into two latent factors of MF (Matrix Factorisation), used to resolve sparsity of item-user rating matrix. Huang et al. (2019) described a new
Multimodality Representation Learning-based Model (MRLM) to overcome the challenges of multimodality and heterogeneous information description of IoT items. The proposed model trains two submodules. First is GFRL (Global Feature Representation Learning) to represent the global features of users and items and accomplish three tasks, namely SoftMax classification, microscopic verification and triplet metric learning. Second is MFRL (Multimodal Feature Representation Learning) to refine global features of the item and produce multimodal final features from multimodal information description. MRLM consists of two phases, i.e., Data Processing and Model Training.

Experiments show the effectiveness of recommendations in IoT on two real-world data. First, Iwendi et al. (2020) propose a deep learning-based solution on health-oriented medical data for food recommendations to patients based on diseases and personal health features (weight, age, gender, cholesterol, fat, protein) implanting machine and deep learning algorithms. The Internet of Medical Things (IoMT) features is analysed and encoded before submitting to deep learning models. Second, Gladence et al. (2020) designed an RS for disabled and older people to provide home management assistant. NLP (Natural Language Processing) plays a vital role by acting as an interface between user and machine and enable the system to be controlled by the user’s command. The proposed system is composed of integration of machine learning, cloud platform (Python-anywhere) and IoT. The framework comprises four layers, namely devious environment, cloud computing, and LAN server with Application Programming Interface for AI and smart devices. Table 8 describes Machine learning-based IoT recommender systems.

Table 8

<table>
<thead>
<tr>
<th>Model</th>
<th>Authors</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>IoT based</td>
<td>Jabeen et al. (2019)</td>
<td>Classification, Advice-based</td>
<td>Hospital</td>
<td>IoT based healthcare</td>
<td>MAE, Precision, Recall,</td>
</tr>
<tr>
<td>EHRS</td>
<td></td>
<td>collaborative filtering</td>
<td>dataset</td>
<td>system</td>
<td>Accuracy</td>
</tr>
<tr>
<td>OSRS for IoT</td>
<td>Sewak and Singh (2016)</td>
<td>Supervised machine learning</td>
<td></td>
<td>IoT Based services,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Smart Marketing</td>
<td></td>
</tr>
<tr>
<td>ElSRS</td>
<td>Barbin et al. (2020)</td>
<td>Classification (Binary</td>
<td>Telus, Libelium,</td>
<td>IoT service</td>
<td>Precision, Recall, F1-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>decision tree), Association,</td>
<td>BlueRover</td>
<td>domain</td>
<td>score, RMSE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ensemble learning algo</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Trust Aware IoT Recommender System

Trust is defined as reliance on the ability, integrity and nature of a thing (object), service or user necessary for social transactions in an IoT environment. Cryptography methods are not efficient to guarantee data/user security, trustworthiness and resistance in IoT based services (Mohammadi et al., 2019). So, for achieving the network’s security trust evaluation, a rational recommendation for estimating friend node reliability should be employed at the node level. Furthermore, traditional security mechanisms cannot detect disrupt and malicious transmission in IoT scenarios. So, trust models are used to detect delusive behaviour by distinguishing honest nodes incorporated in the IoT devices.

Trust-based Recommender systems are developed to improve the recommendation quality by including the trustworthiness of users in the collaborative filtering technique. Two types of trust computation models –the reputation trust model and the relationship trust model, are incorporated in the trust-based recommender systems. Trust aware RS for IoT helps the users find reliable services by searching the entire scale-free trust network with high computational cost. Yuan et al. (2013) proposed an efficient search model called S_Searching based on the scalability freeness parameter of trust networks. A Skelton is made by choosing the highest degree nodes globally, and searching mechanisms for recommenders are conducted with this Skelton. With less computational cost and complexity, the S_Searching mechanism can find trustable recommender services. Many

<table>
<thead>
<tr>
<th>Model</th>
<th>Authors</th>
<th>Technique used</th>
<th>Data set</th>
<th>Domain</th>
<th>Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNN-SoR for IoT</td>
<td>Guo and Wang (2020)</td>
<td>Matrix factorisation, SGD</td>
<td>Epinions, Yelp, Flixter</td>
<td>RMSE, MAE, NDCG</td>
<td></td>
</tr>
<tr>
<td>MRLM</td>
<td>Huang et al. (2019)</td>
<td>Multilayer CNN, Cosine similarity</td>
<td>MovieLens-20M, BookCrossing</td>
<td>Recall, AUC</td>
<td></td>
</tr>
<tr>
<td>IoMT-APDRS</td>
<td>Iwendi et al. (2020)</td>
<td>LSTM deep learning</td>
<td>Health-base medical dataset</td>
<td>Recall, Accuracy, Precision, F1-measure</td>
<td></td>
</tr>
<tr>
<td>RSHA using IoT</td>
<td>Gladence et al. (2020)</td>
<td>NLP (Natural Language Processing)</td>
<td>Smart Home Automation System</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Trust-based Recommendation models are not included in our literature survey because there is already a review paper for Trust-based recommendation systems in the IoT (Mohammadi et al., 2019).

**Some Other IoT Recommender Systems**

There are also some proposed models in literature with different recommendation techniques used in IoT based domain. Forestiero (2017) suggests a multi-agent-based RS utilising self-organising strategies and decentralisation for things recommendations in IoT. Locality preserving hash function maps similar things into similar bit-vectors managed by a cyber agent and converted based on an ad-hoc probability function. Result explains that the recommendation is fast, and the algorithm is scalable with constructive reorganisation for descriptors. HamlAbadi et al. (2018) proposed a framework of the Cognitive Recommender System (CRS) in the IoT. A cognitive system learns by employing in an unknown environment to improve its performance. The framework is distributed in three layers, namely Requirement layer, Thing System Layer (TSL), and Cognitive Process Layer (CPL). The proposed framework is flexible, cognitive, general-purpose and enabled for sharing. Saghiri et al. (2018). Suggested a recommender system on the IoT framework based on blockchain technology and cognitive systems. This framework consists of a requirement layer, cognitive process layer and things management layer embedded by IoT and blockchain technology.

Chirila et al. (2016) developed a recommendation mechanism for service recommendations to IoT devices enabled by web service interfaces. The proposed model uses broker-based architecture with semantic similarity-based filtering and clustering technique. Di Martino and Rossi (2016) proposed a Mobility Recommender System (MRS) based on scalable and distributed IoT architecture for ITS (Intelligent Transport System). The proposed architecture utilises road infrastructure based heterogeneous data (digital map and parking info) for recommendations.

Matsui and Choi (2017) proposed an RS that suggests indoor comfort products by exploiting HEMS (Home Energy Management System) data like indoor humidity, temperature, luminance, power consumption, and clothing quantity. Generally, people are not aware of the services related to the smart objects they purchased, so an RS can facilitate by recommending IoT services to grasp the connected smart objects (Noirie et al., 2017). Mashal et al. (2020) develop a recommendation system using a decision-making approach based on hybrid multi-criteria to suggest the most suitable IoT application. Additive weight methods and analytical hierarchy processes are used in the decision-making process. To overcome interoperability issues in IoT semantic web has been recognised as an emerging technology for service discovery (Kolbe et al., 2019). Cao et al. (2019) proposed a QoS (Quality of Service) aware service RS based on factorisation machine and relational model.
to find a suitable web application programming interface for developing IoT mashup applications. Yan et al. (2019) proposed SIoT-SR (Service Recommendation) by adopting LSH (Locality-Sensitive Hashing) forest algorithm and collaborative filtering technique to discover the QoS data. It is a distributed approach and can face the privacy leakage problem. Hence, authors select LSH forest with self-correct parameters ability to enhance privacy, efficiency and accuracy.

DISCUSSION
In the last few years, there is an increase in applications of recommendation technologies for IoT application areas like smart marketing, smart home, smart tourism, smart healthcare systems, and smart cities development. We reviewed the main trends and techniques used by the published studies from 2013 to 2020. Some studies have made use of conventional recommendation approaches. However, there is a need for improvements in conventional methods to cope with the dynamic, heterogeneous and distributed IoT environment. Deep learning and reinforcement learning algorithms can provide promising results by capturing the users' temporal intentions.

As IoT Recommender Systems are in their infancy, there is a need to resolve the security and privacy issues to protect malicious activities over users’ data. In most of the developed models in the literature, simulated data is used, as the accessing of real-time data is too complex. In most models, matrices like MAE (Mean Absolute Error), RMSE (Root Mean Squared Error), Precision and Recall are used to quantify the accuracy of the IoT RS. However, there is a lack of evaluation measures to quantify the IoT RS’s productivity, diversity, scalability and adaptability. Therefore, IoT Recommendation techniques should evaluate the above parameters to be more applicable in IoT-based real-time application scenarios.

CHALLENGES AND FUTURE SCOPE
IoT technology enables various physical devices to talk and interact by creating new opportunities in many application domains. IoT technologies are desirable of an efficient and effective searching paradigm for helping users in extracting, visualising, recognising, decision making from non-standardised and high dimensional data. Therefore, there is a need for information filtering or decision-supporting tools to solve the information overloading problem in IoT based scenarios. However, developing an efficient, accurate and effective recommendation technique to meet users’ desires faces many difficulties due to IoT characteristics like heterogeneity, real-time communication, scalability, mobility, dynamicity and correlation with things. Due to the problems mentioned above, recommender systems in IoT have not yet acquired as much effectiveness as they acquire in
non-IoT domains. Recommendations in IoT are dynamic, distributed, more context-aware and heterogeneous as compared to the traditional recommendations. Moreover, meeting these recommendations is a big challenge for the developers.

Instead of the above-said features of IoT based recommendations, they should also be persuasive, security and privacy-aware and interactive with a multimodal interface. Integration of the features mentioned above in the conventional recommendation techniques requires a more profound knowledge of the emerging trends (Deep learning, SIoT, ontology-driven knowledge base). Consideration of the SIoT for leveraging the heterogeneous relations of things with users, users with services, things with things and services with things is a good choice for extracting the user’s preferences and choices. Nevertheless, implementation of SIoT based recommendations faces challenges like interoperability, trust and security, data discovery, social network management, self-healing and network navigability for streaming services (Saleem et al., 2017). Some researchers proposed context-aware recommender systems to incorporate contextual information in IoT recommendations. However, CARS in IoT also faces some issues: an accumulation of adequate data, context factor discovery, shortage of datasets availability, proactively informational filtering and privacy of users’ contextual information. (Pratibha & Kaur, 2018). Due to the limited computational power of IoT devices, recommendation algorithms are located in clouds to support IoT apps recommendations and IoT workflows recommendations. For the recommendations of resource balancing in a particular IoT application domain, reconfiguration support recommendation algorithms should be deployed on the gateway only. For both purposes, the scalability of the recommendations algorithms creates an open challenge. The availability of a real IoT based dataset is also a challenge for the exact evaluation of algorithms. IoT has distributed nature and collects a considerable amount of data. However, data analysis methods of IoT scenarios are limited, so Big Data Analytics should be approached.

Hybridisations of the proposed IoT recommendations techniques like context-aware, knowledge-based, deep learning-based, trust-based, social correlation-based, group-based and graph-based and emerging technologies can lead to the solutions to some of the challenges mentioned above with improving the performance of IoT recommender systems. In the case of Internet connection failure, basic and most required functionalities should be available, so incorporating the recommendations functionalities on gateway can be a future work that leads to gateway autonomy property. Searching techniques can be combined with IoT recommendations for discovering user’s preferences or implicit correlation with entities. The techniques are based on semantic analysis. When combined with the searching techniques, semantic analysis can enabled recommendation techniques and open a future direction for research. Most recommendation techniques do not force security and privacy constraints on the data. Blockchain-based cryptography has proved effective
security solutions in IoT environments. So, in future recommendations techniques based on blockchain supported distributed architecture can help in security and privacy concerns for user’s collected data. Deep learning can provide customised and accurate recommendations, which is one of the emerging technologies for personalisation. Deep learning-based model can be deployed on an IoT device for edge computations or on a centralised server as a cloud-based learning model.

**CONCLUSION**

IoT is an emerging technology with future possibilities of enabling a large number of diverse devices connections results in the assemblage of dynamic and versatile data. Recommendations technologies can use this data for real-time and personalised suggestions about services, things and any relevant commodity in IoT-based scenario. This comprehensive literature review paper explains the existing recommendation techniques in the Internet of Things (IoT). The last section discussed some of the open issues and future scope to cope with IoT based recommendations’ challenges. In conclusion, we can say that this literature survey will benefit a new researcher by widening the frontiers of required knowledge in this research field.
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ABSTRACT

Bird classification using audio data can be beneficial in assisting ornithologists, bird watchers and environmentalists. However, due to the complex environment in the jungles, it is difficult to identify birds by visual inspection. Hence, identification via acoustical means may be a better option in such an environment. This study aims to classify endemic Bornean birds using their sounds. Thirty-five (35) acoustic features have been extracted from the pre-recorded soundtracks of birds. In this paper, a novel approach for selecting an optimum number of features using Linear Discriminant Analysis (LDA) has been proposed to give better classification accuracy. It is found that using a Nearest Centroid (NC) technique with LDA produces the optimum classification results of bird sounds at 96.7% accuracy with reduced computational power. The low computational complexity is an added advantage for handheld portable devices with minimal computing power, which can be used in birdwatching expeditions. Comparison results have been provided with and without LDA using NC and Artificial Neural Network (ANN) classifiers. It has been demonstrated that both classifiers with LDA outperform those without LDA. Maximum accuracies for both NC and ANN with LDA, with NC and the ANN classifiers requiring 7 and 10 LDAs to achieve the optimum accuracy, respectively, are 96.7%. However, ANN classifier with LDA is more computationally complex. Hence, this is significant as the simpler NC classifier with LDA, which does not require expensive processing power, may be used on the portable and affordable device for bird classification purposes.

Keywords: Artificial neural network (ANN), bird sounds, classification, linear discriminant analysis (LDA), nearest centroid (NC)
INTRODUCTION

Birds have a considerable impact on our lives (Suthers, 2004). In the past, people had used bird sounds in their day-to-day life for stress recovery and as an attention restoration tool (Alvarsson et al., 2010). In addition, bird sounds were also used as alarms for severe weather changes and hazardous conditions (Vilches et al., 2006). They extracted this useful information from the birds’ unique features and behaviours and their sounds due to their deep understanding and knowledge of birds and the environment, obtained through traditional knowledge and experiences from observing nature. However, nowadays, this knowledge is fast deteriorating and limited to only a few people due to our busy modern lifestyle and disengagement from nature.

Birdwatching, which includes identifying birds visually or by their sounds, has become a rapidly popular recreational activity. This activity positively impact the economy and the environment, especially for countries dependent on ecotourism. Tourists who visit destinations to meet their particular needs and share specific interests and motivation are called “niche tourists”, and birdwatchers fall into such category. Birdwatchers may travel to specific destinations only for bird-watching purposes. The destination promotes the specific activity as one of its significant niche tourism activities (Butler, 2019). However, growing environmental changes, including potential timing mismatch for breeding, increase in ocean temperature, and the unavailability of sufficient food supply, have disrupted the bird population. As a result, it may affect the long-term sustainability of birdwatching and ecotourism. The future of ecotourism depends on wildlife tourism, such as birdwatching. It relies on the maintenance and well-being of the endemic species to draw tourists to the destinations (Kutzner, 2019). Lately, the focus has been given to surveillance and environmental monitoring related applications, with the rapid development of technologies such as artificial intelligence (Badi et al., 2019). Therefore, it is essential to find novel approaches that may strengthen the nature-based tour operators’ resilience in the tourism industry and address the rapidly changing social and environmental conditions (Kutzner, 2019). It is also vital to have new technologies that can support visitors.

However, visual bird identification can be a difficult task, especially in a densely vegetated rainforest environment. Therefore, bird species identification based on sound may be a better option (Trifa et al., 2008). Consequently, audio-based bird classification has gotten the limelight in recent years.

Statistics can be computed over the audio bird-sound datasets to generate a single feature vector (Giannakopoulos & Pikrakis, 2014) that can identify the bird species. Then the relevant features extracted from sound are identified and grouped into a set of classes that it most likely fit. Depending on the application, different grouping algorithms, and feature extraction techniques may be used (Gerhard, 2003) with a wide range of supervised and unsupervised Machine Learning (ML) algorithms used for bird species identification.
For feature extraction, researchers have used time, frequency and also few cepstral domain features. Sharma et al. (2020) summarise the literature on audio signal processing for bird sound classification tasks, mainly focusing on feature extraction techniques.

Many researchers have used Artificial Neural Networks (ANNs) in their work. For example, Selouani et al. (2005) use Multi-Layer Perceptron (MLP) feedback loop to improve the architecture, using a set of selected features as input to produce different output for each species. Variations of ANN exist in the literature and have been used by many researchers to detect bird sounds (Ranjard & Ross, 2008; McIlraith & Card, 1997). Chou et al. (2008) use decision-based Neural Network (NN) to improve the accuracy of detection as well as processing time consumed by the model (Selouani et al., 2005). Probabilistic, backpropagation and Kohonen NNs have also been demonstrated by Terry and McGregor (2002). Priyadarshani et al. (2018) elaborate state of the art in bird recognition and describe the different techniques adopted over the years in their review article.

Despite the availability of many technologies, including audio signal processing and pattern recognition that have been used to study birds and their sounds, there are still plenty of research gaps in the identification of birds from their sounds due to the vast range and heritage distribution of bird species. Notably, the Borneo region is rich in biodiversity with unique and diverse animal life varieties, including many birds living in its dense and virgin tropical rainforest areas. Furthermore, although ecotourism is becoming a growing source of income for countries in the Borneo region, with bird watching as one of the main features of ecotourism in the area, there is no application using technology to assist visitors to this region.

This paper proposes a simple dimension-reduction technique, which can select the optimum feature combinations for dimension reduction purposes. When combined with two classification methods, Nearest Centroid (NC) and Artificial Neural Network (ANN), it can efficiently and effectively classify birds from their audio sounds. The proposed method has been demonstrated for the classification of 10 endemic bird species of the Borneo region. It has been shown that it can accurately identify these bird species, with a low requirement on computational power. Moreover, this is very significant, as currently, most researchers have utilised advanced and complex techniques, which require high computational power to classify bird sounds. While this is feasible for non-real-time applications with access to high-end equipment, real-time implementation of such techniques on simple portable devices has been proven very difficult.

Consequently, the proposed method may implement hardware solutions for real-time bird sound classification to assist bird watchers. The following section discusses the proposed methodology for the classification of bird sounds, composed of data collection, pre-processing, segmentation, feature extraction, dimensionality reduction and classification, followed by results and discussions and finally, the performance of the proposed method. The final section concludes the paper.
METHODOLOGY

It is necessary to pre-process the bird sound to extract essential properties as inputs to the classification model to classify a given unidentified bird sound according to its species. Pre-processing may involve passing the birds sound through a filter to remove unwanted noise and disturbance, segmenting the bird’s sound into distinct parts and extracting important features from the bird sounds. Then, depending on the method adopted, selected bird sounds features may be fed directly onto the already-trained classification model to give the predicted species of the un-identified bird sound.

Figure 1 depicts a simplified process used for bird sound classification in this paper, categorised into the training of the classification model (training phase) and testing using the trained model (testing phase). Initially, the classification model is trained using a database of labelled bird sounds. Intuitively, the performance of the trained classification model in predicting unknown bird sounds shall depend on the quality of the training data, feature selections, as well as the classification model adopted. The collection of rich but reliable labelled bird sounds is a critical first step in classifying birds. Next, the labelled bird sounds are processed and used to provide selected features to train the chosen classification model. Generally, large extracted features would give better classification performance, albeit with extra computational complexity. In this regard, the dimensionality reduction technique shall be used to select combinations of the best features. Two classification models shall be adopted: Nearest Centroid (NC) and Artificial Neural Network (ANN) classifiers.

Data Collection, Pre-processing and Segmentation

The quality and quantity of bird sounds are essential to allow proper training of the classification model. However, biogenic, anthropogenic, and wind noise may influence the quality of the recordings such that bird sounds may be inaudible or only audible for a short period (Giannakopoulos & Pikrakis, 2014). Furthermore, bird sounds typically contain combinations of songs and calls, which may need to be pre-processed to obtain sections that are used for feature extraction and classification purposes. In this regard, signal pre-processing plays an important role.

Pre-filtered bird sounds are used for both training and testing phases. In the case of noisy data, researchers commonly use either low, high or bandpass filters, depending on the bird species being considered (Vilches et al., 2006), to selectively reduce noise level whilst preserving the quality of the intended bird sounds. Then, the uninterrupted bird sounds may need to be segmented into segments of homogeneous content (Giannakopoulos & Pikrakis, 2014) using quasi-periodic syllables of bird sounds. This process can be done manually (Trifa et al., 2008; Lee et al., 2008; Anderson et al., 1996) or automatically, depending on the applications. Automatic segmentation is generally preferred for real-time applications. Different methods may be adopted for segmentation, by taking advantage of the energy in
the time or frequency domain (Evangelista et al., 2015) and analysing autocorrelation and roll-off of the songs (Ranjard & Ross, 2008).

Whilst manual segmentation may be used for non-real-time applications, automatic segmentation of bird sounds is adopted in this paper by implementing an energy envelop based algorithm in the time domain, and removing unwanted silent periods, to give samples of bird sounds. Many researchers have previously used this iterative time-domain algorithm (Fagerlund & Laine, 2014; Fagerlund, 2007; Hämä et al., 2004). Segmentation is performed on the training the birds’ sound dataset and testing bird sound dataset.

**Feature Extraction**

Most nature-related data, including bird sounds, are extensive and contain much redundancy. After segmentation of bird sounds into quasi-periodic syllables, the data need to be processed further before it can be made as input onto the classification models to remove as much redundant and irrelevant information as possible whilst retaining important properties to allow efficient classification of the data. This stage, commonly referred to as feature extraction, may involve the extraction of physical or perceptual features based on measurable and reported characteristics perceived by humans (Gerhard, 2003). The same features must be extracted from every dataset to allow like-for-like comparison between different datasets to facilitate classification. Generally, features may be extracted from the time-domain representation of the data or its corresponding frequency domain representation. Obviously, for frequency-domain features, syllables of the original time-based bird sounds need to be first converted into their frequency domain representation before their features are extracted. Features may also be obtained from different syllables of the same dataset.

Each sample of the birds sound is divided into overlapping frames to perform feature extraction. $M$ different features are derived from each frame, consisting of time, frequency and quasi-periodic features. The time-domain features include Zero Crossing Rate (ZCR), Energy (E), and Entropy of energy, whilst Spectral Centroid, Spectral Spread, Spectral Entropy, Spectral Flux, Spectral Roll-off, Mel Frequency Cepstral Coefficients (MFCCs), and Chroma Vectors form the frequency domain features from each frame (Sharma et al., 2020). Apart from these features, Harmonic Ratio and Fundamental Period are also extracted (Giannakopoulos & Pikrakis, 2014).

A total of $M$ distinct features are derived from each frame, which is then averaged over the length of the sample. Each sample belonging to one of the $L$ species of bird considered. For the $i^{th}$ sample of the training data, its features are represented in an $M$ dimensional space, in a row vector $x_i$ where $x_i \in \mathbb{R}^M$; with each sample classified as one of the $L$ species of bird under consideration i.e. $c_i \in \{w_1, w_2, ..., w_L\}$. Consequently, for training data with $N$ samples, feature matrix $X = [x_1, x_2, ..., x_N]$, where $X \in \mathbb{R}^{N \times M}$ and class column
vector $c \in \mathbb{R}^N$ are used to populate feature information and species classification of all $N$ segmented training samples, respectively.

Similar to the samples obtained from the training data, $M$ features are also extracted from $i^{th}$ test sample. This information is stored in an $M$ dimensional space, in a row vector $y_i$, where $y_i \in \mathbb{R}^M$. Each sample of the test data belongs to either one of the $L$ species of birds under consideration. The classification model shall be performed predictions on species classification of the test sample, which has been previously pre-trained using the training data.

**Dimensionality Reduction**

For each training and testing sample, a feature row vector in an $M$ dimensional space is obtained to describe the sample; forming feature matrix $X = [x_1, x_2, ..., x_N]$, where
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$X \in \mathbb{R}^{N \times M}$ for the training dataset and $Y_i \in \mathbb{R}^M$ for each of the testing sample $i$. Of course, these $M$ features from a single sample may be directly fed to the classification model of choice for either training or testing. However, not all of these $M$ features are applicable, or may even contribute to the classification process in differentiating between the different species of birds. Nevertheless, the $M$ features, which may contain plenty of redundant information, would surely increase computational complexity significantly.

An option would be to selectively truncate the number of features from $M$ features to $K$ features to reduce computational complexity of the classification process. For this purpose, numerous dimensionality reduction techniques (Tharwat et al., 2017) exist in the literature. These techniques may be generally categorised into unsupervised and supervised approaches. Commonly, the training dataset is used to determine the best set of $K$ features from the original $M$ features to feed into the classification process. Each of the $K$ features is composed of a weighted combination of the original $M$ features. This weighted combination derived from the training dataset shall then be used to determine the $K$ features from the testing dataset.

Species classifications of the bird i.e. class column vector $c \in \mathbb{R}^N$, are not taken into consideration in unsupervised dimensionality reduction processes, with information from the feature matrix $X = [x_1, x_2, ..., x_N]$ only used to assist in choosing the best $K$ features. Common unsupervised dimensionality reduction methods are Independent Component Analysis (Mogi & Kasai, 2013), Non-negative matrix factorisation (Ranjard & Ross, 2008; Ludeña-Choez et al., 2017) and Principal Component Analysis (PCA) (Lee et al., 2008; Milani et al., 2019). PCA is one of the most popular and widely used unsupervised dimensionality reduction method (Tan et al., 2012). It aims to project the original $M$ dimensional feature matrix onto alternative orthogonal $M$ dimensional space, by considering linear combinations of the $M$ dimensional feature matrix with an objective of finding the alternative space, which gives the largest variance. Dimensionality reduction is achieved by selecting a reduced subset of $K$ dimension, which accounts for as much variability to give a reduced dimension feature matrix $X_r \in \mathbb{R}^{N \times K}$. Commonly, a projection matrix $V_k \in \mathbb{R}^{M \times K}$ is obtained from PCA, which projects the original feature matrix $X_r \in \mathbb{R}^{N \times K}$ onto the reduced dimension feature matrix $X_r \in \mathbb{R}^{N \times K}$. The projection matrix may then be used to reduce the dimension of the testing data $i$; from row vector $y_i$, where $y_i \in \mathbb{R}^M$ to row vector $y_{ri} \in \mathbb{R}^K$.

On the other hand, supervised approach considers both features of the birds, i.e. the feature matrix $X = [x_1, x_2, ..., x_N]$, as well as the species classifications, i.e. class column vector $c \in \mathbb{R}^N$, to obtain a reduce set of $K$ features from the original $M$ features. Examples of supervised approaches include Neural Networks (NN), Mixture Discriminant Analysis (MDA) and Linear Discriminant Analysis (LDA) (Tharwat et al., 2017). Due to consideration of this extra information, the supervised approach can perform better in
applications that require the prediction of classes, such as bird species classification. Indeed, it has been shown that LDA outperforms PCA (Martinez & Kak, 2001), particularly in cases where the number of samples per class is small. Moreover, LDA works by selecting reduced dimensions, which accounts for as much variability across different classes, as possible, instead of across all samples, as used in PCA.

LDA transforms the original feature matrix \( X \in \mathbb{R}^{N \times M} \) of the training bird sounds, which lies in a \( M \) dimensional space, onto a reduced matrix \( X_r \in \mathbb{R}^{N \times K} \), which lies in a \( K \) dimensional space, where \( K \leq M \). It is done by considering the classification \( c \) of the segmented bird sounds of the training data. Transformation using LDA is achieved via a two-step process: finding the suitable transformation matrix to achieved maximum class separability and selecting \( K \leq M \) dimensions that best discriminate between the different classes. The first step translates into an optimisation problem to find the transformation matrix \( W \) which maximises the ratio of the between-class variance \( S_B \) to the within-class variance \( S_W \), of the feature matrix \( X \). Mathematically, this may be represented as the Fisher’s criterion, as Equations 1 and 2

\[
\arg\max_W \frac{W^T S_B W}{W^T S_W W} \tag{1}
\]

where

\[
W = S_W^{-1} S_B \tag{2}
\]

The second step in LDA is to select the most significant dimensions of the matrix. This may be found by first finding the eigenvalues \( \lambda = \{\lambda_1, \lambda_2, ..., \lambda_M\} \) and eigenvectors \( V = \{v_1, v_2, ..., v_M\} \) of the transformation matrix \( W \), using Equation 3

\[
(W - \lambda_i) v_i = 0 \quad \text{for} \quad i = 1, 2, ..., M \tag{3}
\]

The eigenvectors with the \( K \) highest eigenvalues are then chosen to construct the projection matrix \( V_k \in \mathbb{R}^{M \times K} \) to project the original feature matrix \( X \in \mathbb{R}^{N \times M} \) of the training bird sounds, onto a reduced dimension feature matrix \( X_r \in \mathbb{R}^{N \times K} \) using Equation 4

\[
X_r = X.V_k \tag{4}
\]

The same projection matrix \( V_k \), obtained from Equation 4, is also used to reduce the dimension of the \( i^{th} \) test bird sound \( y_i \in \mathbb{R}^M \) onto \( y_r \in \mathbb{R}^K \) using Equation 5

\[
y_{r_i} = y_i.V_k \tag{5}
\]

It is noted that each element of \( y_{r_i} \in \mathbb{R}^K \) is a linear combinations of the original \( M \) features of the \( i^{th} \) test bird sound \( y_i \in \mathbb{R}^M \). Rather than directly reducing the number of features LDA allows a reduced number of combinations of features, as inputs onto the classification model.
Due to the potentially superior performance of the supervised approach, particularly LDA, compared to the unsupervised approach, LDA shall be considered the dimensionality reduction technique of choice in this paper. Different values of $K \leq M$ shall be chosen to be fed onto the classification process for training and testing, using two different classification models. Performance of the classification models using different values of $K$ shall then be compared; in terms of accuracy in predicting unknown bird sound and computational complexity. It is noted that $K = M$ represents directly feeding the classification models with all the original $M$ features without performing any dimensionality reduction, which forms the basis for comparisons.

It is highlighted that the training process is normally performed non-real-time. Hence, it has the luxury of training time required and using a processor with high processing power. On the other hand, the classification of bird sounds during the testing phase requires real-time processing with limited computing power. For this reason, developers usually are more concerned with the computational complexity during the testing phase.

Using LDA for the dimensionality reduction approach requires extra computation. However, the reduced dimensions being fed onto the classification process can reduce computation process during the classification. As can be seen from the dimension reduction process in Equation 5, each element of the vector $y_{r_1} \in R^K$ is composed of $M$ multiplication and $(M - 1)$ addition operations. Since LDA reduces the dimensions to $K$, computational complexity of LDA during the testing phase is derived as $O(n^2) + (M - 1).O(n)$, where $O(n)$ is taken as the computational complexity for addition/subtraction operation and $O(n^2)$ as the computational complexities for multiplication/division operation, of an Arithmetic Logic Unit (ALU). Taking the features as type float i.e. $O(n) = O(n^2) = O(1)$, computational complexity can be simplified as $(2M - 1).K.O(1)$. On the other hand, no extra computation is required for classification using all $M$ features, i.e. without dimensionality reduction.

**Classification**

Generally, any machine learning technique aims to find the best function or mathematical model that may be used to classify bird species based on features of an unknown bird species. Training data is commonly used to derive this mathematical model. This phase is commonly referred to as the training phase. $K \leq M$ features from the training dataset, $K = M$ with representing using the classification models without any reduction to the dimensions of the original feature matrix may be used to derive the mathematical model. This mathematical model may then be used to classify unknown bird species in the inference phase, using similar $K \leq M$ features.

Two classification methods shall be considered in this paper: Nearest Centroids (NC), and Artificial Neural Network (ANN). Nearest Centroids (NC) are chosen due to their simplicity of implementation, requiring only the computation of centroids of each class.
from the training dataset, with classification decisions based on the nearest distance of the unknown bird species centroids of the different classes. On the other hand, Artificial Neural Network (ANN) is a basic neural network. ANN uses the training dataset to determine an appropriate mathematical model using the concept of neurons.

**Nearest Centroid (NC).** NC is one of the simplest supervised classification methods. Class prediction of new unknown bird sound is assigned to the class of the centroids closest to the new unknown bird sound. At the initial stage, \( K \leq M \) features from the training dataset are used to determine centroids or means for the different classes of birds. Given the feature matrix \( X_r \in \mathbb{R}^{N \times K} \) where \( K \leq M \) with species classification column vector \( c = \{c_1, c_2, ..., c_L\} \) used for training of the classifier model, centroid for species \( w_j, j \in \{1, 2, ..., L\} \), is represented by column vector \( \mu_j \in \mathbb{R}^K \) in the \( K \) dimensional space and is given by Equation 6:

\[
\mu_j = \frac{1}{|w_j|} \sum_{i \in w_j} x_i \quad \forall j \in \{1, 2, ..., L\}
\]

where \( |w_j| \) is the number of training bird sounds belonging to species class \( W_j \). Centroids of the different species classification are then used for predicting unknown bird sounds. Feature vector \( y_{r_i} \in \mathbb{R}^K \) of the \( r \)th test bird sound is used to predict its species classification \( \hat{c}_i \), using Euclidian’s distance calculation (Ramashini et al., 2019) as follows (Equation 7):

\[
\hat{c}_i = \arg \min_{j \in \{1, 2, ..., L\}} \| \mu_j - y_{r_i} \| \quad \hat{c}_i \in \{c_1, c_2, ..., c_L\}
\]

Although the training dataset is commonly very bulky, which is processed simultaneously during the training phase, it has the luxury of using a high-computing facility for processing due to its non-real-time nature. For this reason, the testing phase is more of a concern. As can be seen from Equation 7, NC involves the \( K \) subtraction operations to determine the distance of the \( i \)th test bird sound to every centroids. Consequently, computational complexity of NC during the testing phase can be derived as \((L \cdot K + 1)O(n) = (L \cdot K + 1)O(1)\), for features of type float. It can be seen that complexity is proportional to the number of features \( K \).

**Artificial Neural Network (ANN).** Alternative classification considered in this paper is ANN, which is one of the basic and prevalent supervised machine learning techniques that may be used for bird species classification. Figure 2 depicts a given layer of an ANN considered in this paper. \( z^k(i) \) is the output of neuron \( i \) before the activation function in layer \( k \), \( a^k(i) \) is the output of neuron \( i \) after the activation function, \( n^k \) is the set of neurons in layer \( k \), and \( b^k(i) \) is the bias of neuron \( i \) in layer \( k \). \( \theta^k(i,j) \) is the weight between the output of neuron \( j \) in layer \( k-1 \) and neuron \( i \) in layer \( k \). \( g^k \left( z^k(i) \right), \forall i \in n^k \) is the activation function of every neuron in layer \( k \) of the ANN, and is used to provide non-linearity to the network (Equations 8 and 9),
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\[ z^k(i) = \sum_{j \in \mathbb{N}^{k-1}} (\theta^k(i,j) \cdot a^{k-1}(j)) + b^k(i) \]  

\[ a^k(i) = g^k(z^k(i)) \]

These can alternatively represented in matrix forms (Equations 10 and 11),

\[ z^k = \theta^k \cdot A^{k-1} + b^k \]  

\[ A^k = g(z^k) \]

Where (Equations 12-18),

\[ z^k = [z^k(1), z^k(2), \ldots, z^k(n^k)]^T \]

\[ \theta^k = \begin{bmatrix} \theta^k(1,1) & \cdots & \theta^k(1,n^{k-1}) \\ \vdots & \ddots & \vdots \\ \theta^k(n^k,1) & \cdots & \theta^k(n^k,n^{k-1}) \end{bmatrix} \]

\[ \theta^k = [\theta^k(i,j)] \forall (i \in n^k, j \in n^{k-1}) \]

\[ A^k = \begin{bmatrix} a^k(1,1) & \cdots & a^k(1,n^k) \\ \vdots & \ddots & \vdots \\ \theta a^k(n^{k-1},1) & \cdots & a^k(n^{k-1},n^k) \end{bmatrix} \]

\[ A^k = [a^k(i,j)] \forall (i \in n^{k-1}, j \in n^k) \]

\[ b^k = [b^k(1), b^k(2), \ldots, b^k(n^k)]^T \]

\[ g = [g^1(.), g^2(.), \ldots, g^k(.)]^T \]

In this paper, ANN with \( K \leq M \) features in the input layer, 1 hidden layer and 1 output layer is considered, as depicted in Figure 2. The number of neurons in the output layer corresponds to the number of bird species considered. Elliot Sigmoid function is used as the input layer’s activation function (Elliott, 1993), which closely approximates the Hyperbolic Tangent or Sigmoid functions for small values. Whilst Softmax function is used as the output activation function in order to represent the probability distributions of a list of potential outcomes.

During the training phase of the ANN classifier, the objective is to find a set of weights \( \theta^k \) so that the ANN can classify bird species accurately, using the training dataset as its basis. The ANN, together with this set of weights \( \theta^k \), then form the mathematical model used to classify unknown bird sound species during the testing phase.
Similar to NC, the testing phase of ANN represents a concern in terms of computational complexity, as it needs to be processed in real-time. The overall complexity is composed of the input-hidden and hidden-input layers, obtained using Equations 8 and 9, respectively, depending on the number of neurons. As there are $K$ neurons at the input of the ANN, complexity of the input-hidden layer may be approximated as $K O(n^2) + K O(n) n^h + n^h O(g_h)$ where $n^h$ is the number of neurons in the hidden layer and $O(g_h)$ is the complexity of the activation function in the hidden layer (depending on the function used). At the hidden-output layer, $L$ represents the number of neurons at the output of the ANN. As such, complexity may be approximated as $(n^h O(n^2) + n^h O(n)) L + L O(g_o)$, where $O(g_o)$ is the complexity of the activation function in the output layer. Overall, complexity during the testing phase of the ANN is given by $(K O(n^2) + K O(n)) n^h + n^h O(g_h) + (n^h O(n^2) + n^h O(n)) L + L O(g_o)$. Again, taking the features as type float, complexity can be simplified as $(2K + 2L)n^h O(1) + n^h O(g_h) + L O(g_o)$. It can be seen that the complexity is also proportional to the number of features $K$ that are being fed to the classification model as well as the number of neurons $n^h$ in the hidden layer. Thus, there is no fixed relationship. Generally, the higher the number of features, i.e. the number of neurons in the input layer, the higher the number of neurons required in the hidden layer to achieve reasonable classification accuracy.

*Figure 2. Artificial Neural Network (ANN) architecture adopted*
RESULTS AND DISCUSSION

Ten $L = 10$ endemic bird species of the Borneo region have been selected, i.e. Rhinoceros Hornbill (RH), Hooded Pitta (HP), Savanna Nightjar (SN), Collared Owlet (CO), Collared Kingfisher (CK), Crested Serpent Eagle (CSE), Bornean Tree Pie (BTP), Bornean Spider Hunter (BSH), Malaysian Pied Fantail (MPF), and Malaysian Banded Pitta (MBP), with audio recordings collected from the xeno-canto (https://www.xeno-canto.org/) online database, which is one of the most frequently used online databases in bird sound classification related research (Ramashini et al., 2019; Sprengel et al., 2016; Lasseck, 2015; Stowell & Plumbley, 2014). These bird species represent some of the most commonly found birds in the region. Sponsored by the Xeno-Canto Foundation, the Xeno-Canto online database contains sound recordings of wild birds from all over the world verified by experts. These recordings are shared under various Creative Commons licenses, freely available online. Thus, they can be used for education and research purposes. The time duration of each bird sound sample varies, with standard recordings lasting for a few seconds. Metadata provided with the data has indicated that most samples are recorded with a 44 kHz sampling rate. Figure 3 shows the time and frequency domain representation of selected bird sounds.

![Figure 3](image-url)

Figure 3. Time and frequency representation of bird samples; (a) Rhinoceros Hornbill (RH)
Figure 3. Time and frequency representation of bird samples; (b) Hooded Pitta (HP), (c) Savanna Nightjar (SN)
The sounds are segmented using an energy-based automatic segmentation algorithm and divided into training and testing data sets. In this work, both 70:30 and 80:20 ratios of training to testing data are performed. In addition, 20\% of the training dataset is chosen randomly for cross-validation purposes. The model is iteratively trained and validated on these different datasets. Furthermore, the training and testing data set are shuffled randomly multiple times to replicate the training and testing cycles with different combinations. These are done to avoid over-fitting as well as to ascertain the consistency of the result.

In total, 150 bird sounds have been used for training and testing, with 15 bird sounds for each class. $M = 35$ features have been extracted from each segment automatically, consisting of the frequency domain, time domain and other types of features, to form the training and testing feature matrices, giving the original feature matrix $X \in \mathbb{R}^{N \times 35}$ of training bird sounds and the $i^{th}$ test bird sound $y_i \in \mathbb{R}^{35}$.

The original feature matrix $X \in \mathbb{R}^{N \times 35}$ of the training bird sounds and the $i^{th}$ test bird sound $y_i \in \mathbb{R}^{35}$ can be fed directly to the classification algorithms. Alternatively, the dimensions may be first reduced using LDA to give a reduced matrix $X_r$. Similarly, in the testing phase, either the $i^{th}$ test bird sound $y_i$ can be fed directly, or it can be first reduced using the derived projection matrix $V_k$ to give $y_{r_i}$, incurring additional complexity of $69.K.\mathcal{O}(1)$ in the testing phase. Obviously, reducing $K$ reduces complexity during the classification stage but requires extra computation during its dimension reduction process. In the classification stage using NC classifier, computational complexity is given by $(10.K + 1)\mathcal{O}(1)$, and is dependent on the number of features $K$ that are fed onto the
NC classifier. On the other hand, computational complexity of ANN classifier is given by $\left(2K + 20\right)n^hO(1) + n^hO(g_n) + 10. O(g_o)$; dependent on both the number of features $K$ that are fed onto the ANN classifier, as well as the number of neurons $n^K$ in the hidden layer of the ANN classifier. Increasing $K$ results in an increase in the computational complexity for both NC and ANN classifiers, and the larger the number of neurons $n^K$, the more complex the ANN model becomes. Elliot Symmetric Sigmoid and Softmax functions are used for the hidden and output layers of the ANN, respectively.

In the case of the NC classifier, feeding all 35 features to the classification model directly without reduction requires a complexity of $351.0(1)$ in the testing phase. However, introducing LDA to reduce the number of features prior to the classification stage, requires extra computation for the reduction process. As such, collectively, the computational complexity for both the dimension reduction and NC classification sharply increases from $351.0(1)$ to $2687.0(1)$ by reducing the number of features from 35 to 34 using LDA. However, complexity decreases as the number of features $K$ fed onto the classification model are reduced further. For instance, reducing the number of features $K$ fed onto the classification model to a certain limit would result in lower complexity than without using LDA. Table 1 shows the relationship between the number of features $K$ fed onto the NC classifier and the resulting computational complexity, with and without LDA.

Testing accuracy of the NC classifier, with and without LDA, for different features $K$ being fed, is given in Figure 4. NC classifier accuracy for without any reduction is 13.3% and 10% for 80:20 and 70:30 ratios of training to testing data, respectively. It can be seen that even with 1 LDA, the accuracy of the NC is much higher than without using LDA. Thus, this is because LDA projects the original matrix $X$ and the test sound $Y_i$ onto reduced dimensions matrix and vector that can best discriminate between different classes of bird sounds. Output matrix and vector are also ranked. The lower elements represent the most significant elements that may be used to discriminate between classes. As shown from Figure 4, improvement in accuracy is initially considerable with a small number of LDA features considered, up to a maximum accuracy upon which increasing the number of LDA features considered even further would result in a gradual reduction in accuracy using the NC classifier. Maximum accuracies of 96.7% with 7 LDA features, and 78% with 5-7 LDA features considered, are achievable for 80:20 and 70:30 ratios of training to testing data, respectively. With 7 LDA features considered, the computational complexity of the LDA/NC is $555.0(1)$.

Table 1 also gives the relationship between the number of features $K$ fed onto the ANN classifier and the resulting computational complexity, with and without LDA. Whilst it is evident that complexity for NC reduces with the reduction in the number of LDA features $K$, it is not very straightforward with ANN. The complexity of ANN has a direct relationship with the number of LDA features $K$. However, it is also dependent on the number of neurons...
\( n^h \) in the hidden layer with complexity increasing with the number of neurons \( n^h \) in the hidden layer. Figure 5 shows accuracies obtained using the ANN classifier with different values of \( n^h \) for \( K = M = 35 \), i.e. without LDA reduction. It can be seen that increasing the number of neurons \( n^h \) in the hidden layer does not necessarily improve the accuracy of the ANN model. The highest accuracy of 93.3\% is achieved with \( n^h = 100 \). In fact, for a given number of features \( K \), the number of neurons \( n^h \) in the hidden layer may need to be optimised to reach an optimal accuracy during the training phase.

![Figure 4](image)

*Figure 4.* Testing accuracy obtained by Nearest Centroid (NC) for different number of Linear Discriminant Analysis (LDA) features \( K \) considered.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Nearest Centroid (NC)</th>
<th>Artificial Neural Network (ANN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o LDA</td>
<td>35</td>
<td>90( n^h O(1) + n^h O(g_h) + 10.0(g_o) )</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>(2070 + 80n^h)O(1) + n^h O(g_h) + 10.0(g_o)</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>(1725 + 70n^h)O(1) + n^h O(g_h) + 10.0(g_o)</td>
</tr>
<tr>
<td>W LDA</td>
<td>20</td>
<td>(1380 + 60n^h)O(1) + n^h O(g_h) + 10.0(g_o)</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>(1035 + 50n^h)O(1) + n^h O(g_h) + 10.0(g_o)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>(690 + 40n^h)O(1) + n^h O(g_h) + 10.0(g_o)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>(345 + 30n^h)O(1) + n^h O(g_h) + 10.0(g_o)</td>
</tr>
</tbody>
</table>

*Table 1*  
*The computational complexity of NC and ANN, with and without LDA reduction, for different number of inputs to the classification models for the testing phase*
Table 2 shows the optimum number of neurons $n^h$ in the hidden layer and accuracies for a different number of LDA features. Generally, it can be seen that increasing the number of LDA features $K$ also increases the number of neurons $n^h$ in the hidden layer, which consequently results in an overall increase in complexity. In terms of accuracy, the initial increase in the number of LDA features $K$, increases accuracy until a maximum accuracy is reached, increasing $K$ even further would result in a reduction in accuracy. Accuracies for different numbers of LDA features $K$ for 70:30 and 80:20 ratios of training to testing data are given in Figure 6. Characteristics for both 70:30 and 80:20 ratios of training to testing data are similar with an initial increase in accuracy until an optimum is reached, beyond which accuracy starts to reduce.

![Figure 5](image)

**Figure 5.** Testing accuracy obtained by Artificial Neural Network (ANN) for different number of neurons $n^h$ in the hidden layer

Maximum accuracy obtained is 96.7% for 10 input LDA features with complexity of $1250.0(1) + 14.0(g_h) + 10.0(g_o)$. This is the same maximum accuracy obtained by NC classifier for 7 input LDA features with complexity of $555.0(1)$.

Comparing classification accuracies of NC and ANN classifiers with and without LDA, it can be seen that the selection of features using LDA improves performance significantly. Hence, this is especially true in the case of the NC classifier, where classification accuracy increased from 13.3% to 96.7% by using LDA. Thus, NC classification with 7 LDA and
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ANN classification with 10 LDA, for 80:20 ratio of training and testing, produce the optimum testing accuracies.

Table 3 shows class-wise classification results of NC classifier with 7 LDA as input and ANN classifier with 10 LDA as input. It can be seen that the NC classifier wrongly predicted one sample of the bird BSH whilst the ANN classifier wrongly predicted one sample of the bird CO. Precision or $P$, i.e. the proportion of correct classification from the total predicted classification of a particular class. Recall or $R$, i.e. the proportion of correct classification from the actual total classification of a particular class, is another valuable measure of performance of a classification model. $F_{\text{score}}$ value of a particular class can be obtained from $P$ and $R$ as Equation 19,

$$F_{\text{score}} = \frac{2PR}{P + R}$$  \[19\]

Table 2

<table>
<thead>
<tr>
<th>Input LDA, $K$</th>
<th>Neurons in Hidden Layer, $n^h$</th>
<th>Complexity</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>135. $O(1) + 3. O(g_h) + 10. O(g_o)$</td>
<td>46.7</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>210. $O(1) + 3. O(g_h) + 10. O(g_o)$</td>
<td>73.3</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>311. $O(1) + 4. O(g_h) + 10. O(g_o)$</td>
<td>66.7</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>416. $O(1) + 5O(g_h) + 10. O(g_o)$</td>
<td>83.3</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>585. $O(1) + 8. O(g_h) + 10. O(g_o)$</td>
<td>76.7</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>702. $O(1) + 9. O(g_h) + 10. O(g_o)$</td>
<td>86.7</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>755. $O(1) + 8. O(g_h) + 10. O(g_o)$</td>
<td>90</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>840. $O(1) + 8. O(g_h) + 10. O(g_o)$</td>
<td>90</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>1039. $O(1) + 11. O(g_h) + 10. O(g_o)$</td>
<td>90</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>1250. $O(1) + 14. O(g_h) + 10. O(g_o)$</td>
<td>96.7</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td>1389. $O(1) + 15. O(g_h) + 10. O(g_o)$</td>
<td>66.7</td>
</tr>
<tr>
<td>12</td>
<td>16</td>
<td>1532. $O(1) + 16. O(g_h) + 10. O(g_o)$</td>
<td>63.3</td>
</tr>
</tbody>
</table>

Figures 7 and 8 show the confusion matrices for NC classifier with 7 LDA inputs and ANN with 10 LDA inputs, respectively. As shown in Figure 7 for NC classification with 7 LDA, one sample from class 8, i.e. BSH bird, has been wrongly predicted as class 7, i.e. BTP bird. Subsequently, the precision value and $F_{\text{score}}$ for class 7 are 0.75 and 0.86, respectively, whilst for class 8, recall value and $F_{\text{score}}$ are 0.67 and 0.80, respectively. On
the other hand, as shown in Figure 8, ANN classification with 10 LDA wrongly predicted one sample of class 4, i.e. CO bird, as class 8, i.e. BSH bird. As a result, the precision value and $F_{\text{score}}$ for class 7 are 0.75 and 0.86, respectively. For class 4, the recall value and $F_{\text{score}}$ are 0.67 and 0.80, respectively.

![Figure 6. Testing accuracy obtained by the Artificial Neural Network (ANN) for different number of Linear Discriminant Analysis (LDA) features](image)

$\text{Table 3}$

Class wise testing accuracy of Nearest Centroid (NC) classification with 7 Linear Discriminant Analysis (LDA) and Artificial Neural Network (ANN) classification with 10 Linear Discriminant Analysis (LDA)

<table>
<thead>
<tr>
<th>Class Number</th>
<th>Birds Name</th>
<th>NC classification with 7 LDA features</th>
<th>ANN classification with 10 LDA features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RH</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>HP</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>SN</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>CO</td>
<td>10</td>
<td>6.7</td>
</tr>
<tr>
<td>5</td>
<td>CK</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>CSE</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>BTP</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
In the testing phase, NC and ANN classifiers with LDA give prediction accuracies of 96.7%. Each has one wrong prediction of the sample in different classes. Without LDA, the ANN classifier gives 93.3% accuracy with two wrong predictions. In contrast, the performance of an NC classifier without LDA is abysmal. Furthermore, in terms of computational complexity, both classifiers without LDA are comparatively less complex during the testing stage, than LDA. However, the complexity of the ANN classifier is always higher than the NC classifier, irrespective of using LDA as feature reduction, since its complexity depends on the number of neurons in both hidden and output layer and the activation function used.

![Figure 7. Testing confusion matrix: Nearest Centroid (NC) classification with 7 Linear Discriminant Analysis (LDA)](image-url)
CONCLUSION

Classification of birds using their sound is preferable as compared to visual identification, especially in dense forests. The general processing steps for bird sound classification are pre-processing, segmentation, feature extraction and classification. This paper aims to classify ten endemic Bornean birds by their sounds, collected from an online database and pre-processed to remove unwanted noise. Then, using an energy-based automated segmentation algorithm, the recordings are segmented for further processing. Thirty-five (35) acoustic features have been extracted from the segmented samples. The LDA has been used to reduce the dimensionality and select only the significant features before feeding the transformed features onto the classifier. The NC and ANN classifiers have been used for classification. It has been shown that both NC and ANN classifiers with LDA give 96.7% accuracy, which is comparatively higher than the performance of both classifiers without LDA in terms of testing accuracy.

Nevertheless, when computational complexity is considered, the simple NC classifier produces the same accuracy with the computational complexity of only 555.O(1), compared to the more complex ANN classifier. Thus, the NC classifier requires 7 LDAs to produce the optimum result. On the other hand, ANN’s computational complexity

Figure 8. Testing confusion matrix: Artificial Neural Network (ANN) classification with 10 Linear Discriminant Analysis (LDA)
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is $1250.0(l)+14.0(g_s)+10.0(g_r)$, requiring 10 LDAs to give the optimum classification accuracy. The result is significant, as it indicates that the simple NC classifier with LDA can give optimum classification accuracy of 96.7% with relatively low computational power.

In future work, other classification approaches such as naive Bayes and decision trees may be combined with the proposed method to reinforce the benefit of using the proposed dimensionality optimisation method in improving accuracy whilst reducing complexity. Furthermore, the variety of bird species and more samples may also be considered to reflect the rich biodiversity in the Borneo region whilst implementing real-time bird sound classification.
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ABSTRACT

This preliminary survey investigates and validates the measurement model of factors influencing decision makers’ intentions to adopt Green information technology (Green-IT) in manufacturing sectors in Nigeria. The Norm Activation Model (NAM) and Theory of Planned Behaviour (TPB) were used to explore the factors that could influence decision-makers’ intention in adopting Green-IT. Using constructs from the NAM and TPB, this survey proposes a model for identified behavioural factors. A quantitative research approach with a data collection and analysis plan using a cross-sectional survey design was adopted. A sample of 30 decision-makers in the top three manufacturing industries in Nigeria was selected using a purposive sampling procedure for participation in the study. The data collected was analysed using Partial Least Square Structural Equation Modelling (PLS-SEM) to test the proposed model. The model was validated in two phases: (i) Initial Measurement Model and (ii) Modified Measurement Model. Findings revealed that Green-IT Attitude, Subjective Norm, Ascription of Responsibility, Awareness of Consequences, Personal Norm, Environmental Concern, and Perceive Behavioural Control were the key elements of the behavioural intention model to adopt Green-IT, with 31 indicators having factor loadings of >0.5, adequate internal consistency reliability, CR > 0.7, and Cronbach’s Alpha, >0.7. The result revealed convergent validity, and acceptable discriminant validity was assessed using AVE > 0.5 and Fornell-lacker’s criterion.
Abba Kyari Buba and Othman Ibrahim

The results from the full-scale study would contribute to developing a context-specific model to examine Green-IT adoption in developing nations.

Keywords: Adoption, green-IT, manufacturing industries managers, norm activation model, theory of planned behaviour

INTRODUCTION
Green-IT is about the genuine utilisation of IT to control the environmental sustainability of its operations, products, services, resources, systems, and production processes (Esfahani et al., 2015; Yang et al., 2019). According to De Luis et al. (2015) and Asadi et al. (2019), Green-IT is the solution that contributes actively to the reduction of pollution emissions (De Luis et al., 2015). Furthermore, Green-IT has been mentioned to provide solutions that could sustain a decrease in environmental footprints. Thus, enabling the firms to accept and adopt the changes in environmental regulations and expand the firm’s competitiveness over time (Chen & Chang, 2014a; Chen & Chang, 2014b; Przychodzen et al., 2018; Yacob et al., 2018).

Green IT can be defined as Information Technology (IT), and Information System (IS) products, services, and practices to achieve sustainable development while focusing on energy proficiency for the used IT infrastructure (Anthony et al., 2020). Also, from other studies, Green-IT is regarded as the appropriate utilisation of IT for managing environmental sustainability to maximise the positive human behavioural impacts on the environment (Asadi et al., 2019; Esfahani et al., 2015; Guo et al., 2019; Yang et al., 2019). This process is achievable through designing, application, production, operation, and IT disposal, and products and services during their life cycle (Akman & Mishra, 2015; Seidel et al., 2013; Buba & Ibrahim, 2020; Yang et al., 2019). Green-IT solutions could sustain a decrease in environmental footprints, enable firms to accept and adopt the changes in environmental regulations, and expand the firm’s competitiveness over time (Chen & Chang, 2014a; Chen & Chang, 2014b; Przychodzen et al., 2018; Yacob et al., 2018). Hence, Green-IT promotes work efficiency, business processes, deals with e-waste, IT-related emissions, and lower energy consumption (Dalvi-Esfahani et al., 2017a; Dalvi-Esfahani et al., 2017b; Sani et al., 2016). The forecasted benefits include competitive advantage, corporate sustainability in both the environment and the society (Gandhi et al., 2018; Kong et al., 2016; Nallusamy et al., 2016; Yang et al., 2019), lower waste and pollution and hence, energy conservation (Maruthi & Rashmi, 2015; Rehman & Shrivastava, 2013; Woo et al., 2014). Thus, this is achievable if Green-IT is made possible through its incorporation into the daily activities of an organisation.

Developing nations are lagging in technology diffusion, adoption, and implementation because of several challenges. A study mentions that this is because of internal or
external organisational practices (Singh & Sahu, 2020), while another study mentions cost issues, lack of knowledge, and awareness of sustainable development (Wang et al., 2018). A study conducted by Chen & Chang (2014a & 2014b) states that Greenhouse effects have increasingly become a major global issue due to concerns for environmental sustainability. Furthermore, there has been an establishment of the sustainability pillars (environmental, social, and economic). The international community urges companies to consider innovative methods and practices to sustain the environment (Aboelmaged & Hashem, 2019). Similarly, government policies, laws, and shareholders’ pressures have been affecting the industries in trying to improve actions on environmental sustainability (Brandvik et al., 2019; Juschten et al., 2019). By integrating IT, innovations can shape the environmental circumstances and enable people to apply them (Huda, 2019; Przychodzen et al., 2018; Yacob et al., 2018). Research agrees that there is a benefit in the environment, economically and socially, which leads to sustainable development if Green-IT is utilised (Wang et al., 2018).

Besides, it entails managerial and human practices and organisational policies for sustainability (Singh & Sahu, 2020). However, despite Green-IT being able to handle environmental issues for economic fulfilment (Asadi et al., 2019; Chen & Chang, 2014a; Chen & Chang, 2014b; Guo et al., 2019), there has not been a fast adoption rate by manufacturing industries in developing countries to leverage these benefits. As a result, there is a gap in the adoption of Green-IT in developing countries, especially Nigeria. Furthermore, the effect of human behaviour in the adoption of Green-IT is an issue. Evolving technologies suffer numerous issues involving people’s behaviour, which is equally critical for environmental sustainability (Chen & Chang, 2014a; Chen & Chang, 2014b; Yacob et al., 2018). Thus, the main goal of this study is to establish decision-makers’ opinions for intention to adopt Green-IT.

The Objectives of the Study

This study concentrates on the following objectives:

1. To identify factors that influence the decision-makers to have intention in Green-IT adoption.
2. To analyse the relationship between the identified factors for the intention to adopt Green-IT.
3. To propose a behavioural model for the intention of adopting Green-IT to support the decision-makers.

Theoretical Background

To study the adoption of Green-IT by decision-makers, the author proposes a theoretical model based on a thorough review of the relevant literature. Based on research, cost-benefit
analyses do not adequately forecast pro-environmental action because their implementation decisions require value judgments, and well-known frameworks of individual adoption are not the best options for clarifying Green-IT incorporation in firms. The combination of the Theory of Planned Behaviour (TPB) and Norm Activation Model (NAM), which is developed in the sense of prosocial and environmentally responsible conduct and considerate conduct, will provide a more robust theoretical model that would clarify the implementation of Green-IT, as it involves value judgments and cost evaluations.

According to Ajzen and Fishbein (1980), the Theory of Planned Behaviour (TPB) emanates from the Theory of Reasoned Action (TRA), whereby TRA mentions that actions are entirely under volitional control, that individual behaviour results from the intent to do a behaviour. The intentions are determined by perceived behavioural control, attitudes, and subjective norms, as stated in the Theory of Planned Behaviour (TPB). In social and pro-environmental behaviour, the TPB is considered one of the most influential theories. Armitage and Conner (2001) have validated TPB in the pro-environmental behaviour context (Arvola et al., 2008; Asadi et al., 2015). The TPB is a well-established model to predict behaviour across various contexts and settings (Pavlou & Sawy, 2006). A general model is used to explain most human behaviours (Ajzen, 1991).

The Norm Activation Model (NAM) was developed about altruistic behaviour (Schwartz, 1977). The main component is personal norms which are achieved as being morally obligated rather than intent. They are utilised in NAM for individual behaviour prediction. From the model, the determination of personal norms occurs in two ways, awareness of consequences resulting from performing a particular behaviour and sensitiveness of control for indulging in a specific behaviour (Schwartz, 1977). Several studies posit NAM as a moderator model, while others use it for mediation (Onwezen et al., 2013). This theory has been most used to predict individual behaviour. The assumption is that personal norm drives a person’s behaviour (Schwartz, 1977). Furthermore, being aware of the consequences, including ascription of responsibility, is important in initiating an individual’s polite behaviour (Park & Ha, 2014).

Based on two concepts, TPB and NAM is an integrated theoretical model, which has been applied to environmental issues in previous studies. By including personal norms in the TPB model, predictability was increased when altruistic attitudes were evaluated (Arvola et al., 2008; Burns & Roberts, 2013; Kim & Hwang, 2020; Rezaei et al., 2019). Therefore, the NAM model addresses the flaw of the TPB, which is a lack of focus on the personal standard. As this research aims to examine the implementation of Green-IT policies within organisations based on the objective normative context of decision-makers, NAM has been selected for this research. In line with this, many works of literature have verified the efficiency of prediction in environmental behaviour using some information system theories like TPB and NAM (Asadi et al., 2015). These studies have identified that
when TPB and NAM are combined as mediators, they influence personal norms. Other studies have suggested that to identify behavioural intent. Actual behaviour must be an indicator (Akman & Mishra, 2014).

The researchers almost agreed that studying the intention of individuals would help organisation policymakers to identify how individuals can think and behave. Therefore, this paper aims to study the determinant of organisation management’s intention in adopting Green-IT to their workplace.

**Proposed Research Model**

The inceptive for adopting Green-IT intention was proposed. More so, it defined the factors and hypothesised the relationships among the model constructs. It commenced by pointing out some previous studies, which analysed the conceptual Green-IT adoption model development. A comprehensive review of the given constructs of TPB and NAM, which positively impacts the adoption of Green-IT within Nigerian manufacturing industries, has been realised. A pilot study was carried out to ensure the reliability of the instruments before the main data gathering. Figure 1 shows the proposed model.

*Figure 1. Initial proposed model*
Hypotheses Development

Hypotheses 1: Attitude to Green-IT. The understanding of the benefit of Green-IT in solving environmental concerns by individuals has become protracted. The general public is more likely encouraged to develop a significant attitude considering the newly updated and acquired knowledge, which is also favourable towards Green-IT in recent times (Akman & Mishra, 2014; Ojo et al., 2019). Additionally, Bodur and Sarigöllü (2005) described that one of the best analysts of behaviour is their feelings and perception towards that particular behaviour (Reyes et al., 2013). Administrators of organisations and established businesses with a perception towards sustainability is a significant element to be used in attaining awareness on Green-IT challenges and related opportunities (Anthony Jr, 2019; Molla et al., 2008).

Previous researches have empirically reported that moral norm is a positive and significant element of the recognised concern and problematic awareness; likewise, the moral norm is an essential aspect of social behaviour or attitude (Chen & Tung, 2014; Steg & de Groot, 2010; Zhang et al., 2013). For example, it has been discovered that personal norm is a key factor that affects the assignment of responsibility and awareness level consequences (Ramstein et al., 2019). These identified moral obligations have an essential role to play in shaping favourable behaviour towards the environment. Following the Green-IT adoption, it can be recommended that as more business leaders are aware of the unfavourable consequences of environmental concerns, the higher they become more obliged to develop favourable behaviour towards the environment, thereby improving their potential to adopt Green-IT. Henceforth, based on these assertions, the researcher proposes the hypothesis below:

Hypothesis 1: The Attitude of Managers towards Green-IT will positively affect the intention to adopt Green-IT.

Hypotheses 2: Subjective Norm. The term subjective norm can be understood as a community burden involved in a specific behaviour (Ajzen, 1991). They influence behavioural intentions and are regarded as stimulants of the personal norm. Several empirical types of research have examined subjective norms’ influence on the intention to purchase green commodities using the TPB (Zhang et al., 2019). Thus, this indicates that personal norms are influenced by other social environments and external support (Juschten et al., 2019; Koo et al., 2011). The term subjective norm is also considered an individual’s attitude or perception about other important peoples’ perception of their ability to perform specific tasks or behaviour exhibited in question. It means that an individual has thought about the simplicity or difficulty of a task or performing behaviour within the environment (Dezdar, 2017; Juschten et al., 2019). Previous investigations have confirmed the influence of the subjective norm on the intention or behavioural intention based on the
TPB and the TRA models (Ainin et al., 2015; Ajzen, 1991; Chow & Chen, 2009). A study conducted by Ainin et al. (2015) reported that the subjective norm is an essential factor in the possibility of mobile financing or banking adoption. The author indicates that a person who has perceived higher social pressure to implement Green-IT has a high positive and significant intention towards adopting it. Consequently, the researcher decides on this premise to develop the hypothesis stated below:

**Hypothesis 2:** Subjective norm will positively influence managers’ intention to adopt Green-IT.

**Hypotheses 3:** Perceived Behaviour Control. Behavioural control as perceived by an individual is considered an essential aspect of TPB, also referred to as simplicity or ease of performing specific behaviours or otherwise (Lopes et al., 2019). The above assertion agrees with Ajzen (1991), who opined that the level of an individual’s perceived behavioural control and behavioural intention correlation or association depends on the form of behaviour and the environmental factor (Asadi et al., 2019). In several past studies, Perceived Behavioural Control (PBC) was represented by several sub-factors, which included nature of the resources, time, and perceived level of uncertainty and inconveniences attached to action (Lin & Huang, 2012; Lopes et al., 2019; Sujata et al., 2019; Zhao et al., 2014).

Conversely, other scholars discovered entirely different relationships between PBC and product purchase intention. According to the scientific investigations, Zhang et al. (2019) mention that PBC and intention to purchase green products have no relationship. On the other hand, the study by Nasri and Charfeddine (2012) reveals that PBC specifies individual motives that are affected by one’s perception of ease or difficulty of a particular behaviour and the perception of an individual towards successful performance of an activity or task. The PBC can affect the behaviour either directly or inversely via the intention of that particular behaviour. As established by past empirical studies, this research considers that the stronger PBC of an individual, the higher his probability of performing a specific task or behaviour. Thus, these lead to the following hypothesis:

**Hypothesis 3:** Perceived behaviour control will positively affect the managers’ intention to adopt Green-IT.

**Hypotheses 4: Personal Norm.** Personal Norm (PN) refers to a feeling of moral commitment to undertake or avoid undertaking a particular behaviour or activity (Schwartz & Davis, 1981). Green-IT or issues related to the environment need the moral aspect of a person to exhibit a particular behaviour towards the environment, especially a favourable one (Asadi et al., 2019). Additionally, Harland et al. (2007) presume that prosocial or pro-environment behaviours of individuals are determined by their norms rather than by personal effect or benefit and cost evaluation. Therefore, PN is a specific behaviour
that needs to be prompted before assuming a position of relevance or responsibility in a community. Numerous researchers who studied intentions towards environmentally friendly behaviours stress that the direct predictor of an intention is the PN (Asadi et al., 2019).

Many studies have found that the critical factor affecting various pro-environment behaviours is a personal norm. For instance, it was reported that there is a strong association between PN and environmentally friendly behaviours in a general understanding (Abrahamse & Steg, 2009), definite environmental concerns such as conservations and green community, and a purchase (Asadi et al., 2019). Therefore, the following is hypothesised:

**Hypothesis 4:** The Personal Norm of managers will positively affect the intention to adopt Green-IT.

**Hypotheses 5: Awareness of Consequences.** The second variable to declare prosocial behaviour in NAM is Awareness of Consequences (AC). The AC refers to a situation where an individual becomes aware of how results affect others (Asadi et al., 2015; de Groot & Steg, 2009). Empirical studies have shown that persons with the express knowledge of the negative effect of environmental conditions on their lives have a favourable attitude towards becoming more environmentally friendly by adopting pro-environmental behaviours. For example, Asadi et al. (2019) suggested that every individual must be aware of the results of their environmental behaviour, especially in the future. The literature has further established that the individual awareness consequences are positively and significantly related to environmentally friendly behaviour (Agag, 2019; Harland et al., 2007). Therefore, once specific individuals became aware of the negative effect of environmental situations, they have a higher possibility of becoming more environmentally conscious and thereby adopting pro-environmental behaviour. In related research, Lauper et al. (2014) concluded that in consideration of imbibing and accepting eco-innovation, a positive, significant relationship exists between individual awareness of adverse consequences of the environmental situation and pro-environmental behaviour. Moreover, Dalvi-Esfahani et al. (2017a & 2017b) reported that a positive relationship which is also significant exists between personal norms and awareness of adverse consequences of the environmental concerns reveal an essential link between these variables. Thus, the researcher proposed the following hypothesis:

**Hypothesis 5:** Managers’ awareness of consequences will positively influence the intention to adopt Green-IT.

**Hypotheses 6: Ascription of Responsibility.** Another critical variable in NAM is the Ascription of Responsibility (AR), as it affects prosocial behaviour among individuals. The ascription of responsibility is the feeling that an individual is developed towards a commitment to perform prosocial behaviour (Asadi et al., 2019). Following NAM
(Schwartz, 1977), the AR is a motivating factor for an individual to have a moral obligation and zeal to perform favourable environmental behaviour in addition to its impacts on environmentally friendly behaviours. Related empirical research conducted by Willuweit (2009) revealed an AR as a significant predictor of environmentally friendly behaviour. In similar research, Zhang et al. (2013) concluded that, based on the data obtained from the electricity users, AR increases their behaviour towards the environment. Thus, they become environmentally friendly and develop positive behaviour towards saving electricity. Other similar studies, such as de Groot and Steg (2009) and Han et al. (2015), showed that AR is essential in developing a person’s moral capacity and motivating pro-social behaviour. Hence, the sixth hypothesis is developed as follows:

**Hypothesis 6:** Managers’ AR will positively influence behavioural intention to adopt Green-IT.

**Hypotheses 7: Environmental Concern.** The available literature established a strong fact that Environmental Concern (EC) is an attitude towards environmental protection exhibited by an individual in a specific period (Zhang et al., 2019). The EC also refers to a universal perception or behaviour that triggers an individual to engage in activities that adequately protect the environment (Zhang et al., 2019). This attitude or concern is an essential aspect that influences people’s behaviour to become pro-environment or environmentally friendly. With the recent concerns on the environmental problems that occur from time to time, such as the frequent occurrence of environmental-based issues, scholars are more conscious of the peoples’ actions on related environmental specific issues (Maloney & Ward, 1973). Thus, there is a need to convince inhabitants to imbibe environmentally friendly behaviour. Ajzen and Fishbein (1980) suggested that a universal attitude such as EC does not influence a particular behaviour directly but inversely. Several past studies have found a positive and significant relationship between EC and behavioural intention to use green products (Lin & Huang, 2012; Sujata et al., 2019; Zhao et al., 2014). The EC is considered a solid cognitive factor to predict behavioural intention to purchase green products (Zhang et al., 2019). All the accessible empirical researches highlighted that EC favourably leads to positive behavioural intention to engage in pro-environmental behaviour and make effective decisions in purchasing green products. Hence, these posit the hypotheses below:

**Hypothesis 7a:** Environmental Concern will have a positive and significant influence on Green Attitude for behavioural intention to adopt Green-IT.

**Hypothesis 7b:** Environmental Concern will have a positive and significant influence on Subjective Norm for behavioural intention to adopt Green-IT.

**Hypothesis 7c:** Environmental Concern will have a positive and significant influence on Perceived Behaviour for behavioural intention to adopt Green-IT.
MATERIALS AND METHODS

Research Design

This study employed a positivist approach to advance the hypotheses, a priori assumptions to be statistically tested in the comprehensive study to validate the proposed model. This positivist method is selected because it concentrates on testing the concept (Brierley, 2017). It was utilised to validate the model’s relationships by relating independent variables with dependent variables to adopt Green-IT. For this pilot study, the non-random purposive sampling technique was used. The study targets only the decision-makers in the manufacturing industries. It is a non-probability sampling technique, which guarantees the trust and proficiency of the informant (Tongco, 2007). Purposive sampling was the preferred method as the selection of the participants will be based on those who were fit to participate in the study. A survey was employed to gather the preliminary data from the targeted population of decision-makers in one of the manufacturing industries. The survey was developed according to the Norm Activation Model (NAM) by Schwartz (1977) and Theory of Planned Behaviour (TPB) by Ajzen and Fishbein (1980).

The primary data collection conducted later will be selecting the three top industries due to their expectation to be leading in substantial areas. These areas include amenities, infrastructure, environmental sustainability, and technology. Decision-makers also agree with the continuously changing environmental guidelines, among others. However, for this study, only one industry was selected as a case. The focus of the pilot study is to develop and validate the model and the instrument, and this data will not be included in the principal analysis. The study further used only samples obtained among the groups of decision-makers. Sampling is essential as it determines that more sample points attained could support analyses of diverse variables (Etikan et al., 2016). Additionally, every individual in the sampling is given an equal chance of being chosen as a respondent (Atkinson et al., 2005).

Data Collection Instrument

The instrument for this study is a constructed and validated questionnaire. The pilot study intends to get different insights from various decision-makers and ensure that the study is feasible. Six experts validated the survey instrument prior to the pilot study, which helped remove ambiguity. The instrument titled ‘Intention to Adopt Green Information Technology Survey Questionnaire (INAGITEQ)’ was divided into two (2) sections, A and B. Section A contains items to assess respondents’ general demographic information and includes gender, years of experience, educational attainment, and others. Section B contains items to measure the eight (8) constructs to develop the Behavioural Model for Decision-Makers towards the Intention to Adopt Green Information Technology. All the items generated were
Behavioural Model for Decision-Makers

developed using established procedures in the literature and the stakeholders’ perspectives, who are specialists in the field of this study.

**Intention to use the Green-IT Measures**

The Intention to Adopt Green Information Technology Survey Questionnaire consists of eight (8) dimensions in line with updated measurement items from Zhu et al. (2013), Manavalan and Jayakrishna (2019), and Zhu et al., (2013). These dimensions are Green-IT Attitude, Subjective Norm, Ascription of Responsibility, Aware of Consequences, Personal Norm, Intention to Adopt, Environmental Concern, and Perceived Behavioural Control, with 40 items measuring the construct distributed among the eight (8) dimensions. A Five-point Likert scale (5=Strongly Disagree, 2=Disagree, 3=Neutral, 4=Agree, 5=Strongly Agree) was used to measure the extent to which they perceived their intention to use Green-IT, supported by the 40 items in the questionnaire. After several modifications, the instrument was subjected to content validity, construct validity, and reliability. The reports of construct validity and reliability are presented in this paper. The distributions of items within the dimensions are presented in Table 1.

<table>
<thead>
<tr>
<th>SN</th>
<th>Dimension/Construct</th>
<th>Measurement Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Attitude</td>
<td>ATT1, ATT2, ATT3, ATT4, ATT5</td>
</tr>
<tr>
<td>2</td>
<td>Subjective Norm</td>
<td>SN1, SN2, SN3, SN4, SN5</td>
</tr>
<tr>
<td>3</td>
<td>Ascription of Responsibility</td>
<td>AR1, AR2, AR3, AR4, AR5</td>
</tr>
<tr>
<td>4</td>
<td>Aware of Consequences</td>
<td>AC1, AC2, AC3, AC4, AC5</td>
</tr>
<tr>
<td>5</td>
<td>Personal Norm</td>
<td>PN1, PN2, PN3, PN4, PN5</td>
</tr>
<tr>
<td>6</td>
<td>Intention to Adopt</td>
<td>INT1, INT2, INT3, INT4, INT5</td>
</tr>
<tr>
<td>7</td>
<td>Environmental Concern</td>
<td>EC1, EC2, EC3, EC4, EC5</td>
</tr>
<tr>
<td>8</td>
<td>Perceive Behavioural Control</td>
<td>PBC1, PBC2, PBC3, PBC4, PBC5</td>
</tr>
</tbody>
</table>

**Participants**

A pilot test consisted of thirty (30) respondents was conducted to achieve the construct validity and the reliability of the questionnaire. According to Baker et al. (2019), a sample size of 10–20% of the study’s actual sample size is considered a reasonable number to participate in a pilot study. The sample size of the actual study is 280 decision-makers. Thus, 30 respondents represent about 10% of the actual sample size for the main study (280). The 30 decision-makers in the top three manufacturing industries in Nigeria were
selected using a purposive sampling procedure, which is a non-probability sampling approach. In the purposive sampling procedure, the researcher selects a “typical group” of individuals who might represent the larger population and then collects data from this group. This feature makes them well suited to small-scale, in-depth studies, as we will go on to show (Creswell & Plano-Clark, 2007). This purposive sampling involves identifying and selecting individuals or groups of individuals that are exceptionally knowledgeable about or experienced with a phenomenon of interest (Creswell & Plano-Clark, 2007). In addition to knowledge and experience, Kothari et al. (2020) note the importance of availability and willingness to participate and the ability to communicate experiences and opinions in an articulate, expressive, and reflective manner. The demographic information is presented in Table 2.

**Administration and Data Analysis**

Before the field administration of the instrument for validation purposes, several processes were followed, including content validation by experts, identification of target population for the pilot study selecting the appropriate sample, administration of the draft instrument, and reliability analysis, as reported. Thus, to examine the internal consistency reliability of the research instrument in this study, the data collected from the pilot testing was analysed using the SPSS 25 software and the Partial Least Squares Structural Equation Modelling (PLS-SEM) approach using SmartPLS to conduct a test on the reliability of the instrument by assessing the measurement model at both initial and modified levels. The results of the analysis provide preliminary information on whether the research instrument is suitable or otherwise.

<table>
<thead>
<tr>
<th>Variable Level</th>
<th>Frequency (n)</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20</td>
<td>66.7</td>
</tr>
<tr>
<td>Female</td>
<td>10</td>
<td>33.3</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21-25 years</td>
<td>9</td>
<td>30.0</td>
</tr>
<tr>
<td>26-30 years</td>
<td>13</td>
<td>43.3</td>
</tr>
<tr>
<td>31-35 years</td>
<td>5</td>
<td>16.7</td>
</tr>
<tr>
<td>More than 35</td>
<td>3</td>
<td>10.0</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSIONS

Summary Statistics

The scale reliability was used to estimate the reliability of the “Intention to Adopt Green Information Technology Survey Questionnaire (INAGITEQ)”. The summary statistics are the descriptive information generated using descriptive statistical analyses. The summary of the statistics is presented in Table 3. The results show Mean, Minimum, Maximum, and Variance.

Table 3

<table>
<thead>
<tr>
<th>Dimension/Construct</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Variance</th>
<th>N of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Green-IT Attitude</td>
<td>3.88</td>
<td>3.80</td>
<td>3.93</td>
<td>.004</td>
<td>5</td>
</tr>
<tr>
<td>2 Subjective Norm</td>
<td>3.55</td>
<td>3.47</td>
<td>3.63</td>
<td>.004</td>
<td>5</td>
</tr>
<tr>
<td>3 Ascription of Responsibility</td>
<td>3.68</td>
<td>3.63</td>
<td>3.70</td>
<td>.001</td>
<td>5</td>
</tr>
</tbody>
</table>
Evaluating the Measurement Model

To assess the measurement model in this study, Partial-Least Square Structural Equation Modelling Approach was applied using SmartPLS 3.0 software. The central emphasis in assessment and goodness of the proposed measurement model is to assess the reliability and construct validity. Hair et al. (2017) defined construct validity as the correspondence between constructs and their indicators. It can also be seen as a necessary condition for developing and testing theory (Jarvis et al., 2003). The construct validity can be evaluated via discriminant and convergent validity. The measurement model of the study’s constructs was validated in two major stages, which are (a) the Initial measurement model and (b) the Modified measurement model.

Initial and Modified Measurement Model

The proposed measurement model of the constructs in this research was assessed through item loadings, composite reliability (CR), and the average variance extracted (AVE). Item loadings of at least 0.7 showed acceptable indicator reliability for the measurement model. In addition, the factor loadings of the 40 items measuring eight (8) sub-constructs were assessed to validate the initial measurement model.

The assessment of the initial measurement model presents the indicators measuring the construct based on the analysis. Based on the analysis results measuring the construct of Intention to Adopt Green Information Technology, nine (9) items out of the 40 items measuring the constructs showed loadings of less than 0.7, indicating unsatisfactory loading, which violates the model factor loading requirement of 0.7. However, all the remaining 31 items showed a factor of 0.7 and above, satisfying the requirement (Hair et al., 2017).

<table>
<thead>
<tr>
<th>SN</th>
<th>Dimension/Construct</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Variance</th>
<th>N of Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>Aware of Consequences</td>
<td>4.00</td>
<td>3.17</td>
<td>4.27</td>
<td>.221</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>Personal Norm</td>
<td>3.57</td>
<td>3.53</td>
<td>3.60</td>
<td>.001</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>Intention to Adopt</td>
<td>3.61</td>
<td>3.57</td>
<td>3.70</td>
<td>.004</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>Environmental Concern</td>
<td>3.59</td>
<td>3.53</td>
<td>3.67</td>
<td>.003</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>Perceived Behavioural Control</td>
<td>3.79</td>
<td>3.57</td>
<td>4.57</td>
<td>.192</td>
<td>5</td>
</tr>
</tbody>
</table>
Thus, the nine (9) items which failed the indicator reliability need to be deleted from the model. The PLS algorithm was rerun for the indicator items with external loadings of less than the threshold value of 0.7.

In line with the recommendation of Hair et al. (2017), if removing a particular item leads to an improvement in AVE and CR values, deletion of that item is essential. Hence, after conducting the PLS algorithm (Figure 2), the results showed that removing all the nine items improved the values of CR and AVE. Lastly, the remaining items were above the threshold by removing the nine poor items with external loadings of values lower than 0.70. The results of the indicator reliability measurement after removing the poor items are presented in Table 4.

<table>
<thead>
<tr>
<th>Table 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Modified Indicator Loadings</strong></td>
</tr>
<tr>
<td><strong>SN</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>SN</td>
</tr>
<tr>
<td>----</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

*Figure 2. Modified Measurement Model*
Internal Consistency Reliability

The assessment of the internal consistency reliability was performed alongside the benchmarks of composite reliability and Cronbach’s alpha (α). As presented in Table 5, all identified constructs of the study met the satisfactory criteria of Cronbach’s alpha and CR, which are supposed to be higher than 0.70. Thus, the results specify that all the indicators used to signify the constructs are reliable.

Table 5

<table>
<thead>
<tr>
<th>SN</th>
<th>Construct</th>
<th>Cronbach's Alpha</th>
<th>Composite Reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Attitude</td>
<td>0.830</td>
<td>0.887</td>
</tr>
<tr>
<td>2</td>
<td>Subjective Norm</td>
<td>0.976</td>
<td>0.982</td>
</tr>
<tr>
<td>3</td>
<td>Perceived Behavioural Control</td>
<td>0.993</td>
<td>0.996</td>
</tr>
<tr>
<td>4</td>
<td>Aware of Consequences</td>
<td>0.980</td>
<td>0.985</td>
</tr>
<tr>
<td>5</td>
<td>Personal Norm</td>
<td>0.978</td>
<td>0.984</td>
</tr>
<tr>
<td>6</td>
<td>Ascription of Responsibility</td>
<td>0.978</td>
<td>0.984</td>
</tr>
<tr>
<td>7</td>
<td>Environmental Concern</td>
<td>0.976</td>
<td>0.982</td>
</tr>
<tr>
<td>8</td>
<td>Intention to Adopt</td>
<td>0.978</td>
<td>0.983</td>
</tr>
</tbody>
</table>

Convergent Validity

The convergent validity of the study’s constructs is achieved by evaluating the values of AVE for each construct. In line with recommendations by Hair et al. (2017), this investigation considered the estimate of at least 0.5 as a good value for the AVE. As displayed in Table 6, the AVE values of all constructs exceeded the minimum value of 0.5, which means there is no issue regarding the convergent validity of the proposed measurement model.

Table 6

<table>
<thead>
<tr>
<th>SN</th>
<th>Construct</th>
<th>Average Variance Extracted (AVE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Attitude</td>
<td>0.663</td>
</tr>
<tr>
<td>2</td>
<td>Subjective Norm</td>
<td>0.933</td>
</tr>
<tr>
<td>3</td>
<td>Perceived Behavioural Control</td>
<td>0.987</td>
</tr>
<tr>
<td>4</td>
<td>Aware of Consequences</td>
<td>0.943</td>
</tr>
<tr>
<td>5</td>
<td>Personal Norm</td>
<td>0.938</td>
</tr>
<tr>
<td>6</td>
<td>Ascription of Responsibility</td>
<td>0.938</td>
</tr>
<tr>
<td>7</td>
<td>Environmental Concern</td>
<td>0.932</td>
</tr>
<tr>
<td>8</td>
<td>Intention to Adopt</td>
<td>0.937</td>
</tr>
</tbody>
</table>
Discriminant Validity

In line with the Voorhees et al. (2016) principle, the discriminant validity of the measurement model in this study was implemented. Any proposed measurement model of a study is regarded to have obtained substantial discriminant validity if the square roots of the AVE are higher than the association or correlations between the identified measure and all other measures in the model. Therefore, the evaluation was conducted on the discriminant validity for each factor.

The results indicated that all the AVE square roots were higher than the off-diagonal elements within their corresponding column and row. The values highlighted in bold in Table 7 show the values of cross-loadings and the Voorhees et al. (2016) criteria assessment. As indicated, the AVE’s square roots and other values signify the intercorrelation between the constructs. This indicates that Voorhees et al., (2016) criterion are met. In this situation, the discriminant validity is achieved as the correlation among different constructs was low. Thus, with the satisfaction and assurance of discriminant validity, all the adjustments of the measurement model have been completed and can be used to run the structural model and test the hypotheses in this study.

Table 7
Discriminant validity (Fornell-Larcker’s Standard)

<table>
<thead>
<tr>
<th></th>
<th>AC</th>
<th>AR</th>
<th>ATT</th>
<th>EC</th>
<th>INT</th>
<th>PBC</th>
<th>PN</th>
<th>SN</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>0.971</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AR</td>
<td>0.367</td>
<td>0.969</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ATT</td>
<td>0.061</td>
<td>0.075</td>
<td>0.814</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EC</td>
<td>0.381</td>
<td>0.381</td>
<td>0.043</td>
<td>0.965</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INT</td>
<td>0.189</td>
<td>0.408</td>
<td>0.047</td>
<td>0.198</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBC</td>
<td>-0.046</td>
<td>0.180</td>
<td>0.283</td>
<td>-0.047</td>
<td>0.082</td>
<td>0.993</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PN</td>
<td>0.365</td>
<td>0.591</td>
<td>0.067</td>
<td>0.379</td>
<td>0.389</td>
<td>0.169</td>
<td>0.969</td>
<td></td>
</tr>
<tr>
<td>SN</td>
<td>0.367</td>
<td>0.193</td>
<td>0.163</td>
<td>0.393</td>
<td>0.062</td>
<td>-0.026</td>
<td>0.183</td>
<td>0.966</td>
</tr>
</tbody>
</table>

CONCLUSION

This study intends to find elements that influence the decision-makers to have intention in Green-IT adoption, analyse the relationship between the factors, and develop a valid and reliable model for adopting Green-IT to tackle environmental degradation. The findings from this preliminary study provide initial support for the model constructs and instruments in the assessment of factors influencing decision-makers to have the intention to adopt Green-IT to mitigate environmental degradation. The reliability coefficient for
the model constructs was established with a Cronbach’s alpha value greater than 0.80 for all the constructs, higher than the minimum recommended value of 0.70 indicators (Hair et al., 2017; Akman & Mishra, 2014). The convergent and discriminant validity of all the constructs was established through the AVE and CR statistics. After deleting some poor misfit items, the AVE and CR values for all constructs were above the recommended minimum threshold.

Thus, all the constructs in the proposed model were appropriate for the final model to be validated in the main/full study. Following the comments and suggestions from academic experts and respondents to the pilot questionnaire, and the analysis is shown above, a final instrument has been designed for the proposed full-scale study. Moreover, the validation report of the Intention to Adopt Green Information Technology survey questionnaire is proposed to develop a Behavioural Model for Decision-Makers towards the Intention to Adopt Green Information Technology. Therefore, the results of the pilot studies show that, based on the established standards, the instrument is valid and reliable and can be considered a valid measuring instrument to collect relevant data in the full-scale study.

Previous researches on Green-IT have stressed the importance of Green-IT adaptation, especially in the decision-making process of mitigating environmental degradation and improvement in the manufacturing sector. Since the IT industry significantly impacts the environment, its utilisation growth is caused by massive energy consumption and reducing natural resources (Sanita et al., 2018). Based on previous research on the adoption of Green-IT (Przychodzen et al., 2018), introducing Green-IT to decision-makers has altered the manufacturing industries from traditional to modern. As a result, there has been rapid exhaustion of natural resources and awareness of environmental deterioration in the past (Przychodzen et al., 2018). It has led to an increase in the need for environmental responsibility. Therefore, the adoption of Green-IT by firms and industries has been a major topic among academics, decision-makers, and practitioners (Dalvi-Esfahani et al., 2017a; Dalvi-Esfahani et al., 2017b; Masri & Jaaron, 2017). Accordingly, Green-IT involves the efficient and practical design, manufacture, and use of computers, servers, and various peripherals to reduce environmental damage (Cai et al., 2013; Yang et al., 2019). Therefore, Green-IT is key for dealing with environmental damage (Przychodzen et al., 2018). For example, Dalvi-Esfahani et al. (2017a & 2017b) indicate that Green-IT adoption factors such as Environmental Concern, Green-IT Attitude, and Subjective Norm are significant when discussing the intention of individuals to adopt technologies. Asadi et al., (2019) argue that Perceived Behaviour Control, Personal Norm, Awareness of Consequence, and Ascription of Responsibility can also influence intention for adoption, as behavioural intent is explained for technology adoption.

The development and validation of the model and instrument is the first phase to evaluate the related factors that influence the stakeholders’ behavioural intention to
adopt Green-IT. The investigator aims to utilise the instruments validated in this study to implement the survey in the main study using selected target groups of IT professionals who are the decision-makers in the Nigerian manufacturing industries. The effect of each construct in the proposed model on the adoption of Green-IT in Nigerian manufacturing industries will be examined. Their significance in the model will be validated by testing the proposed hypotheses using Partial Least Square Structural Equation Modelling (PLS-SEM). A final validated model will be created, used in future Green-IT adoption research in similar contexts. The model can also be used in future studies on Green-IT adoption in other sectors such as educational institutions, small and medium scale businesses, public services, and government agencies in Nigeria and beyond.

The results from the full-scale study will contribute to developing a context-specific model that can be used to examine Green-IT adoption and other technology-specific sectors in manufacturing industries in Nigeria and other developing nations. It will also contribute to the literature in Green-IT through relevant empirical evidence from the study’s findings and provide the decision-makers with the basis for making specific decisions in the sector. In addition, the findings from the proposed study will be of significant importance to IT-based practitioners who are primarily service providers with valuable information and valid data, supported with scientific evidence to be used for any project in Green-IT. Finally, the study will contribute to the ongoing research into the best IT-based adoption models relevant in developing nations.
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ABSTRACT

The objective of this study was to evaluate the effect of different initial carbon to nitrogen (C/N) ratios on the organic matter degradation during active co-composting of oil palm empty fruit bunch (OPEFB) and palm oil mill effluent (POME) anaerobic sludge. The initial C/N ratio was varied from 25:1, 35:1 and 45:1. Co-composting was conducted by periodic addition of sludge to maintain the moisture content and enrich the compost product. The organic matter (OM), carbon to nitrogen profile and compost maturity index were analysed. The results showed that the initial C/N ratio of 35:1 was the best initial C/N ratio. In addition, the C/N ratio of 35:1 gave the best OM degradation. The appropriate amount of initial C/N ratio coupled with the correct composting process parameters such as daily mixing, suitable pH.
and moisture content improved the organic matter degradation. It reduced the composting time from 40-60 days to 30 days.

Keywords: Anaerobic sludge, composting system, composting, oil palm empty fruit bunch, periodic addition

INTRODUCTION

Composting is a proven method to mitigate greenhouse gases emission by stabilising agricultural solid waste, landscape waste and food waste, which will otherwise be converted into methane and CO$_2$ (Kumar et al., 2010). Composting is a process of degradation of organic waste into a stable organic matter with the dynamic interactions among the physical, chemical and biological factors (Białobrzewski et al., 2015; Onursal & Ekinci, 2016). Thermophilic conditions generated during the process is a reflection of the biological heat of microbial growth and activity. Most agricultural solid wastes such as the OPEFB are not suitable for composting on their own due to the high lignocellulosic content and low nitrogen content. However, the degradability of the highly lignocellulosic feedstocks can be enhanced by co-composting with nitrogen-rich waste (Singh et al., 2010).

C/N is considered one of the essential parameters that can influence the process conditions in terms of nutrients for microbes, composting time and the final characteristics of the compost as a product (Cundiff & Mankin, 2003). OPEFB has been co-composted with several types of waste materials with comparatively high nitrogen content and low carbon, such as poultry litter, goat dung, cow dung and palm oil mill effluent (POME) (Alkarimiah & Rahman, 2014; Zainudin et al., 2013). The range of the initial C/N ratio from 64:1 until 22:1 have been studied, and the time for composting to achieve maturation was between 40-60 days. Composting period has been reduced by controlling other parameters, especially moisture content. This moisture addition can be achieved by adding anaerobic sludge POME regularly (Baharuddin et al., 2009). The work of Baharuddin et al. (2009) was significant as information on composting period can be deduced from moisture content and C/N. According to the findings of Zainudin et al. (2013), the addition of sludge POME contains indigenous microbes and nutrients. Since about June 2016, there are an estimated 75 composting plants, 2 of which use 90-100% POME and the rest only partially in Malaysia (Loh et al., 2017). Thus, lower C/N would eventually takes less time. This means less space is needed, less fuel is consumed, and labour costs are reduced. It would be more beneficial if the optimum C/N ratio for effective co-composting OPEFB can be determined.

This research aimed to investigate the initial effect of the C/N ratio using two different forms of waste with the periodic addition of POME sludge. Co-composting was performed in this work using OPEFB and POME anaerobic sludge as primary and co-substrate, respectively. Specific initial C/N ratios were selected, and sludge was applied periodically
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until almost the end of the composting period. The profiles such as C/N ratio, the total mass of composting material, moisture content, oxygen concentration and temperature were analysed throughout the co-composting period.

MATERIALS AND METHODS

Raw Materials
Pressed and shredded OPEFB with a size range from 15 cm to 20 cm was obtained from Jugra Palm Oil Mill Sdn. Bhd. (Selangor, Malaysia), while POME anaerobic sludge was obtained from FELDA Besout (Perak, Malaysia).

Composting Set-Up
Figure 1 presents the compost reactor system used in this study. The system is comprised of an insulated 120 litres reactor capacity with a diameter and height of about 46 cm and 75 cm, respectively. The system is equipped with a 1.5 horsepower electrical motor, airflow meter, compressor pump for aeration and sludge pumps for sludge intake and leachate recycling. Airflow for aeration was controlled at 0.27 m$^3$/h, which flowed through an air humidifier before aeration in the reactor. The temperature sensor and carbon dioxide sensor were purchased from STAN BURRAGE (UK) (Model CP11) and CO$_2$ meter.com (USA) (Model K33/CM-0040), respectively.

Co-composing Procedure
The experiment was carried out using three different ratios of OPEFB to POME anaerobic sludge. The ratios were set to 1:4, 1:1 and 4:1, having an initial C/N ratio of about 25:1, 35:1, and 45:1, respectively. Experiments were performed in triplicate for each ratio. The mixture was loaded manually into the composter. POME anaerobic sludge was gradually pumped until it reached the required amount. The sludge was added about 10% of the total initial weight every 3 days for 8 days until a week before the 30th day of composting. The total amount of OPEFB and POME anaerobic sludge used was 50 kg as initial weight. Aeration was supplied every 3 days for 3 hours per day. The leachate was pumped to circulate the material (mainly water). It will help achieve homogeneity and maintain the moisture content of the composting material. The moisture content was maintained between 70-80%. Agitation was done for one hour per day. Aeration was subjected throughout the composting process to ensure the carbon dioxide was not more than 5% (Nakasaki et al., 1990). The pH was determined using a pH meter (Hanna Instruments, USA). One gram of composting sample was taken and mixed with 10 ml distilled water using a 25 ml falcon tube.
Analysis

Sludge acts as a medium to maintain the moisture content instead of using water. Each sample was dried at 105°C for 24 hours for moisture content analysis. The muffle furnace (KSL-1700X, MTI Corporation, USA) was used to measure the OM of compost material based on ignition loss at 550°C for 4 hours. The percentage of OM and total organic carbon (TOC) was determined using Equations 1 and 2:

\[
\text{OM}_\text{loss} (\%) = 100 \cdot \frac{\text{DM}_0 \cdot \text{OM}_0 - \text{DM}_T \cdot \text{OM}_T}{\text{DM}_0 \cdot \text{OM}_0} \tag{1}
\]

\[
\text{TOC} = \frac{m_{\text{OM}} \times 100}{1.8} \tag{2}
\]

For total nitrogen analysis of the sample, Total Kjeldahl Nitrogen (TKN) was carried out according to Kjeltec 2300 Analyser (FOSS Analytical AB, Sweden) manufacturer’s manual. Cellulose and lignin content were determined using Fibertec 2010 and the Acid
Detergent Fibre (ADF) and Acid Detergent Lignin (ADL) methods, respectively (FOSS Analytical AB, Sweden). Moreover, since ADF contains both cellulose and lignin, whereas ADL contains only lignin, cellulose content was calculated by subtracting the value of ADF from the value of ADL. Mass of degradable organic matter (OM) with three different components, such as easily degradable OM content, slower ("moderate") degradable OM, which is a cellulosic constituent and hardly degradable, which is lignin content within the co-composting material as defined by Talib et al. (2014).

Compost maturity was determined using the Solvita® compost maturity kit (Wood End® Research Laboratory Inc., Mt Vernon, Maine) at 25°C. The kit was used to measure carbon dioxide and ammonia emission using gel paddles. The compost maturity measurements were conducted in Solvita® jars, where the samples must be filled until the fill line. In addition, they must be in moist condition by following the manufacturer’s instruction (Guide to Solvita® testing for compost maturity index). Solvita® carbon dioxide and ammonia test paddles were carefully inserted into the jar without touching the gels part. The lid of the jar was closed tightly. The test paddles were allowed to remain at 25°C in the closed jar for 4 hours to allow any emissions to occur. The data was collected for detecting colour changes on the gel using a Solvita® digital colour reader. The reader detected colour changes for the Solvita® maturity index and emissions value for carbon dioxide and ammonia. The maturity index was measured over a scale of 1 to 8 for the carbon dioxide test result and 1 to 5 for the ammonia test result. The combined rating of the two scales result was assessed to determine the Solvita® maturity index (1-fresh, raw compost; 8-very stable compost).

Statistical Analysis
Statistical Analysis System Version 9.2 was used to analyse data collected for means and standard deviations using Analysis of Variance (ANOVA) at p0.05 for the treatment effect and post-hoc analysis by Duncan new multiple range test (DNMRT) for mean comparison.

RESULTS AND DISCUSSION
Compost Physico-chemical Evolution
The results for total mass curves at different initial C/N ratios during composting are presented in Figure 2a. The downward-facing arrows in the graph indicate the periodical additions of sludge during the process. The mass for the feedstock material with a 35:1 C/N ratio decreased at a much higher rate, followed by feedstock with the highest nitrogen content (25:1 C/N ratio) and lowest nitrogen content (45:1 C/N ratio). It can be seen that the decrease in mass was not necessary due to leachate runoff and evaporation, which causes the loss of moisture content as opposed to Figure 2b, where the level of moisture was almost maintained throughout the process. This is thought to be due to consumption of
easily and moderately degradable and remaining of hardly degradable fraction in organic matter as confirm this results obtained agreed with previous work carried out by Talib et al. (2014). As shown in Figures 4a and b, the C/N ratio of 35:1 has higher moderate OM than the C/N ratio of 25:1. However, recalcitrant carbon such as hard degradable OM mass in both C/N ratios was about the same. Hence, this explains why the ratio C/N of 35:1 decreased further due to biodegradable C/N ratio needing to be considered and not as total, assuming both nutrient sources are fully degradable as mentioned by Puyuelo et al. (2011).
Initial C/N Ratio on the Degradation of Oil Palm EFB

A moisture content plot of the periodical addition sludge into the compost reactor is shown in Figure 2b. After 150 hours or twice the addition of sludge, the moisture level was maintained in the range of 70 to 80%. The C/N ratio of 45:1 moisture content is the lowest compared to the other due to more OPEFB composition than sludge; the initial low moisture content was 65%. The other following C/N ratio has an initial adequate moisture content level of about 71%. The result suggests that the moisture content were relatively stable, probably due to the design of the compost reactor have fully insulated. Piping of inlet supplied gases was small within around 15 mm, and air supplied was only every 3 days interval which prevents moisture loss from evaporation. The inclined reactor position and the addition of sludge also contribute to water retention in the compost reactor. Another potential moisture loss is condensate, which was mainly produced during the thermophilic stage. It may drain as the leachate was less regulated due to experiment activity—only 3 days for 8 times, contributing to less water loss.

The variation of temperature profiles with three different initial C/N ratios of composting is shown in Figure 2c. C/N ratio of 35:1 achieved a high temperature of about 60°C before 100 hours of composting. The range of temperature within the thermophilic phase was above 40°C until 550 hours. Maximum temperatures of the C/N ratio for both 25:1 and 45:1 were found between 46°C and 44°C, which is lower than the 35:1 C/N ratio. As shown, the temperature keeps fluctuating between mesophilic and thermophilic phases until 720 hours. In general, the temperature profiles did not show a typical temperature pattern of co-composting. It represents the fluctuating temperature resulting from the
periodic addition of sludge every 3 days, and mechanical turning effects may contribute to heat loss. It is in agreement with the results reported by other researchers (Zervakis et al., 2013). The heating of compost is also related to the energy content of the substrate and degradability (Ryckeboer et al., 2003).

Hence, the composting rate also depends on the C/N ratio, where carbon is the source of energy and the main component of cell structure, and nitrogen is the second most significant element for cell growth and synthesis. The lower temperature may be due to less abundant nitrogen, which is associated with low microbial growth or quantity and less degradable of carbon such as the high composition of recalcitrant lignocellulose, which could contribute to a time delay to maturity (Zhou, 2017). All experiments were periodically added with sludge which assists in nutrient needs. However, the initial C/N ratio may also influence the time of process degradation. The obtained results support the use of control initial C/N ratio as a part of composting acceleration which agreed with those carried out by Zainudin et al. (2014) and Razali et al. (2012).

Figure 3a shows the carbon dioxide level during co-composting. The carbon dioxide level for 25:1 and 45:1 C/N ratios was higher than 5%, especially during the initial composting period (i.e. within 200 hours). After 300 hours, the carbon dioxide level drops below 4% until the end of composting. In the beginning period, the level of carbon dioxide increased, primarily in the thermophilic stage where the biodegradation process occurs. It indicates that the supply of oxygen from aeration and agitation for the composting system is appropriate. Lower aeration rates may negatively affect the OM degradation process. The resulting delayed thermophilic phase due to the rate of biological oxygen demand is higher than the rate of oxygen supply (Talib et al., 2014). Later period, carbon dioxide decreases due to less active aerobic oxygen-consuming microorganisms than the start of the process and an adequate supply of air which is expected to be below 5% of the carbon dioxide level as suggested by Nakasaki et al. (1990). Zainudin et al. (2017) also demonstrate that oxygen levels decrease during the thermophilic stage, and bacterial communities shift during different temperature phases. Because of the consistent interval supplies of aeration throughout the experiment, adding the sludge may not affect the oxygen levels.

The pH measurement was plotted in Figure 3b to represent the composting acidity or alkalinity. The range of pH throughout the composting period is about 8.11 to 8.99. All C/N ratio has slightly higher than neutral pH. The increase in pH measurement is associated with ammonia content due to biochemical reactions of nitrogen-containing materials producing ammonium hydroxide from ammonia-releasing proteolysis due to protein degradation, as explained by Razali et al. (2012). Increased pH also results in a lower C/N ratio than its higher ratio due to rapid metabolic degradation of organic matter and increased ammonium content due to nitrogen degradation (Gao et al., 2010; Tumuhairwe et al., 2009). The amount of nitrogen in composting continues to increase may be due to a concentration
Figure 3. Changes in carbon dioxide, pH and C/N ratio during co-composting process. Error bar denotes standard deviation.
effect where carbon has a higher loss rate compared to nitrogen and causes an increase in the pH reading and the resulting decrease in the C / N ratio (Lin, 2008).

Figure 3c shows a C/N ratios profile during the co-composting. The initial C/N ratio of 35:1 has decreased lower value compared to other ratios. The initial C/N ratio of 45:1 has the slightest decrease compared to the others. The reduction of the C/N ratio indicates the decomposition of organic matter by microbial activity (Bernal et al., 2009). It indicates the initial C/N ratio plays a vital role in substrate ratio because carbon source and nitrogen source will provide a sufficient amount for mainly metabolism and growth of microorganisms, respectively. The results show that the periodic addition of sludge during the process did significantly impact the profiles. Due to anaerobic sludge, POME consists of main water consisting of 4% to 5% solid content with of C/N ratio between 4:1 to 17:1. The finished product, compost, will reach a C/N ratio of below 20 is considered acceptable maturity and below 15 is preferable (Hock et al., 2009; Satisha & Devarajan, 2007). This indicator has been confirmed by Kumar et al. (2010), where C/N of 19 can still degrade more than 30% of organic matter if compost moisture is maintained at a minimum of 60%. Decreased C/N ratio of 35:1 is slightly higher than 25:1, which is 14:1 than 18:1. The value of degradation is significant with different letters between initial and final from the statistic analysis. The sludge composition is too high to limit aeration. The evidence of a carbon dioxide content for C/N of 25:1 and 45:1 higher than 35:1 can be explained in Figure 3a. Other possibilities are the composition of hardly degradable in the C/N ratio of 25:1 relatively higher than 35:1 as an exhibit in Figure 4. The maximum temperature for the initial C/N ratio of 25:1 and 45:1 is low. It may represent low biological activity towards organic matter depletion. As shown in Table 1, indications of an improved initial 35:1 degradation C/N ratio were obtained from the compost maturity index by using the Solvita maturity package. The values display the index of 6, which is the composting stage in the curing stage and is supported by the maximum loss of OM (74.15%). These results also show that it is unnecessary to provide excessive sludge or OPEFB during initial composting as a partial quantity of both wastes can improve composting. Composting time was also reduced to 30 days.
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Figure 4. Organic Matter composition degradation
CONCLUSION

In this work, the initial C/N ratio was set up into three different levels. The experiment was designed using periodic addition of sludge to assess the effect of degradation organic matter composition and composting process parameters. This investigation showed that the initial C/N ratio of 35:1 obtained the best results in terms of degradation (reduce to 14:1) and achieved compost maturity into the curing stage. However, the appropriate amount of initial C/N ratio with control of the composting process parameter can contribute significantly to the C/N ratio profile. Furthermore, it is supported by the degradation of OM effectively compared to the high initial ratio. Thus, the 35:1 initial C/N ratio and below have a more significant impact on the degradation C/N ratio than higher ones. Since this work is only limited to its type and size of operation, therefore, for further works, variables and parameters of different types of composting operation are suggested to validate its operability on an industrial scale.
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ABSTRACT

Antibodies are glycoproteins found in peritoneal fluid, serum, and blood. The antibody-based assay has been used for broad applications such as immunodiagnostic and other biomedical applications. Depending on the intended application, a highly purified polyclonal antibody could be used as an alternative. Purification of antibodies from anti-sera has been proven as one of the methods to enhance the binding affinity of antibodies towards its antigen. We report herein the enhancement of the binding affinity of anti-hapten polyclonal IgG recognizing mitragynine using affinity purification. Serum from the terminal bleed of New Zealand White (NZW) rabbits immunized with mitragynine conjugated with cationized–bovine serum albumin at methyl ester (C22-MG-cBSA), or aromatic ether modification (C9-MG-cBSA) were subjected to HiTrap Protein G affinity purification using fast protein liquid chromatography (FPLC). The elution peak from chromatography fractions was analyzed using sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) and Western blot. Here, we report the binding of polyclonal antibodies produced from inoculation of either C22-MG-cBSA or C9-MG-cBSA immunogens of which mitragynine-ovalbumin (MG-OVA) was used as coating antigen in the ELISA assay. Non purified anti-sera from C22-MG-cBSA-
inoculated rabbits showed higher titer than C9-MG-cBSA at 1/128 000 and 1/32 000 dilutions, respectively. The affinity of purified poly-IgGs from rabbits immunized with C22-MG-cBSA showed a mean $K_d$ value of $7.965 \times 10^{-6}$ µM, which was lower than those immunized with C9-MG-cBSA at mean $K_d$ of $1.390 \times 10^{-4}$ µM. In addition, the purified poly-IgGs showed higher binding towards MG-OVA than non-purified anti-sera at comparable protein concentrations. These results indicated that the higher binding affinity of purified polyclonal IgG is due to the reduced competition among polyclonal antibodies with non-IgG proteins that co-existed in the non-purified anti-sera after the affinity purification.

**Keywords:** Affinity chromatography, ELISA, IgG purification, mitragynine, polyclonal antibody

**INTRODUCTION**

Mitragynine is the main alkaloid in *Mitragyna speciosa* (kratom), which contributes to human addiction. It is utilized in the same context as other drugs and is often misused as a substitute for commercial drugs (Meireles et al., 2019). This psychoactive compound could render psychotrope and toxic effects. Therefore, the determination of mitragynine in human biological samples (e.g., saliva, urine, and blood) is important to monitor kratom misuse. Immuno-based analytical methods such as enzyme-linked immunosorbent assay (ELISA) and immunoblotting offer high advantages for straightforwardly detecting the alkaloid. However, a high sensitivity, specificity, reliability, and robustness of these analytical methods depend on the quality of the antibodies as biorecognition molecules. Having high affinity of antibodies could prevent the non-specific binding of other proteins in ELISA. Therefore, it is crucial for indirect ELISA format for hapten (mitragynine) that involves the coating of diluted antibodies onto the plate surface.

Antibodies or immunoglobulin G (IgG)s are generally isolated from serum, plasma, egg yolk, and peritoneal fluid, which generally co-exist with other biomolecules and proteins such as albumin and salt that may interfere with the binding between antibodies and the target antigen (Arora et al., 2016). This problem causes non-specific background in many analytical techniques such as ELISA, reducing the detection signal or producing a false-positive result. Besides, antibodies with low sensitivity and specificity for their analyte can recognise other molecules structurally similar to the target analyte. Since kratom is usually consumed in a mixture of other substances, also known as kratom cocktails, the binding affinity of anti-mitragynine antibodies can be affected by kratom matrices or additives used in the cocktail. Thus, an efficient method for purifying antibodies is crucial for antibodies generation’s high affinity and specificity.

Common techniques employed for antibody purification include ammonium sulphate precipitation, filtration, electrophoretic separation, and affinity chromatography (Tiller & Tessier, 2015). The choice of techniques is based on their key attributes, including size,
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folding stability, solubility, binding affinity, isoelectric point (pI), and hydrophobicity of the antibody (Tiller & Tessier, 2015). Affinity chromatography is an effective separation tool for purifying individual molecules from a complex mixture, removing any unwanted proteins while maintaining the desired product consistency. It is a promising method for purifying antibodies from various animals, which employs different types of binding molecules (ligands) and solid phase support (matrices). It has significant advantages, including ease of operation, rapid, high yield and purity (> 90%), and excellent selectivity towards the target molecule. This method has been reported to be the most efficient technique for purifying antibodies (Arora et al., 2016; Lopez et al., 2019, Fishman & Berg, 2019).

Purification of antibodies from non-purified anti-sera has many advantages such as increased antibody concentration, purity, stability for long-term analysis and storage, as well as reduced non-specific background activities and variation lot to lot batch of the antibodies since polyclonal antibodies contain a mixture of the antibodies being produced (Fishman & Berg, 2019; Tiller & Tessier, 2015). However, the purification technique may and may not enhance the binding affinity of the antibody. As reported by Mustafaoglu et al. (2016), purification of antibodies did not improve the binding activity of the antibody due to the antibody activity (including both antigen detection and Fc recognition) was utterly preserved after purification. Limited studies were reported on the difference of binding affinity of purified poly-IgG or non-purified anti-sera in immunoassay. The choice of using purified antibodies or non-purified anti-sera in immuno-based assay depends on several factors, including the cost, availability of the target analyte in large quantity, personnel technical competency, and intended use of the assay. Therefore, this study aims to evaluate the binding affinity of non-purified anti-sera and purified poly-IgGs of anti-mitragynine polyclonal antibodies towards mitragynine conjugated with cationized–bovine serum albumin at different positions of mitragynine molecule, i.e., methyl ester (C22-MG-cBSA) and aromatic ether (C9-MG-cBSA).

MATERIAL AND METHODS

Materials and Reagents
All chemicals and reagents were of analytical grade. Mitragynine standard (98% purity) from Chromadex (Los Angeles, CA). Titermax Gold Adjuvant, Freund’s Incomplete Adjuvant, ovalbumin (OVA), Tween 20 and 1-step ultra 3, 3’, 5, 5’-tetramethylbenzidine (TMB) from Sigma Aldrich (St. Louis, MO). Alkaline phosphatase- and peroxidase-conjugated AffiniPure goat anti-rabbit (H+L) IgGs from Jackson ImmunoResearch Laboratories (West Grove, PA). Nitro blue tetrazolium chloride/5-bromo-4-chloro-3-indolyl phosphate (NBT/BCIP) chromogen and immobilon-P PVDF membrane from Merck (Darmstadt, Germany). Enhanced chemiluminescent (ECL) and HiTrap Protein G HP column from GE Healthcare (Uppsala, Sweden). Nunc Maxisorp 96-well microtiter plates from Thermo Fisher Scientific
Immunization of Animal

Animal studies were approved by the Institutional of Animal Care and Use Committee of Universiti Putra Malaysia (UPM/IACUC/AUP-R004). Mitragynine used as immunogen was modified at 16-COOCH$_3$ and 9-OCH$_3$ and conjugated to cBSA (Figure 1) according to Limsuwanchote et al. (2014) and Esteve-Turrillas et al. (2018) with slight modifications.

Four female 12-weeks old New Zealand White (NZW) rabbits (2 animals per immunogen) were immunized with the conjugated immunogen. The rabbit immunization protocol was carried out in accordance with polyclonal antibody production guidelines (Delahaut, 2017). Prior to the immunization procedure, rabbits were fed, primed and acclimatised for 14 days at the animal research facility, Faculty of Veterinary Medicine, Universiti Putra Malaysia, Serdang, Selangor. Pre-immune blood was collected prior to the first immunization and used as a negative control. For initial immunization, 500 µg/mL of immunogen (MG-22-cBSA and MG-9-cBSA) was dissolved in 1 mL NaCl (0.9%) and mixed with an equal volume of Titermax gold adjuvant. Rabbits were immunized subcutaneously (SQ) with 1 mL (0.25 mL per site for four sites) of the prepared solution. The immunogens were prepared at 250 µg/mL of antigen in Incomplete Freund’s Adjuvant for subsequent immunization boosters. About five mL of blood per animal were collected after seven days of immunization via marginal ear vein. Rabbits were immunized at a one-month interval (28 days) with a total of 168 days of immunization protocol. Rabbits were euthanized by overdosage of pentobarbital via intracardiac injection. Approximately

![Figure 1. Mitragynine used as immunogen modified at two different molecule positions; (a) 16-COOCH$_3$ and (b) 9-OCH$_3$ and conjugated to cBSA. Mitragynine conjugated with OVA at 16-COOCH$_3$ was used as coating antigen in ELISA](image-url)
80-120 mL of terminal sera per animal was collected through cardiac puncture. Blood was stored at 4°C (overnight) to clot and centrifuged for 20 mins at 1000 rpm. The non-purified anti-sera were stored in aliquots at -20°C until further use.

**Sodium Dodecyl Sulphate-Polyacrylamide Gel Electrophoresis (SDS-PAGE)**

The purity of purified poly-IgGs was examined after affinity chromatography by SDS-PAGE. According to the manufacturer’s instructions, polyacrylamide (12%) was used as separation gel in reducing conditions (Bio-Rad Laboratories, Hercules, CA). Purified poly-IgGs (20 µg/mL) were prepared in SDS-PAGE sample buffer containing 2-mercaptoethanol as a reducing agent and heated at 95°C for 10 mins. The sample was electrophoresed at 110 V for 60 mins and stained with 0.1% Coomassie Brilliant Blue G-250 for 30 mins, and subsequently destained with methanol: acetic acid (4:1, v/v) until the background was clear.

**Purification of Polyclonal IgGs**

Non-purified anti-sera of rabbits from terminal bleed (10 mL) were pooled and dialyzed against PBS (pH 7.4) at 4°C with three times buffer changes. The non-purified anti-sera protein concentration was determined using NanoDrop ND-1000 (Thermo, Waltham, MA) at 280 nm. The non-purified anti-sera were subjected to affinity chromatography on ÄKTA Purifier 10 of Fast Protein Liquid Chromatography system (GE Healthcare Bio-Sciences, Pittsburg, PA) for IgG purification according to the manufacturer’s instruction. Briefly, the binding buffer (20 mM sodium phosphate, pH 7) was mixed with an equal volume of the anti-mitragynine of non-purified anti-sera (5 mL), filtered (0.45 µm) and loaded onto a 1 mL of HiTrap Protein G HP column through a sample loop. The column was pre-equilibrated with the binding buffer (5 mL). The specific IgG in the non-purified anti-sera solution was allowed to bind to the protein G affinity column. After that, the unbound substances were washed by rinsing with the binding buffer at a flow rate of 1 mL/min at a five-column volume (5 mL). Bound IgGs were eluted using glycine-HCl (0.1 M, pH 2.7) and neutralized with Tris-HCl (1 M, pH 9). Purified poly-IgGs were collected during the elution peak generated and dialyzed (MWCO 12-14,000 Da) against PBS (pH 7.4) at 4°C within 24 hours and lyophilized. The weight of lyophilized IgGs was recorded and stored at -20°C until further use. The concentration of purified poly-IgGs was measured by NanoDrop ND-1000 at an absorbance value of 280 nm calculated using 1.35 as extinction co-efficient (ε) for rabbit IgG (Zhao et al., 2019).

**Western Blot**

According to the manufacturer’s instructions, purified poly-IgGs from SDS-PAGE were further identified on Western blot (Bio-Rad Laboratories, Hercules, CA). Briefly, the
SDS gel was equilibrated in transfer buffer (5.76 g of Tris base, 2.95 g of glycine and 200 mL of methanol in 1 L of water) for 15 mins prior to transfer onto immobilon-P PVDF membrane. Next, a trans-blot semi-dry transfer cell (Bio-Rad Laboratories, Hercules, CA) was used to transfer the gel onto the membranes at 24 V and room temperature for 30 mins. Subsequently, non-specific binding on the membrane was blocked with skimmed milk (5%, w/v) in PBS and incubated with gentle shaking for 1 hour. Next, the membrane was washed three times with PBST and probed with alkaline phosphatase-conjugated AffiniPure goat anti-rabbit IgG (H+L) (1:1000, v/v). The membrane was further incubated with gentle shaking at room temperature for 2 hours. After the washing step, the protein bands were developed by the addition of NBT/BCIP substrate. The PVDF membrane was then rinsed with water and air-dried.

**Indirect Enzyme-Linked Immunosorbent Assay (ELISA)**

The humoral response of rabbit non-purified anti-sera of anti-mitragynine polyclonal antibodies was examined through indirect ELISA according to Mohsin et al. (2020), with slight modifications. The binding affinity of purified poly-IgGs from all rabbits was performed using total protein concentration at 5, 2.5 and 1.25 µg/mL of pre-immune anti-sera, non-purified anti-sera and purified poly-IgG from a terminal bleed of the rabbits. Ninety-six-well microtiter plates were coated with MG-OVA at 0.25 µg/mL (100 µL) in PBS (pH 7.4) and incubated overnight (16 hours) at 4°C. The plates were washed three times using PBS and blocked using skimmed milk (5% w/v, 250 µL) for 2 hours at room temperature with constant shaking (100 rpm). Pre-immune anti-sera, non-purified anti-sera and purified poly-IgG with dilution in PBS (100 µL) was added with total protein concentration at 5, 2.5 and 1.25 µg/mL, and incubated for 1 hour at 37°C. Next, goat anti-rabbit-HRP was added at 1/2500 (v/v) (0.16 µg/mL) and further incubated at similar condition. The plates were washed three times with PBST (PBS containing 0.01% Tween 20, 250 µL) between incubation. The ELISA reaction was initiated by adding 1-Step™ Ultra 3,3’,5,5’-tetramethylbenzidine (TMB) substrate solution (100 µL) and the reaction was developed at room temperature for 20-30 mins in the dark. The reaction was quenched by the addition of 0.1 N HCl (100 µL). The absorbance was measured using a Multiskan FC microplate reader (Thermo Scientific, Waltham, MA) at 450 nm.

**Data Analysis**

All the samples were performed in triplicates (n=3). The absorbance of pre-immune anti-sera was used as a control (A₀). Results were analyzed using GraphPad Prism 5 (San Diego, CA) and one-site binding formula, \([Y=B_{max}X/(K_d+X)]\) to evaluate the affinity constant (Kₐ) of purified poly-IgGs.
RESULTS AND DISCUSSION

Purification of IgGs

Purification of IgGs from non-purified antisera by protein G can be observed based on the solvent conductivity (mS/cm) and absorbance (mAU). The chromatographic profile, which showed the optimal condition of IgG purification, was in agreement with previous studies (Mohsin et al., 2020; Kang et al., 2016; Haddad et al., 2016). Figure 2 shows the chromatographic profile of the purified poly-IgGs using protein G affinity chromatography.

Approximately 1.49, 2.32, 2.16, and 1.73 mg/mL of purified poly-IgGs were obtained from 10 mL of non-purified antisera from the terminal bleed of rabbit 1, 2, 3, and 4, respectively. During purification, pH plays an important role to determine the purity and attributes of the purified-poly IgGs. The use of extreme pH (i.e., acidic or basic condition) in purification may degrade the IgGs, thus compromising the antigen recognition. This condition may also affect the functionality of the purified poly-IgGs (Lopez et al., 2019). A neutral pH of the binding buffer (pH 7.0, 20 mM sodium phosphate) was used due to the favourable condition of the binding at a pH close to physiological condition between protein-G and the antibody. Neutral condition of binding buffer (potassium phosphate) is essential for optimal antibody-antigen binding. Protein G was allowed to bind to IgGs in the non-purified anti-sera for 10 min (peak 1) with the binding buffer. During this step, IgG adsorption to protein G occurred through affinity attachment at a low flow rate of 1 mL/min. A longer incubation period using a low flow rate during the binding process is necessary for the maximum binding of the IgG with the protein G (Arora et al., 2017).

After binding IgG to protein G, the unbound non-specific molecule or weakly bound IgGs were further eliminated by washing the protein G column with 5 to 10 CV binding buffer. The unbound materials were eliminated, and the bound IgG was recovered by changing the buffer to acidic conditions. At this step, impurities and non-specific binding from other molecules in biological samples were successfully removed (Lopez et al., 2019). The elution step of affinity chromatography can be performed using a competitive ligand or non-specifically, such as adjusting the polarity of the solution, pH, ionic strength, and biomolecular chemical characteristics. The elution (peak 2) was performed by changing the ionic strength of the solution with the use of an elution buffer of 0.1 M glycine-HCl.
Increased salt concentration in the elution step elevated the ionic strength and weakened the protein G-IgG interactions (Mohsin et al., 2020).

Protein G-IgG binding dissociated by the positive charge of HCl at the acidic condition of the elution buffer. Therefore, during the elution step, the pH of the buffer was changed into acidic conditions using an elution buffer of pH 2.7. Acidic elution is most commonly used to elute purified poly-IgG due to favourable desorption and applies to most immunoglobulin species (Lopez et al., 2019). Nevertheless, the harsh acidic condition may lead to denaturation, alter the antigen-binding and conformational change, which cause aggregation to the IgGs (Arora et al., 2016). It was addressed by adding 1 M Tris-HCl (pH 9), which neutralized the IgGs condition, prevented loss of the IgGs activity, and maintained the IgGs structure.

**SDS-PAGE and Western Blot of Purified Poly-IgGs**

The purified poly-IgGs was assessed using SDS-PAGE and Western blotting under reducing condition. Figure 3 shows purified poly-IgG from four rabbits with two distinctive bands of the heavy and light chain of IgG at molecular weights of 50 and 25 kDa, respectively.

The basic structure of an antibody is made up of two identical heavy (H) chains (50 kDa) and light (L) chains (25 kDa) linked by disulfide bonds. The molecular weight of IgG in a non-reducing condition of SDS-PAGE is at 150 kDa (Arora et al., 2016). Using 2-mercaptoethanol in the sample buffer as a reducing agent caused the dissociation of disulphide bonds on the antibody structure. In addition, the evaluation of purified poly-IgGs allows for the observation of contamination with other serum proteins. In Figure 3, there was an absence of additional bands in the SDS-PAGE and immunoblot, which verified the purity of the IgG from the rabbit of non-purified anti-sera. These results were according to...
the previous studies, in which the pure IgG was obtained from polyclonal antibodies through affinity chromatography (Kang et al., 2016; Sadeghi et al., 2018, Mustafaoğlu et al., 2016).

**Binding Comparison of Non-Purified Anti-Sera and Purified Poly-IgGs towards Mitragynine**

Purification of IgGs from anti-sera through affinity chromatography improved the binding affinity of the IgGs towards mitragynine at both C22- and C9-conjugated mitragynine (Figure 4). In addition, the purification was efficient in removing non-specifically bound protein to the ELISA plate, which interrupted the IgG-mitragynine binding. The binding of purified poly-IgGs from the four rabbits was compared with non-purified anti-sera from the terminal bleed by indirect ELISA, as shown in Figure 4.

*Figure 4. Binding comparison of non-purified anti-sera and purified poly-IgG of (a) rabbit 1 and (b) rabbit 2 immunized with C22-MG-cBSA and (c) rabbit 3 and (d) rabbit 4 immunized with C9-MG-cBSA. The non-purified anti-sera and purified poly-IgGs were from the terminal bleed of the rabbits. Pre-immune anti-sera were used as negative control. Normalized absorbance were obtained by subtracting background absorbance of pre-immune anti-sera. Values represent mean ± SD of three readings.*
Purified poly-IgGs showed a higher binding towards mitragynine-OVA than non-purified anti-sera at similar protein concentrations, which indicated that the affinity purification had improved the IgG binding. In addition, it was reported that approximately 75% of total IgGs were contained in a normal rabbit serum (Barker & Reisen, 2019). Hence, purification of the IgGs has successfully removed the unspecific protein, including serum albumin and other protein that co-existed in the non-purified anti-sera.

In the humoral response of IgG, the binding of anti-mitragynine poly-IgG in non-purified anti-sera towards mitragynine-cBSA conjugates are influenced by several important features. Firstly, the characteristic of the conjugates requires mitragynine-specific B cells and mitragynine-specific helper T cells. In addition, specific portions of hapten and carrier protein need to be associated to evoke an immune response physically. Secondly, the interaction occurs when the helper T cells bind to the B lymphocytes that only express major histocompatibility complex (MHC) class II molecules. Thus, the main factor inducing the humoral response of hapten-protein conjugates is an intrinsic determinant (hapten) recognized by B cells, and the other determinant is associated with MHC class II (carrier protein) recognized by T cell (Sanchez-Trincado et al., 2017).

An antibody molecule binds to the part of the antigen, which is called an antigenic epitope. The antibody recognizes the antigen-binding epitope at the antigen-binding site, which can be linear or conformational. Approximately 90% of B-cells epitopes are conformational, and only a small percentage of native antigens contain linear B-cell epitopes (Sanchez-Trincado et al., 2017). The antigen-binding sites were formed by folding the heavy and light chain variable domains, and the hypervariable domain will determine its complementary to the antigen.

The Binding Affinity of Purified Poly-IgGs

The affinity of the antibody, $K_d$ is referred to the strength of the antibody binding towards its antigen. The higher binding affinity of the antibody indicates the lower $K_d$ value (Laguna et al., 2015). Most small-sized antigens or haptons, such as toxins, hormones, and alkaloids, possess a single epitope that binds to each antibody. Therefore, the strength of the binding is determined solely by the affinity of the antibody towards the antigenic epitope. The $K_d$ value for polyclonal antibodies is an average of the total IgGs, is either weaker or stronger than the average. Figure 5 depicts the $K_d$ value of purified poly-IgGs from the four rabbits after affinity purification.

Based on Figure 5, mean $K_d$ of purified poly-IgGs antibody showed higher binding affinity from rabbits immunized with C22-MG-cBSA at 7.965 × 10^{-6} \mu M and rabbits immunized with C9-MG-cBSA cBSA at of 1.390 × 10^{-4} \mu M. It indicates that purification of poly-IgG from the non-purified anti-sera significantly enhanced the binding affinity of
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The IgG towards the target antigen, i.e. mitragynine. The result obtained was in line with a previous study that reported that affinity purification of IgG from non-purified anti-sera enhanced the binding affinity of antibodies towards peptides (Mohsin et al., 2020).

In affinity purification of IgG, protein A and protein G, expressed in Staphylococcus aureus and Streptococcus sp., respectively, are the most widely employed immunoglobulin-binding proteins (Fishman & Berg, 2019). It is due to the selectivity of the proteins towards IgG and the ability of the proteins to bind specifically to the Fc region of IgG (Choe et al., 2016). However, protein A has only two binding sites which can react to the antibodies. Furthermore, the interaction of protein A is not comparable to protein G for all the animal species. As a result, protein G’s ability to bind and characteristics make it suitable for monoclonal and polyclonal antibody purification with lower affinity for protein A (Walls & Loughran, 2017).

Figure 5. Binding affinity of purified poly-IgG for (a) rabbit 1 and (b) rabbit 2 immunized with C22-MG-cBSA and (c) rabbit 3 and (d) rabbit 4 immunized with C9-MG-cBSA.
Additionally, protein G has a high IgG binding specificity of many mammalian species (Choe et al., 2016). Therefore, it is a better choice due to its ability to bind to a broader range of IgG from eukaryotic species and IgG classes. Besides, specific binding of protein G at the Fc region of IgG in affinity chromatography exhibit minimal binding to albumin, resulting in high yield and high purified poly-IgG produced (Choe et al., 2016). The specificity binding of protein G to the Fc region of IgG makes them a good ligand for antibody purification.

Purification of IgG using affinity chromatography depends on the specific and reversible interaction between protein and its ligand, in this case, protein G and IgG. Protein G-affinity chromatography (coupled to agarose) using fast protein liquid chromatography (FPLC) is commonly used due to rapid and effective technique for the production of high purity antibodies (Fishman & Berg, 2019). The purification process allows only specific target antigen from a complex mixture to bind to the protein-G. The HiTrap protein G column efficiently removes albumin and other proteins from non-purified anti-sera, resulting in a higher binding affinity of the antibody. The eluted antibodies can be obtained in high purity using different salt concentrations, pH, and polarity (Arora et al., 2016).

CONCLUSION
Immunoglobulin (IgG) is applied in ELISA in several forms such as total IgG, serum, purified anti-sera, and specific IgG towards its antigen. Although polyclonal ELISA can be developed using non-purified anti-sera, this study had shown otherwise. The finding demonstrated that it is vital to purify antibodies to improve their affinity and prevent other protein that binds non-specifically to the low-signal plate of ELISA. A careful selection of IgG purification methods is also needed to avoid choosing non-representative populations of recovered IgGs. Since mitragynine IgG is not commercially available, the final product of purified anti-mitragynine IgG is an ideal and high-value biorecognition molecule in developing immuno-based detection methods such as ELISA. High-affinity anti-mitragynine IgG can also be a value-added molecule applied in portable sensor devices, which is yet to be reported. It will greatly benefit regulatory and enforcement agencies to monitor the misuse of kratom. Hence timely decisions can be made by the appropriate bodies.
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Response of Rubber Tree Saplings to Dolomite and Kieserite Application and K:Mg Ratio
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ABSTRACT

This study aimed to examine the effect of the application of dolomite and kieserite on the growth and nutrient uptake of rubber tree saplings and the relationship between K:Mg ratios in soils and nutrient uptake. The experiment followed a completely randomized design with five replicates. Budded stumps of RRIM 600 rubber were planted in soil with low extractable Mg (< 0.30 cmol kg⁻¹). Kieserite application at a rate of 0.5 cmol Mg kg⁻¹ significantly promoted the greatest sapling height, stem diameter, Mg and S concentrations, and leaf chlorophyll levels. High kieserite application rates (1.0 cmol Mg kg⁻¹) were more likely to decrease K and N uptake significantly. Applying dolomite (0.5 cmol, Mg kg⁻¹) also significantly increased rubber growth compared with the control treatment but the significant increases were lower than those for kieserite application. Applying K at 72, 108, and 180 mg kg⁻¹ significantly increased leaf K concentration, but significantly decreased Mg concentrations. Therefore, rubber plantations should apply Mg at a rate of 0.5 cmol, Mg kg⁻¹ in the form of kieserite, and a ratio of K:Mg 2:1 is suitable for promoting rubber tree growth.

Keywords: Dolomite, K:Mg ratio, kieserite, plant nutrition, rubber tree sapling

INTRODUCTION

Para rubber is an important economic crop in Thailand. Fertiliser is a key factor in the success of rubber tree plantations. In the past, mixed chemical fertilisers that contained nitrogen (N), phosphorus (P), potassium (K), and magnesium (Mg) were recommended in Thailand (Rubber Research Institute of Malaya, 1963). After 1978, Mg
Magnesium (Mg) is crucial for plants. Approximately 75% of leaf Mg is involved in protein synthesis, and 15-20% of total Mg is associated with chlorophyll pigments. Mg act primarily as a cofactor of a series of enzymes responsible for photosynthetic carbon fixation and metabolism (Marschner, 1995). In plants, Mg$^{2+}$ is a vital component of chlorophyll and is responsible for activating more than 300 enzymes (e.g., RNA polymerases, ATPases, protein kinases, phosphatases, glutathione synthase, and carboxylases). It also regulates ion transport and cation balance in plants (Bose et al., 2011). A ton of fresh latex rubber contains 5 kg of Mg (Kungpisdan, 2011). Therefore, continued rubber cultivation results in available soil Mg slowly decreasing through plant uptake for growing and production. The optimal available soil Mg is 0.30 cmol kg$^{-1}$, but most rubber trees growing in Thailand only have access to Mg amounts lower than this optimal soil Mg level (Kungpisdan et al., 2013). In soil with low Mg content, kieserite (MgSO$_4$·7H$_2$O) at the rate of 80 g tree$^{-1}$ year$^{-1}$ has been recommended for rubber plantations in Thailand (Rubber Research Institute of Thailand, 2019).

Potassium (K) is the macronutrient for the growth and latex production of a rubber tree. A ton of latex contained 25 kg of K (Kungpisdan, 2011). Excessive Mg application antagonises K uptake (Ding et al., 2006; Tandon, 1992). The application of a high dose of K fertiliser to soil also decreases the concentration of leaf Mg (Marschner, 1995). Conversely, excess Mg fertiliser application decreases leaf K concentrations (Kungpisdan & Buranatum, 1998). In fruits and vegetables, the ratios of Mg to K have proven to be more accurate in indicating the quality response than Mg status by itself (Gerendás & Führs, 2013). There have been no reports relating to the effects of Mg on growth and the antagonism between K and Mg in rubber tree saplings. Therefore, the balance between K and Mg in the soil needs to be studied. Therefore, the objectives of this study included the following: 1) to investigate the effect of the form of Mg administered on the growth and nutrient translocation in the soil to rubber saplings, and 2) to evaluate the optimal ratio of soil K: Mg. The knowledge gained from this research can lead to an improved understanding of Mg and K fertiliser management in rubber growing soils.
MATERIALS AND METHODS

Soil Sampling

Khlong Thom soil series (Km: Fine-loamy, kaolinitic, isohyperthermic Typic Kandiudults) was collected at a depth of 0-30 cm from rubber plantation soil in Songkhla province, Thailand. The soil samples were air-dried, passed through a 10-mesh sieve for physicochemical properties analysis, and then passed through a 3/4 mesh for pot experiments.

Effect of Dolomite and Kieserite Application on Growth of Rubber Tree Saplings

Budded stumps of the RRIM 600 rubber tree were planted in 30 L plastic pots filled with 28 kg of air-dried soil. The experiment used a completely randomized design (CRD) with five replicates containing five treatments each 1) without Mg application as the control treatment; 2-3) Mg application at the rates of 0.5 and 1.0 cmol$_c$ kg$_{-1}$ in the form of dolomite (CaMg(CO$_3$)$_2$), and 4-5) Mg application at the rates of 0.5 and 1.0 cmol$_c$ kg$_{-1}$ in the form of kieserite (MgSO$_4$·H$_2$O). The sources of N (100 mg N kg$_{-1}$) P (40 mg P$_2$O$_5$ kg$_{-1}$) and K (100 mg K$_2$O kg$_{-1}$) were added in the form of urea (46-0-0), triple superphosphate (0-46-0), and potassium chloride (0-0-60) as top dressings in all treatments for optimal nutrition levels. Distilled water was used for watering until harvesting (6 months).

Effect of K:Mg Ratio on Growth of Rubber Tree Saplings

Five treatments at different K:Mg ratios were applied (Table 1). Extractable K and Mg levels in the Khlong Thom soil series were 10.2 and 16.0 mg kg$_{-1}$, respectively. The K:Mg ratios (4.5:1, 2:1, and 3:1) were adjusted using KCl and kieserite to K$_{72}$:Mg$_{16}$, K$_{72}$:Mg$_{36}$, K$_{108}$:Mg$_{36}$, K$_{180}$:Mg$_{36}$, and K$_{180}$:Mg$_{60}$.

Table 1
Initial extractable K and Mg in soil and K:Mg ratio

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio K:Mg</th>
<th>Initial concentration (mg kg$^{-1}$)</th>
<th>Fertiliser application (g 28 kg$^{-1}$ soil)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>K*</td>
<td>Mg*</td>
</tr>
<tr>
<td>K$<em>{72}$ : Mg$</em>{16}$</td>
<td>4.5:1</td>
<td>10.2</td>
<td>16.0</td>
</tr>
<tr>
<td>K$<em>{72}$ : Mg$</em>{36}$</td>
<td>2:1</td>
<td>10.2</td>
<td>16.0</td>
</tr>
<tr>
<td>K$<em>{108}$ : Mg$</em>{36}$</td>
<td>3:1</td>
<td>10.2</td>
<td>16.0</td>
</tr>
<tr>
<td>K$<em>{180}$ : Mg$</em>{36}$</td>
<td>5:1</td>
<td>10.2</td>
<td>16.0</td>
</tr>
<tr>
<td>K$<em>{180}$ : Mg$</em>{60}$</td>
<td>3:1</td>
<td>10.2</td>
<td>16.0</td>
</tr>
</tbody>
</table>

Note: * Initial extractable K and Mg concentrations in the soil before fertiliser application based on treatment.
Growth Rate
Sapling height and stem diameter at 10 cm above the bud union were recorded. The number of leaves, whorls and petioles were also recorded along with the rubber tree symptoms after dolomite and kieserite application. The differences in sapling height and stem diameter between the beginning and end of cultivation (6 months) were considered to compare the effect of dolomite and kieserite on the growth of the rubber tree saplings.

Soil and Plant Analysis
Soil samples passed through a 10 mesh sieve (particles < 2 mm) were used to analyse the soil pH (soil: water = 1:5 w/v), organic matter (Walkley and Black method), total N (Kjeldahl method), available phosphorus (Bray II) and extractable K, Ca, and Mg (1M NH₄OAc pH 7.0). In addition, plant sections consisting of the leaf, petiole, stem, primary root, and lateral root were separated. The plant samples were oven-dried at 80°C for 72 h. Each plant section was weighed, ground, and passed through a 20 mesh sieve then digested with H₂SO₄ to calculate the total N (Kjeldahl method), and for mixed acid (HNO₃:HClO₄ = 3:1 v/v) for P, K, Ca, Mg, and S analysis (Jones Jr, 2001).

Statistical Analysis
The growth rates, nutrients in the soil, and the rubber tree saplings are presented herein as mean values of five replications with their standard deviations. The plant dried weights and nutrient concentrations were used to calculate the efficiency of plant nutrition uptake in the rubber tree saplings. Analysis of Variance (ANOVA) was used to test the difference among treatments. Means were separated using the Test of Mean Comparison, which is Duncan’s Multiple Range Test (DMRT) at P ≤ 0.05.

RESULTS
Soil Chemical Properties
After Mg application, the soil chemical properties revealed that the soil Mg concentrations significantly increased according to the Mg application rates (Table 2). However, Mg application rates of 0.5 and 1.0 cmol kg⁻¹ in the kieserite formula significantly increased the soil available Mg concentrations from 0.12 cmol kg⁻¹ (control) to 0.68 and 1.19 cmol kg⁻¹, respectively. While dolomite application significantly increased the Mg levels to 0.27 and 0.36 cmol kg⁻¹, respectively. Moreover, dolomite application at both 0.5 and 1.0 cmol kg⁻¹ increased the soils’ available Mg level and enhanced their pH value from 4.6 to 5.1 and 5.6, respectively. The extractable Ca from 0.32 cmol kg⁻¹ to 0.49 and 0.60 cmol kg⁻¹, respectively.
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Table 2
Soil chemical properties after dolomite and kieserite application

<table>
<thead>
<tr>
<th>Treatment</th>
<th>pH (1:5)</th>
<th>EC (dS m⁻¹)</th>
<th>Total N (g kg⁻¹)</th>
<th>Avail. P (mg kg⁻¹)</th>
<th>Extr. K [---------- cmol, kg⁻¹----------]</th>
<th>Extr. Mg [---------- cmol, kg⁻¹----------]</th>
<th>Extr. Ca [---------- cmol, kg⁻¹----------]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg 0 cmol, kg⁻¹ (control)</td>
<td>4.6±0.8 c</td>
<td>0.11±0.01 c</td>
<td>0.33±0.05</td>
<td>10.80±1.30</td>
<td>0.23±0.06</td>
<td>0.12±0.01 d</td>
<td>0.32±0.02 c</td>
</tr>
<tr>
<td>Mg 0.5 cmol, kg⁻¹ (dolomite)</td>
<td>5.1±0.1 b</td>
<td>0.12±0.01 c</td>
<td>0.33±0.08</td>
<td>10.36±1.62</td>
<td>0.25±0.08</td>
<td>0.27±0.02 c</td>
<td>0.49±0.03 b</td>
</tr>
<tr>
<td>Mg 1.0 cmol, kg⁻¹ (dolomite)</td>
<td>5.6±0.2 a</td>
<td>0.12±0.01 c</td>
<td>0.36±0.06</td>
<td>9.27±1.51</td>
<td>0.25±0.04</td>
<td>0.36±0.01 c</td>
<td>0.60±0.03 a</td>
</tr>
<tr>
<td>Mg 0.5 cmol, kg⁻¹ (kieserite)</td>
<td>4.6±0.1 c</td>
<td>0.19±0.01 b</td>
<td>0.34±0.04</td>
<td>10.87±2.43</td>
<td>0.26±0.06</td>
<td>0.68±0.20 b</td>
<td>0.35±0.03 c</td>
</tr>
<tr>
<td>Mg 1.0 cmol, kg⁻¹ (kieserite)</td>
<td>4.5±0.1 c</td>
<td>0.26±0.01 a</td>
<td>0.37±0.06</td>
<td>10.03±1.82</td>
<td>0.26±0.04</td>
<td>1.19±0.19 a</td>
<td>0.34±0.02 c</td>
</tr>
</tbody>
</table>

F-test        *  NS  NS  NS  *  NS  *  *  C.V. (%)  2.75  19.66  9.19  13.88  21.91  23.4  7.56

Note: * Significantly different (P ≤ 0.05); NS = not significantly different (P > 0.05). Different letters in each column indicate significant difference by DMRT at P ≤ 0.05

Effect of Dolomite and Kieserite on Growth of Rubber Tree Saplings

Dolomite and kieserite applications significantly promoted the growth of rubber tree saplings (Table 3). The height and diameter of the saplings tended to increase compared with the control, and the numbers of leaves, petioles, and whorls significantly increased following the application of both dolomite and kieserite. The number of leaves on the rubber tree saplings significantly increased by 9-20 leaves, the number of petioles by 9-19.5, and the number of whorls by 0.8-1 compared to the control treatment. However, the application of 1.0 cmol, Mg kg⁻¹ of dolomite led to the yellowing of leaf structures between veins. While the veins remain green. These abnormal symptoms were similar to those typical of Mg deficiency but simultaneously occurred in the upper and lower leaves. Yellowing was apparent in the leaves, petioles, and stems. Later, those rubber tree saplings shed their leaves and died (Figure 1c).

Kieserite application significantly promoted the growth of the rubber tree saplings in terms of their shoots and roots (Figures 1a & 1b) more than the application of dolomite (Table 3). After 6 months, the height and stem diameter of the saplings treated with kieserite at an application rate of 0.5 cmol, Mg kg⁻¹ displayed the highest values (51.01 cm and 3.69 mm, respectively). A kieserite application rate of 1.0 cmol, Mg kg⁻¹ resulted in 30.33 cm and 2.07 mm, and the control treatment resulted in values of 26.72 cm and 1.31 mm, for height and stem diameter, respectively. Moreover, a similar effect was recorded for the numbers of leaves, whorls, and petioles.
Table 3

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Height (cm)</th>
<th>Diameter (mm)</th>
<th>Number of</th>
<th>Leaf</th>
<th>Petiole</th>
<th>Whorl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mg 0 cmol, kg⁻¹</td>
<td>26.72±3.25 b</td>
<td>1.31±0.55 b</td>
<td>13.50±2.58 b</td>
<td>25.50±2.54 b</td>
<td>1.00±0.20 b</td>
<td></td>
</tr>
<tr>
<td>(control)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg 0.5 cmol, kg⁻¹</td>
<td>28.13±2.58 b</td>
<td>1.85±0.68 b</td>
<td>22.50±4.77 ab</td>
<td>34.50±3.31 ab</td>
<td>1.80±0.40 a</td>
<td></td>
</tr>
<tr>
<td>(dolomite)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg 1.0 cmol, kg⁻¹</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>(dolomite)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg 0.5 cmol, kg⁻¹</td>
<td>51.01±4.26 a</td>
<td>3.69±0.87 a</td>
<td>33.00±9.53 a</td>
<td>45.00±4.66 a</td>
<td>2.00±0.60 a</td>
<td></td>
</tr>
<tr>
<td>(kieserite)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg 1.0 cmol, kg⁻¹</td>
<td>30.33±3.32 b</td>
<td>2.07±0.55 b</td>
<td>23.25±5.11 ab</td>
<td>35.25±8.54 ab</td>
<td>2.00±0.40 a</td>
<td></td>
</tr>
<tr>
<td>(kieserite)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

F-test * * * * *  
C.V. (%) 32.71 38.13 34.76 31.54 16.60

Note: * Significantly different (P ≤ 0.05). Different letters in each column indicate a significant difference at P ≤ 0.05 by DMRT. ND = No data because the rubber tree died. Each parameter value was calculated by considering the difference in values between the cultivation’s beginning and end (6 months).

Figure 1. Effect of dolomite and kieserite application on shoots (a) and roots (b) of rubber tree saplings and abnormal symptoms of rubber tree sapling (c) after dolomite application (1.0 cmol, kg⁻¹)
Dolomite application (0.5 cmol$_c$ Mg kg$^{-1}$) significantly increased the biomass (Table 4). The primary roots and petioles significantly increased to 28.29 and 1.67 g tree$^{-1}$, respectively. Whereas for the control treatment, it was 17.31 and 0.66 g tree$^{-1}$, respectively (Table 4). Kieserite application at both 0.5 and 1.0 cmol$_c$ Mg kg$^{-1}$ significantly increased the dry weight of the above-ground biomass and the root sections (Table 4). Kieserite application at a rate of 0.5 cmol$_c$ Mg kg$^{-1}$ significantly increased the primary roots, leaves, stems, lateral roots, and petioles to 51.22, 10.09, 12.48, 7.76, and 1.57 g tree$^{-1}$, respectively.

Comparing dolomite and kieserite (0.5 cmol$_c$ Mg kg$^{-1}$) revealed that kieserite application caused a significant increase in root and above-ground biomass to 58.97 and 24.14 g tree$^{-1}$, respectively. In contrast, dolomite application resulted in 30.96 and 11.87 g tree$^{-1}$ (Table 4).

Effect of Dolomite and Kieserite on Plant Nutrition Uptake and Total Chlorophyll Content

Dolomite application at the rate of 0.5 cmol$_c$ Mg kg$^{-1}$ significantly increased leaf Mg concentration from 1.48 g kg$^{-1}$ (control) to 3.85 g kg$^{-1}$. Leaf Ca concentration increased to 8.29 g kg$^{-1}$. Whereas for the control treatment, it was 5.18 g kg$^{-1}$ (Table 5). Kieserite application rates of 0.5 and 1.0 cmol$_c$ Mg kg$^{-1}$ significantly enhanced leaf Mg concentration to 4.09 and 4.50 g kg$^{-1}$, respectively. Whereas leaf Mg concentration in the control treatment was 1.48 g kg$^{-1}$. Moreover, kieserite application significantly increased leaf S from 0.67 g kg$^{-1}$ (control) to 1.18 and 1.67 g kg$^{-1}$ for kieserite application rates of 0.5 and 1.0 cmol$_c$ Mg kg$^{-1}$, respectively. However, kieserite applications of 0.5 and 1.0 cmol$_c$ Mg kg$^{-1}$ significantly decreased K uptake from 20.01 g kg$^{-1}$ to 15.79 and 12.58 g kg$^{-1}$, respectively. Total leaf Mg (4.09 g kg$^{-1}$) and leaf S (1.18 g kg$^{-1}$) for saplings that received 0.5 cmol$_c$ kg$^{-1}$ application of kieserite were higher than that for saplings to which dolomite was applied (Mg 3.85 and S 0.75 g kg$^{-1}$, respectively). However, kieserite application significantly decreased leaf K content (15.79 g kg$^{-1}$) compared with dolomite application (20.07 g kg$^{-1}$) and the control treatment (20.01 g kg$^{-1}$). The chlorophyll concentrations in the saplings which received kieserite applications at the rates of 0.5 and 1.0 cmol$_c$ Mg kg$^{-1}$ were 2.80 and 2.88 mg dm$^{-2}$, respectively, and were higher than those to which dolomite was applied at the rate of 0.5 cmol$_c$ kg$^{-1}$ (2.08 mg dm$^{-2}$) and the control treatment (1.79 mg dm$^{-2}$).

Ratio of K:Mg on Plant Growth Rate and Nutrient Concentration in Leaves

The 2:1 ratio of K:Mg provided the greatest height and stem diameter not significantly increased between the beginning and end of cultivation (6 months) of the rubber tree saplings (Table 6). Increasing K application rates tended to significantly increase leaf K concentrations (Table 6). However, increasing the soil K application rates caused the Mg leaf concentrations to significantly decrease. Thus, the lowest leaf Mg concentration (1.26
### Table 4

**Effect of dolomite and kieserite on the dry weight of rubber tree sapling**

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Dry weight (g tree⁻¹)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Leaf</td>
<td>Petiole</td>
<td>Stem</td>
<td>Primary root</td>
<td>Lateral root</td>
<td>Shoot</td>
<td>Root</td>
<td>Whole plant</td>
</tr>
<tr>
<td>Mg 0 cmol kg⁻¹ (control)</td>
<td>5.12±1.82 b</td>
<td>0.66±0.22 b</td>
<td>4.28±1.37 b</td>
<td>17.31±2.75 c</td>
<td>2.57±0.13 b</td>
<td>10.06±2.64 b</td>
<td>19.88±2.67 c</td>
<td>29.45±8.82 d</td>
</tr>
<tr>
<td>Mg 0.5 cmol kg⁻¹ (dolomite)</td>
<td>5.89±2.15 b</td>
<td>1.67±0.66 a</td>
<td>4.32±1.53 b</td>
<td>28.29±4.19 b</td>
<td>2.68±0.50 b</td>
<td>11.87±3.00 b</td>
<td>30.96±4.64 b</td>
<td>42.84±7.53 c</td>
</tr>
<tr>
<td>Mg 1.0 cmol kg⁻¹ (dolomite)</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>Mg 0.5 cmol kg⁻¹ (kieserite)</td>
<td>10.09±2.36 a</td>
<td>1.57±0.90 a</td>
<td>12.48±2.86 a</td>
<td>51.22±3.54 a</td>
<td>7.76±2.83 a</td>
<td>24.14±5.50 a</td>
<td>58.97±1.80 a</td>
<td>83.11±8.59 a</td>
</tr>
<tr>
<td>Mg 1.0 cmol kg⁻¹ (kieserite)</td>
<td>6.71±1.51 b</td>
<td>1.39±0.82 a</td>
<td>12.51±0.74 a</td>
<td>33.03±2.65 b</td>
<td>3.57±0.77 b</td>
<td>20.61±2.37 a</td>
<td>36.60±3.35 b</td>
<td>57.21±2.11 b</td>
</tr>
<tr>
<td>F-test</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>C.V (%)</td>
<td>31.95</td>
<td>29.70</td>
<td>23.93</td>
<td>11.51</td>
<td>20.07</td>
<td>21.58</td>
<td>8.95</td>
<td>9.96</td>
</tr>
</tbody>
</table>

*Note:* * Significantly different (P ≤ 0.05). Different letters in each column indicate a significant difference at P ≤ 0.05 by DMRT; ND = No data because the rubber tree died.

### Table 5

**Effect of dolomite and kieserite on leaf nutrient concentration and total chlorophyll content**

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Leaf nutrient concentration</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>P</td>
<td>K</td>
<td>Mg</td>
<td>Ca</td>
<td>S</td>
<td>Total chlorophyll content (mg dm⁻²)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[----------------------------- g kg⁻¹ -----------------------------]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mg 0 cmol kg⁻¹ (control)</td>
<td>40.66±3.53 a</td>
<td>1.25±0.74</td>
<td>20.01±2.56 a</td>
<td>1.48±0.35 b</td>
<td>5.18±0.89</td>
<td>0.67±0.22 c</td>
<td>1.79±0.04 b</td>
<td></td>
</tr>
<tr>
<td>Mg 0.5 cmol kg⁻¹ (dolomite)</td>
<td>39.46±2.74 a</td>
<td>1.32±0.66</td>
<td>20.07±3.55 a</td>
<td>3.85±0.74 a</td>
<td>8.29±0.77</td>
<td>0.75±0.11 c</td>
<td>2.08±0.53 b</td>
<td></td>
</tr>
<tr>
<td>Mg 1.0 cmol kg⁻¹ (dolomite)</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td>Mg 0.5 cmol kg⁻¹ (kieserite)</td>
<td>40.93±3.11 a</td>
<td>1.42±0.25</td>
<td>15.79±2.66 b</td>
<td>4.09±0.84 a</td>
<td>4.85±0.62</td>
<td>1.18±0.32 b</td>
<td>2.80±0.21 a</td>
<td></td>
</tr>
<tr>
<td>Mg 1.0 cmol kg⁻¹ (kieserite)</td>
<td>33.71±1.85 b</td>
<td>1.30±0.51</td>
<td>12.58±3.41 c</td>
<td>4.50±0.77 a</td>
<td>5.19±0.58</td>
<td>1.67±0.57 a</td>
<td>2.88±0.37 a</td>
<td></td>
</tr>
<tr>
<td>F-test</td>
<td>*</td>
<td>NS</td>
<td>*</td>
<td>*</td>
<td>NS</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>C.V (%)</td>
<td>24.23</td>
<td>11.08</td>
<td>13.33</td>
<td>19.96</td>
<td>34.32</td>
<td>23.53</td>
<td>16.05</td>
<td></td>
</tr>
</tbody>
</table>

*Note:* * Significantly different (P ≤ 0.05); NS = not significantly different (P > 0.05). Different letters in each column indicate significant difference by DMRT at P ≤ 0.05; ND = No data because the rubber tree died.
Table 6
Effect of K:Mg ratio on growth rate and leaves nutrient concentration

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio</th>
<th>Height(^a) (cm)</th>
<th>Stem diameter(^a) (mm)</th>
<th>N</th>
<th>P</th>
<th>K(^b) (g kg(^{-1}))</th>
<th>Mg(^b)</th>
<th>Ca(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K(<em>{72}) : Mg(</em>{16})</td>
<td>4:5:1</td>
<td>44.13 ± 3.53</td>
<td>5.55 ± 1.70</td>
<td>40.51 ± 4.31</td>
<td>0.48 ± 0.05</td>
<td>19.74 ± 1.60 b</td>
<td>3.67 ± 1.09 a</td>
<td>6.06 ± 0.82</td>
</tr>
<tr>
<td></td>
<td>2:1</td>
<td>49.56 ± 3.11</td>
<td>6.29 ± 2.20</td>
<td>36.16 ± 4.61</td>
<td>0.45 ± 0.20</td>
<td>21.41 ± 2.73 b</td>
<td>3.38 ± 1.22 a</td>
<td>6.48 ± 1.61</td>
</tr>
<tr>
<td>K(<em>{108}) : Mg(</em>{36})</td>
<td>3:1</td>
<td>44.00 ± 5.22</td>
<td>6.17 ± 3.21</td>
<td>36.97 ± 5.73</td>
<td>0.54 ± 0.19</td>
<td>29.27 ± 2.63 a</td>
<td>3.20 ± 1.21 a</td>
<td>7.68 ± 0.58</td>
</tr>
<tr>
<td>K(<em>{180}) : Mg(</em>{36})</td>
<td>5:1</td>
<td>38.80 ± 4.87</td>
<td>5.60 ± 2.77</td>
<td>41.41 ± 3.52</td>
<td>0.47 ± 0.11</td>
<td>27.82 ± 3.53 a</td>
<td>1.26 ± 0.19 b</td>
<td>7.61 ± 0.60</td>
</tr>
<tr>
<td>K(<em>{180}) : Mg(</em>{60})</td>
<td>3:1</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
<td>ND</td>
</tr>
</tbody>
</table>

F-test  | NS  | NS  | NS  | NS* | NS  |
C.V. (%) | 12.28 | 5.97 | 11.19 | 35.34 | 11.06 | 35.53 | 14.32 |

Note: * Significantly different (P ≤ 0.05); NS = not significantly different (P > 0.05). Different letters in each column indicate significant difference by DMRT at P ≤ 0.05; ND = No data because the rubber tree died

Figure 2. Effect of quantity and ratio of soil K: Mg (mg kg\(^{-1}\)) on K (a), Mg (b), and Ca uptake (c)
Note. ND = no data because the rubber tree died
mg kg\(^{-1}\)) resulted from a K application rate of 180 mg kg\(^{-1}\), with Mg applied at a level at 36 mg kg\(^{-1}\) (ratio 5:1).

The primary roots had the highest K concentration, followed (in decreasing order) by leaves, stems, petioles, and lateral roots. The highest K uptake (333.53 mg tree\(^{-1}\)) occurred with the K application rate of 72 mg kg\(^{-1}\) with 36 mg kg\(^{-1}\) Mg (ratio 2:1). In contrast, the lowest K uptake (279.08 mg tree\(^{-1}\)) was recorded for the K application rate of 72 mg kg\(^{-1}\) with 16 mg kg\(^{-1}\) Mg (ratio 2:1) (Figure 2a). Plant K was lowest (43.27 mg tree\(^{-1}\)) based on a K application rate of 180 mg kg\(^{-1}\) with 36 mg kg\(^{-1}\) Mg (ratio 5:1). Mg uptake was highest (78.51 mg tree\(^{-1}\)) for the Mg application rate of 36 mg kg\(^{-1}\) with 72 mg kg\(^{-1}\) K (ratio 2:1).

On the other hand, Mg uptake significantly decreased with an increasing K application rate (Figure 2b). The highest Mg content was found in the primary roots, followed (in descending order) by stems, leaves, petioles, and lateral roots (Figure 2b).

Ca uptake was highest in the primary roots, followed by (in descending order) stems, leaves, petioles, and lateral roots. Thus, the K application rate of 72 mg kg\(^{-1}\) with 36 mg kg\(^{-1}\) Mg (ratio 2:1) promoted the highest plant Ca content (166.14 mg tree\(^{-1}\)). Nevertheless, increasing the K application rate from 72 mg kg\(^{-1}\) to 108 and 180 mg kg\(^{-1}\) with Mg applied at 36 mg kg\(^{-1}\) (ratios of 3:1 and 5:1, respectively) caused sapling Ca to significantly decreased to 125.24 and 97.62 mg tree\(^{-1}\), respectively (Figure 2c).

DISCUSSION

Soil Chemical Properties

Applying both dolomite and kieserite significantly increased the extractable Mg in the soil (Table 2). For the same rate of dolomite and kieserite application, the available soil Mg levels were higher in those to which kieserite was applied compared to those receiving dolomite. The solubility of kieserite in water is higher than that of dolomite. Therefore, the Mg content in the kieserite was liberated more rapidly than that of the dolomite. Moreover, the Mg content was gradually released, leading to improved plant growth in the saplings to which kieserite was applied (Figures 1a & 1b). Dolomite application significantly enhanced the level of available Mg in the soil and significantly increased the soil pH value and Ca concentration in soil (Table 2).

Growth of Rubber Tree Saplings and their Mg Concentration

The application of kieserite promoted the growth of the rubber tree saplings in terms of their height, stem diameter, number of leaves, whorls and petioles, and the dry weight of both their shoot and root sections (Tables 3 & 4) compared to those grown with dolomite application. In addition, the application of Mg in the soil significantly increased the leaves Mg (Table 5). The result is similar to the results for Mg application to para rubber
Dolomite and Kieserite Application and K:Mg Ratio

(Bueraheng et al., 2018), citrus (Xiao et al., 2014; Zheng et al., 2015), and rice (Ding et al., 2006). Mg is an element that is highly mobile in plants, particularly in green sections, such as leaves. Therefore, the application of Mg led to a significant increase in total chlorophyll in leaves (Table 5). This result was similar to those previously reported for Mg application in citrus (Xiao et al., 2014), rice (Moreira et al., 2015; Yuchuan et al., 2008), strawberry plants (Choi & Latigui, 2008), pepper (Anza et al., 2005) and maize (Jezeck et al., 2015). Mg levels in leaves ranging between 0.25% and 1.0% are considered sufficient for plants (Yash, 1998). Kieserite contains an S content of 27%. In soils with a coarse texture and a low organic matter content, S deficiency is common (Brady & Weil, 2008). Therefore, kieserite application at rates of 0.5 and 1.0 cmol Mg kg\(^{-1}\) significantly increased the S content in leaves (Table 5). Although the optimal S level for rubber has not been reported, the optimal leaf S was reported to be within a range of 2.5-10.0 g kg\(^{-1}\) for general plants (Yash, 1998).

Applying kieserite at a rate of 0.5 cmol Mg kg\(^{-1}\) significantly decreased the K concentrations in leaves (Table 5). However, excess dolomite application (1.0 cmol Mg kg\(^{-1}\)) caused the death of the rubber saplings (Figure 1a). The optimal soil available Mg for rubber plantations has been reported as being 0.08-0.21 cmol Mg kg\(^{-1}\) (Krishnakumar & Potty, 1992). Therefore, rubber tree saplings receiving dolomite at the rate of 1.0 cmol Mg kg\(^{-1}\) may have Mg toxicity on plant growth because of excess soil Mg. Moreover, excess Mg application inhibits translocation of other nutrients from roots to shoots (Marschner, 1995). These results are in line with previous studies, which have found that excess lime application led to negative effects on plant growth, particularly on maize and barley (Kovacevic et al., 2006), the growth of which tended to decrease after an increase in lime application rates.

In Mg deficient rice, leaves displayed decreased chlorophyll concentrations, photosynthetic activity, and soluble protein. However, leaf concentrations of soluble sugars and malondialdehyde (MDA) and the activities of superoxide dismutase, catalase, and peroxidase increased (Yuchuan et al., 2008). Moreover, it has been reported that Mg inhibition of root elongation has implications for hydroponic procedures when screening for Al tolerant soybean germplasm (Silva et al., 2001). In this study, excess dolomite application at a rate of 1.0 cmol Mg kg\(^{-1}\) to the soil-grown rubber saplings led to their death after only 2 months. In the initial stage, light yellow colouration developed along the marginal veins of both the upper and lower leaves, similar to the symptoms of Mg deficiency. Subsequently, the leaves, petioles, and stems displayed yellow colouration and the saplings developed lateral root rot. In the final stage, the saplings shed their leaves, and death occurred (Figure 1c).
Effect of K:Mg Ratio on Growth and Nutrient Concentration in Leaves of Rubber Tree Saplings

Most soils in Thailand are acidic, with low K, Na, Ca, and Mg base saturation. Ion exchange equilibria, desorption and adsorption in acid soils are crucial to understanding crop production leaching and nutrient management dynamics. The antagonistic effect between soil Mg-K and Ca-K interaction can be explained by the differences in their ionic mobility and ion competition for plant uptake (Tandon, 1992). Therefore, excessive application of Mg to soil often reduces K translocation by plants (Tandon, 1992). In this research, K application rates ranging from 72 mg kg\(^{-1}\) to 108 and 180 mg kg\(^{-1}\) significantly enhanced K leaf concentrations (Table 6). Similar results have been reported in other studies with high rates of K fertiliser application in the soil also significantly increasing K concentrations in para rubber leaves (Kungpisdan & Buranatum, 1998). On the other hand, a high rate of K application to the soil significantly decreased the leaf Mg concentration (Table 6). This result was similar to those achieved with pummelo (Nguyen et al., 2016), cabbage, celery and lettuce (Inthichack et al., 2012), orchids (Poole & Seeley, 1978), and crested wheatgrass (Robbins & Mayland, 1993). Therefore, a high rate of K fertiliser application may cause an Mg deficiency in plants.

In Thailand, leaf Mg:K ratios in rubber grown in lowlands and uplands were 3.81:1 and 3.25:1, respectively. Whereas in the soils, they were 2.87:1 and 6.99:1 (Robbins & Mayland, 1993). While, the optimal K:Mg ratio in rice leaves has been found to range between 22 and 25 (Ding et al., 2006). Moreover, the exchangeable Ca:Mg ratio should be 6:1 in maize growing soils (Osemwota et al., 2007) and at a ratio of 1:2-1:1 for celery (Li et al., 2013). Further, the ratios of K:Mg-based on soil type were suggested as 1.2:1 in sandy soils, 1:1 in sandy loam and loamy soils, 0.7:1 in clay soils, and 2.2:1 in peat soils (Loide, 2004), which accords with the findings in the present study that a ratio of K:Mg of 2:1 in sandy loam was suitable for promoting nutrient uptake in rubber trees (Figure 2).

Further, K caused negative interaction between Mg and Ca. Therefore, a high soil K concentration affects Mg translocation from soil to plant. The inhibition of Mg uptake from K fertilisation reduced leaf tissue concentrations of Mg and the development of bacterial spots in tomato plants (Engelhard & Woltz, 1989). Moreover, the Ca:Mg ratio in the culture solution for soybean plants which promotes the best growth, was found to be 3:10 (Hashimoto, 2012). Therefore, the quantity and ratio of K and Mg should be considered in fertilisation in rubber growing soils because K and Mg management is important in promoting growth and plant health.

CONCLUSION

Mg application in the form of kieserite and dolomite significantly promoted rubber tree growth. The results indicated that rubber trees grew better following the application
of kieserite than after the application of dolomite. Moreover, kieserite application was beneficial for chlorophyll and S content. The optimal Mg application rate was found to be 0.5 cmol kg⁻¹ in the form of kieserite and at a ratio of K:Mg of 2:1, which was suitable for promoting rubber tree growth. However, further study of the S sensibility from kieserite application is required to increase knowledge regarding the management of rubber growing soils.
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ABSTRACT

Urban rail is a widely used public transportation; the vibration from frequent rides may impact passengers. The rail vehicle’s vibrations can cause human fatigue and result in severe musculoskeletal problems to the passenger. This paper aims to identify the effects of passenger orientation, operation time and body mass index on passengers’ whole-body vibration on an urban rail in Malaysia. Real-time monitoring of the whole-body vibration was conducted using 2^3 full factorial designs of the experiment, which was analysed statistically using Minitab Software. The overall result of this study is that the passengers in a seated position had greater exposure to whole-body vibration, which is 0.3686 ms^-2 than standing passengers, 0.2965 ms^-2. Also, passengers tend to be exposed to greater vibration during an off-peak time of 0.4063 ms^-2, than a peak time of 0.3706 ms^-2. Lastly, overweight passengers were exposed to greater vibration, of 0.4063 ms^-2, than passengers within the ideal weight range of 0.4000 ms^-2. This study has statistically proven that all the factors were significantly influenced the vibration exposure to the passenger. The most significant factor towards the vibration exposure is the “Body Mass Index (BMI)”, in which the p-value is less than 0.001. This study concludes that the whole-body vibration of a passenger is affected by the orientation of the passenger, operation time and body mass index of passengers on urban rail service.

Keywords: Human factors, public transportation, rail ergonomics, ride comfort, whole-body vibration
INTRODUCTION

In the era of globalisation, railway systems have become one of the most important public transportation; it is the main mode of transportation chosen by people, notably in highly developed countries (Ismail et al., 2010). Light Rail Transit (LRT) is the preferable mode of transport, especially in urban areas, as it is sustainable, improves travel options and facilitates swift mobility (Fateh et al., 2016). However, passenger comfort has become one of the essential factors in the competition with other modes of transportation (Dumitriu, 2013). Therefore, passenger comfort has become a priority among train operators. Based on previous researches, one of the major factors that affect passenger comfort level in trains is the vibration and vibration behaviour of the vehicle (Kim et al., 2009; Munawir et al., 2017). Not only vibration reduces the quality of the ride experience of the passenger, but it also affects the passenger’s health (Zhou et al., 2016).

Passengers tend to experience health problems such as lower back pain with prolonged exposure to high-magnitude vibration caused by the trains (Nuawi et al., 2011). Vibration can also cause human fatigue and may result in severe musculoskeletal problems to the passenger (Mohajer et al., 2017). In trains, vibration is transmitted to the passengers through the floor, seats and backrests (Kumara et al., 2013).

Whole-body Vibration (WBV)

Whole-body vibration (WBV) is defined as the situation where the whole body experiences the effect of vibration when supported by a vibrating surface (Azlis-Sani et al., 2015). WBV can be transmitted to the whole body of the passenger through seats, backrests and the floor of the vehicle (Munawir et al., 2017). It can also be transmitted by standing and sitting in the vehicle (Smith et al., 2005). The effects of the whole-body vibration depended on the position of the passenger’s body inside the train (Griffin & Erdreich, 1991). Therefore, WBV was considered an important factor in passenger comfort as it is largely produced in the railway vehicle (Kim et al., 2009).

In the last two decades, a few major problems were found to occur in the human body due to exposure to whole-body vibration. Whole-body vibration increased the risk of having lower back pain and spine structural injury (Gaigorowski, 2010; Schwarze et al., 1998). Some researchers have found that lower back pain due to whole-body vibration depended on the passenger’s body mass index (BMI) because the spine supports most bodyweight (Mortimer et al., 2001; Pradhan et al., 2017).

Therefore, whole-body vibration should be measured to determine the value of vibration exposed to the passenger/driver inside the train. The whole-body vibration can be measured at three supporting surfaces: the seatback, the seat pan and the feet (Pradhan et al., 2017). The measurement procedure of whole-body vibration can be referred to in the international standard ISO 2631-1:1997 (Park et al., 2013). This measurement procedure can calculate whole-body vibration experienced by the passenger and crew in the railway industry.
ISO 2631-1:1997 is a standard that focuses on mechanical vibration and mechanical shock. This standard provides the evaluation and analysis of the human exposure to whole-body vibration in relation to human health and comfort, the probability of vibration perception and the incidence of motion sickness (ISO, 1997). According to this standard, the frequency range, which is transmitted to the seated body as whole-body vibration is between 0.5 Hz to 80 Hz (ISO, 1997). Figure 1 shows the biocentric axes of the human body in seated and standing positions.

Therefore, the objective of this study is to study the effect of passenger orientation, operation time and BMI of passengers towards the whole body vibration in urban rail services.

MATERIALS AND METHODS

Real-time Monitoring

Real-time monitoring is a process of data collection from the actual real operation of the services. This study underwent real-time monitoring of the whole-body vibration in Kuala Lumpur urban rail. This line consists of 37 stations along the 45.1 km track with a driver-less automatic system.

Instruments

This study used a triaxial accelerometer with a seat pad, and the Human Vibration Meter (HVM 100). Before the measurement was taken, the triaxial accelerometer was calibrated by using an Accelerometer Calibrator Kristler 8921. There are three (3) sets of triaxial accelerometers connected with three (3) individual HVM. The first triaxial accelerometer was attached to the seat where the subject sat. Meanwhile, the other one was attached to the floor under the feet of the other subject. Finally, the last set was attached to the floor under the seat to prevent anyone from step on it. All instruments used are shown in Figures 2(a) and 2(b); the measurement location inside the coach is shown in Figure 3.
Body Mass Index (BMI)

This study had chosen two subjects which represent BMI for normal and overweight. Details of the subject are shown in Table 1.

<table>
<thead>
<tr>
<th>Subject</th>
<th>Height (m)</th>
<th>Weight (kg)</th>
<th>BMI</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.70</td>
<td>65</td>
<td>22.5</td>
<td>Normal</td>
</tr>
<tr>
<td>B</td>
<td>1.84</td>
<td>100</td>
<td>29.5</td>
<td>Overweight</td>
</tr>
</tbody>
</table>

Operation Time

This study was conducted at two different operation times: peak and off-peak operation hours. Based on previous research, peak hours are between 7:00 am to 9:00 am and 4:30 pm to 6:30 pm. Meanwhile, off-peak hours are outside the peak time (Wang et al., 2016).

Orientation of Passenger

Real-time monitoring began with installing two triaxial accelerometers on the floor and the passenger seat, based on ISO 2631-1. After that, both subjects would take their positions according to the procedure. For example, one subject sat on the seat pad while another stood on the seat pad, as seen in Figures 4(a) and 4(b).
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Figure 4. (a) Seating positions; and (b) Standing positions

Full Factorial Experimental Design

This study underwent $2^3$ full factorial experiment designs, as per showed in Table 2.

The monitoring of the whole-body vibration took place along the route with, the region between each station labelled as a section. Table 3 summarises the labelling of each section.

Table 2
Design of experiment

<table>
<thead>
<tr>
<th>Case</th>
<th>Operation</th>
<th>Time</th>
<th>Orientation</th>
<th>BMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Peak</td>
<td>Standing</td>
<td>Seating</td>
<td>Normal</td>
</tr>
<tr>
<td>2</td>
<td>Off-peak</td>
<td>Standing</td>
<td>Seating</td>
<td>Overweight</td>
</tr>
<tr>
<td>3</td>
<td>Off-peak</td>
<td>Standing</td>
<td>Seating</td>
<td>Normal</td>
</tr>
<tr>
<td>4</td>
<td>Peak</td>
<td>Standing</td>
<td>Seating</td>
<td>Overweight</td>
</tr>
</tbody>
</table>

Table 3
Sections of the urban rail route

<table>
<thead>
<tr>
<th>Station</th>
<th>Section</th>
<th>Station</th>
<th>Section</th>
<th>Station</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Station A</td>
<td>Start</td>
<td>Station N</td>
<td>13</td>
<td>Station AA</td>
<td>26</td>
</tr>
<tr>
<td>Station B</td>
<td>1</td>
<td>Station O</td>
<td>14</td>
<td>Station BB</td>
<td>27</td>
</tr>
<tr>
<td>Station C</td>
<td>2</td>
<td>Station P</td>
<td>15</td>
<td>Station CC</td>
<td>28</td>
</tr>
<tr>
<td>Station D</td>
<td>3</td>
<td>Station Q</td>
<td>16</td>
<td>Station DD</td>
<td>29</td>
</tr>
<tr>
<td>Station E</td>
<td>4</td>
<td>Station R</td>
<td>17</td>
<td>Station EE</td>
<td>30</td>
</tr>
<tr>
<td>Station F</td>
<td>5</td>
<td>Station S</td>
<td>18</td>
<td>Station FF</td>
<td>31</td>
</tr>
<tr>
<td>Station G</td>
<td>6</td>
<td>Station T</td>
<td>19</td>
<td>Station GG</td>
<td>32</td>
</tr>
<tr>
<td>Station H</td>
<td>7</td>
<td>Station U</td>
<td>20</td>
<td>Station HH</td>
<td>33</td>
</tr>
<tr>
<td>Station I</td>
<td>8</td>
<td>Station V</td>
<td>21</td>
<td>Station II</td>
<td>34</td>
</tr>
<tr>
<td>Station J</td>
<td>9</td>
<td>Station W</td>
<td>22</td>
<td>Station JJ</td>
<td>35</td>
</tr>
<tr>
<td>Station K</td>
<td>10</td>
<td>Station X</td>
<td>23</td>
<td>Station KK</td>
<td>36</td>
</tr>
<tr>
<td>Station L</td>
<td>11</td>
<td>Station Y</td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Station M</td>
<td>12</td>
<td>Station Z</td>
<td>25</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Data Analysis

Data analysis for this study involved calculating few parameters, which was done manually by following guidelines from ISO (1997).

This study measured the vibration on three (3) axes of the passenger and weighted acceleration that combines all the axes needed to calculate for further analysis. The formula used is shown in Equation 1. The weighting for the calculation is different between seating and vertical orientation, as shown in Table 4.

\[
a_w = \sqrt{(ka_x)^2 + (ka_y)^2 + (ka_z)^2}
\]  

(1)

Table 4: Weighting for different orientation

<table>
<thead>
<tr>
<th>Orientation</th>
<th>X-axis</th>
<th>Y-axis</th>
<th>Z-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seating</td>
<td>1.4</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td>Standing</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Daily Vibration Exposure A (8)

This study calculated the Daily Vibration Exposure A (8) to monitor vibration exposure to the passenger on the urban rail. The formula used to calculate A (8) is shown in Equation 2.

\[
A (8) = a_w \left( \frac{T}{T_0} \right)^{\frac{1}{2}}
\]

(2)

Statistical Analysis

This study analyses the factorial design by using Minitab Software. There are 3 findings shall be presented from the statistical analysis of the full factorial design.

Significant effect of the variables

The result shall be presented by showing the Pareto Chart. The reference line drew on the chart indicates which factors that are tested in this study are significant.

Level of statistically significant association between the variables

This study developed 2 hypothesis statements which are listed below:

- H_0 = There is no statistically significant association between the variables.
- H_1 = There is a statistically significant association between the variables.

The decision to accept the hypothesis statement is based on the p-value of the analysis, where the significant level (\( \alpha \)) is equivalent to 5% or 0.05.
Level of Model Fits Data

This study shall examine the goodness-of-fit statistic of the data in the model summary. The result shall be present in terms of the value of $R^2$.

RESULT

This study presented the result from two processes: real-time monitoring and statistical analysis.

Daily Vibration Exposure

Figure 5 shows the result of daily vibration exposure for normal seated and standing passengers during peak hours. It is clearly shown that the value of the vibration exposure for the seated passenger is greater at most of the sections than the standing passenger. The greatest value of vibration exposure for the seating passenger is in Section 33 ($0.014 \text{ ms}^{-2}$); for the standing passenger is in Section 1 ($0.013 \text{ ms}^{-2}$).

Figure 6 shows the daily vibration exposure for normal seated and standing passengers during off-peak hours. It is clearly shown that the value of the vibration exposure for the

![Figure 5. Daily vibration exposure for normal seated and standing passengers during peak hours](image)

![Figure 6. Daily vibration exposure for normal seated and standing passengers during off-peak hours](image)
seated passenger is greater at 35 sections than the standing passenger. The greatest value of vibration exposure for the seated passenger is in Section 3 (0.016 ms⁻²), while for the highest value for standing passengers is in Section 1 (0.013 ms⁻²).

Figure 7 shows the daily vibration exposure for overweight seated and standing passengers during peak hours. There is only one section where the standing passenger was exposed to higher daily vibration than to the seated passenger; the value is higher for the seated passenger than the standing passenger in the other 35 sections. The greatest value of vibration exposure for the seated passenger is in Section 1 (0.015 ms⁻²) while for the standing passenger is in Section 1 (0.013 ms⁻²).

Figure 8 shows the daily vibration exposure for overweight seated and standing passengers during off-peak hours. It is clearly shown that the value of the vibration exposure for the seated passenger is greater in most of the sections than the standing passenger. The greatest value of vibration exposure for the seated passenger is in Section 1 (0.015 ms⁻²), while for the standing passenger is in Section 1 (0.014 ms⁻²).

Figure 7. Daily vibration exposure for overweight seated and standing passengers during peak hours

Figure 8. Daily vibration exposure for overweight seated and standing passengers during off-peak hours
Overall Daily Vibration Exposure

Figure 9 shows normal passengers’ overall daily vibration exposure for orientations (seated and standing) and both operation hours. During peak hours, normal seated passenger was exposed to 0.3686 ms\(^{-2}\) of vibration while standing passenger was exposed to 0.2965 ms\(^{-2}\). Besides that, during off-peak hours, the seated passenger was exposed to 0.4000 ms\(^{-2}\) while the standing passenger was exposed to 0.3326 ms\(^{-2}\). Thus, it shows that seated passenger was exposed to greater vibration than standing passenger for both operation hours.

Figure 10 shows the overall daily vibration exposure for overweight passenger for both orientation and operation hours. While seated, the overweight passengers was exposed to about 0.3706 ms\(^{-2}\) of vibration during peak hours and 0.4063 ms\(^{-2}\) for the same orientation during off-peak hours. While standing, the overweight passenger was exposed to 0.3187 ms\(^{-2}\) of whole-body vibration during peak hours than 0.3409 ms\(^{-2}\) during off-peak hours. It clearly shows that overweight passengers are exposed to greater whole-body vibration while seated than standing and experience greater exposure during off-peak hours than peak hours.  

![Figure 9. Overall A (8) for normal passenger](image)

![Figure 10. Overall A (8) for overweight passenger](image)
Figure 11 shows the result of overall daily vibration exposure for the seated passenger. The result shows that the normal seated passenger was exposed to 0.3686 ms$^{-2}$ of daily vibration exposure during peak hours than the seated overweight seated, 0.3706 ms$^{-2}$. Meanwhile, during off-peak hours, the normal seated passenger was exposed to 0.4000 ms$^{-2}$ and the overweight seated passenger was exposed to 0.4063 ms$^{-2}$. Therefore, it can be concluded that the overweight passenger was exposed to greater daily vibration exposure than the normal seating passenger during both operation hours.

Figure 12 shows the result of overall daily vibration exposure for the standing passenger. During peak hours, the normal standing passenger was exposed to 0.2965 ms$^{-2}$ of daily vibration exposure, and the overweight standing passenger was exposed to 0.3187 ms$^{-2}$. Meanwhile, during off-peak hours, the normal standing passenger was exposed to 0.3326 ms$^{-2}$ and the overweight seated passenger was exposed to 0.3409 ms$^{-2}$. Therefore, it can be concluded that the overweight passenger tends to receive a greater daily vibration exposure than the normal seated passenger during both operation hours.

![Figure 11. Overall A (8) for seating passenger](image1)

![Figure 12. Overall A (8) for standing passenger](image2)

2$^3$ Full Factorial Design

**Significant Effect of the Variables.** Figure 13 shows the Pareto Chart from the 2$^3$ full factorial design analysis. The chart shows that all three (3) factors are statistically significant ($\alpha = 0.05$). The chart also shows that the largest effect on the passenger’s
whole body vibration exposure is the body mass index, followed by operation time. The orientation of the passenger is the smallest because it extends the least in the Pareto Chart.

**Level of Statistically Significant Association between the Variables.** There are three (3) hypothesis statements that are tested in this full factorial design analysis which are:

**Body Mass Index (BMI)**

\[ H_0 = \text{There is no statistically significant association between Body Mass Index (BMI), Operation Time and Orientation of Passenger.} \]

\[ H_1 = \text{There is a statistically significant association between Body Mass Index (BMI), Operation Time and Orientation of Passenger.} \]

**Operation Time**

\[ H_0 = \text{There is no statistically significant association between Operation time, Body Mass Index (BMI) and Orientation of Passenger.} \]

\[ H_1 = \text{There is a statistically significant association between Operation time, Body Mass Index (BMI) and Orientation of Passenger.} \]

**Orientation of Passenger**

\[ H_0 = \text{There is no statistically significant association between Orientation of Passenger, Body Mass Index (BMI) and Operation Time.} \]

\[ H_1 = \text{There is a statistically significant association between Orientation of Passenger, Body Mass Index (BMI) and Operation Time.} \]
Table 5 shows that the coded coefficients from the Minitab result. The result shows that the main effect of BMI, Operation and Orientation of passengers are statistically significant which are the value of p-value are less than $\alpha = 0.05$. Therefore, the decision for the hypothesis statement is $H_0$ is rejected for all the variables where there is a statistically significant association between Body Mass Index (BMI), Operation Time and Orientation of Passenger.

**Level of Model Fits Data.** In these results in Table 6, the value of $R^2$ is 98.91%, indicating that the model provides a good fit for the data.

**DISCUSSION**

**Real-time Monitoring**

**Orientation of Passenger.** For the normal passenger, it is found that during peak hours, the daily vibration exposure for the seated passenger is 0.3686 ms$^{-2}$ while the standing passenger was exposed to 0.2965 ms$^{-2}$. It shows that the seated passenger was exposed to 24% more daily vibration than the standing passenger during peak hours. Besides that, during off-peak hours, the seated passenger was exposed to 0.4 ms$^{-2}$ while the standing passenger was exposed to 0.3326 ms$^{-2}$. It shows that the seated passenger was exposed to 20% greater daily vibration than the seated passenger. It is due to greater surface exposure toward the seated passenger than the standing passenger.

For the overweight passenger, it is found that during peak hours, the daily vibration exposure for the seated passenger is 0.3706 ms$^{-2}$ while the standing passenger was exposed to 0.3187 ms$^{-2}$. Therefore, it shows that the seated passenger was exposed to 16% greater daily vibration than the standing passenger during peak hours. Besides that, during off-peak hours, the seated passenger was exposed to 0.4063 ms$^{-2}$ while the standing passenger was exposed to 0.3409 ms$^{-2}$. Thus, it shows that the seated passenger was exposed to 19% greater daily vibration than the seated passenger.

From both results, it was found that the seated passenger was exposed to greater daily vibration than the standing passenger. This result corresponds with previous research, where...
the researcher found that the seated passenger gained higher vibration than the standing passenger (Hasnan et al., 2018). This phenomenon is caused by a difference in the area of contact between both orientations. A seated passenger has fewer body parts exposed to the vibrating surface, such as the buttock, feet and back. Meanwhile, the passenger in a vertical orientation only has one area of contact: their feet (Kumar & Saran, 2014).

**Operation Time**

For the normal weight passenger, it was found that in the seated orientation, the daily vibration exposure during peak hours is $0.3686 \text{ ms}^{-2}$ while during off-peak hours is $0.4 \text{ ms}^{-2}$. Therefore, it shows that the seated orientation caused 8% greater daily vibration exposure during off-peak hours than peak hours. Besides that, the standing passenger was exposed to $0.2965 \text{ ms}^{-2}$ during peak hours and $0.3326 \text{ ms}^{-2}$ during off-peak hours. Therefore, it shows that the vertical orientation caused 12% greater daily vibration exposure during off-peak hours than peak hours.

For the overweight passenger, it was found that in the seated orientation, the daily vibration exposure during peak hours is $0.3706 \text{ ms}^{-2}$ and $0.4063 \text{ ms}^{-2}$ during off-peak hours. It shows that the seated orientation causes 9% greater daily vibration exposure during off-peak hours than peak hours. Besides that, in the vertical orientation, the passenger was exposed to $0.3187 \text{ ms}^{-2}$ of vibration during peak hours and $0.3409 \text{ ms}^{-2}$ during off-peak hours. It shows that the vertical orientation causes 7% greater daily vibration exposure during off-peak hours than peak hours.

Therefore, from both results, it was found that the passenger tends to be exposed to greater daily vibration during off-peak hours than peak hours in both orientations. It is due to the difference in the overall mass of the train between both operation hours. The overall mass of the train is greater during peak hours than during off-peak hours. Therefore, during peak hours, the numbers of passengers board the train were higher than during off-peak hours. When the mass decreases, the vibration will increase (Tuladhar et al., 2018). It is why the train’s vibration transmission rate is higher during off-peak hours than during peak hours. Other than that, the speed of the train differs during both operation hours. The train arrives every three minutes during peak hours and every eight minutes during off-peak hours. However, the number of operating trains is the same during both operation hours. It shows that the train travels slower during off-peak hours than peak hours. When the train speed decreases, the vibration will increase (Karakasis et al., 2005).

**Body Mass Index of Passenger**

For the seated passenger, it was found that the normal weight passenger was exposed to $0.3686 \text{ ms}^{-2}$ of vibration during peak hours, while the overweight passenger was exposed to $0.3706 \text{ ms}^{-2}$. However, during off-peak hours, the normal weight passenger was exposed
to 0.4000 ms$^{-2}$ of vibration, and the overweight passenger was exposed to 0.4063 ms$^{-2}$. Thus, it shows that the overweight passenger experienced slightly greater exposure to daily vibration than normal passengers during both operation hours.

In the vertical orientation, the daily vibration exposure during peak hours for the normal weight passenger was 0.2965 ms$^{-2}$ while the overweight passenger was 0.3187 ms$^{-2}$. It shows that the overweight passenger was exposed to 7% greater daily vibration during peak hours than the normal weight passenger. Besides that, during off-peak hours, the normal passenger was exposed to 0.3326 ms$^{-2}$ of vibration, and the overweight passenger was exposed to 0.3409 ms$^{-2}$. Therefore, it shows that the overweight passenger was exposed to slightly greater daily vibration than the normal passenger during both operation hours.

**CONCLUSION**

This study concludes that passenger orientation has a significant effect on daily vibration exposure. In addition, the seated passenger was exposed to greater whole-body vibration than the standing passenger. Operation hours have a significant effect on the daily vibration exposure. Daily vibration exposure was greater during off-peak hours than during peak hours. Lastly, the overweight passenger experienced greater whole-body vibration than the normal weight passenger. All the variables are statistically significant and shall affect the value of whole-body vibration of the urban rail passenger.
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ABSTRACT

Cation exchange membrane (MK-40) is a commercial membrane with a fixed group that is an important part of the electrodialysis (ED) process. Sodium chloride (NaCl) diffusion and osmotic permeability for MK-40 was studied. A cell containing two compartments was used to analyse the properties of the MK-40 membrane fixed between them. Furthermore, the influence of temperature, NaCl concentration, and operating time on MK-40 properties was investigated. The results showed that the highest diffusion permeability coefficient of NaCl was $7.37 \times 10^{-9} \text{ (m}^2/\text{s})$, and the maximum osmotic permeability coefficient of distilled water was $43.8 \times 10^{-9} \text{ (m}^2/\text{s})$ at NaCl solution concentration of 0.1 M and 50°C. Generally, the permeability was constant beyond 60 min of operational time. Additionally, the minimum diffusion permeability coefficients of the MK-40 membrane fell by about 22% over time when the concentration of NaCl solution was 1 M at 25°C. To conclude, membrane properties in the ED process depend on the two electrodes (a cathode and an anode), without the diffusion of salts particles. Meanwhile, the most important properties of cation exchange membranes (CEMs) used in electrodialysis are increased membrane efficiency when water and salts transport decrease through CEMs, which leads to a decrease in energy consumption. Thus, the MK-40 membrane showed a good
properties due to its low diffusion permeability for concentrated NaCl solution at elevated temperatures and minimum reduction in diffusion permeability of concentrated NaCl solution over time.

Keywords: Cation exchange membrane (MK-40), diffusion permeability, electrical conductivity, osmotic permeability, sodium chloride

INTRODUCTION

Industrial application of ion exchange membranes (IEMs) started with saltwater desalination, and membranes are widely used in many fields such as drinking water treatment, treated wastewater treatment, amino acid demineralisation, sugar liquor demineralisation, whey demineralisation, and purification of organic matter. Saline water desalination is the most appropriate and commonly used fundamental technology of these applications (Tanaka, 2011). Recent years have seen extensive use of IEMs in processes such as electrodialysis (ED), diffusion dialysis, dialysis of Donnan, and capacitive deionisation (Chaabouni et al., 2015). Owing to their chemical stability, water transport properties and desirable ion, IEMs have recently attracted considerable interest in membrane-based technologies (Geise et al., 2014a).

MK-40 is one of the heterogeneous cation ion exchange membranes in the form of a flat sheet (Vasil’eva et al., 2013). MK-40 composites are developed based on KU-2 cation exchange resins (a matrix of polystyrene (PS) cross-linked with divinylbenzene (DVB) and fixed groups), polyethylene and nylon (Melnikov et al., 2018). MK-40 rejects an ion with the same charge (co-ions) and enables the passage of oppositely charged ion (counter-ions) (Geise et al., 2014b). The main application of MK-40 in processes of water desalination (Andreeva et al., 2020). On the other hand, IEMs are considered a key component of electrodialysis (ED) systems. Their contribution to the process’s overall cost may be as large as 40 to 50 % (Mikhaylin & Bazinet, 2016). Therefore, the application of technologies utilizing IEMs is typically defined by the transport properties and costs of IEMs.

IEMs are mainly affected by several parameters: temperature, solution concentration, electrical conductivity, and flux time. Temperature is one of the most important characteristics that can affect the electrical conductivity and fluid flow, and the characteristics of IEMs. Therefore, it is very important to optimise the temperature (Karimi & Ghassemi, 2016). For instance, Guesmi et al. (2010) reported that different temperatures (10, 25, and 40°C) had significantly affected the ion exchange equilibrium of the system with CMX cation exchange membrane involving monovalent and divalent ions. Nevertheless, the salt concentration also influences the diffusion permeability, conductivity, and ion transport numbers (Sarapulova et al., 2019). For example, Geise et al. (2013) found that when the salt concentration increased from 0.58 to 58 g/L, the permeability of sodium chloride decreased by 16% in uncharged hydrogel and increased by more than 10% in charged polymers.
In this regard, diffusion and osmotic permeability are key indicators for IEMs characteristics. It can be measured by two-compartment cells used for calculating diffusion and osmotic permeability coefficients. The values of diffusion and osmosis depend on the size of the system, and on the concentration profiles of dilute and concentrate solutions, which are set by the application of the ED system (Chehayeb et al., 2019). Many methods have been used to determine the effect of solution properties on membrane diffusion permeability, such as solution concentration, temperature and flux time. For example, Kingsbury et al. (2018) studied the permeability of water and salt simultaneously using a two-chamber cell. One-half of the cells consisted of a NaCl solution, while the other half consisted of distilled water. In addition, a concentrated NaCl solution was selected to optimise the osmosis rate and promote water transport measurements. Furthermore, the non-flow two-chamber cell was used by Melnikov et al. (2018) to analyse the permeability of the diffusion. Half of the cell consisted of salt or acid, while the second half consisted of distilled water.

From the literature, permeation of co-ions of NaCl via diffusion and water by osmosis is a non-ideal movement that cannot be regulated by electrical fields and thus decreases the performance of electrochemical processes. Consequently, limiting non-ideal transport of water and salt (osmosis and salt diffusion) is a key objective to study the effect of some parameters on CEM (MK-40) performance (Gubari et al., In Press). To date, there are a few researchers who have evaluated the effect of discharged feed solutions and different distilled water temperatures on diffusion and osmotic permeability of CEMs in the ED process to verify the effectiveness of membrane separation. Therefore, this study aims to investigate the diffusion and osmotic permeability of MK-40 membrane, employing two compartments cell, using NaCl solution and distilled water, at different salt concentrations (0.1, 0.5 and 1 M) and different distilled water temperatures (25 and 50°C).

MATERIALS AND METHODS

Membranes and Reagents

The MK-40 membrane is effective for small-scale water desalination due to its low cost and long lifetime (Gubari et al., 2021). The copolymerisation of polystyrene obtained by ion-exchange materials in the MK-40 membrane with divinylbenzene. “Shchekinoazot” (Russian) manufactured this membrane in the form of flat sheets (Vasil’eva et al., 2013). MK-40 membrane pore size distribution indicates two maxes, the first one approximately 10 nm and corresponding to micro and mesoporous, and the second relates to macropores around 1000 nm in sizes. The pores of the membrane MK-40 are positioned within the sulfonated ion-exchange particles (MK-40). The second pores type is the spaces in a membrane between various particles (Nikonenko et al., 2019). Table 1 collects the main features of commercial MK-40 membranes (Pismenskaya et al., 2012). In this study,
distilled water (electric conductivity of 4.5 µS cm\(^{-1}\); pH = 5.5; 25°C) and NaCl (≥99.7% purity) at different concentrations were used.

Table 1

<table>
<thead>
<tr>
<th>Properties of commercial MK-40 membrane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane</td>
</tr>
<tr>
<td>Ion exchange groups, bulk</td>
</tr>
<tr>
<td>Idem, surface</td>
</tr>
<tr>
<td>Thickness, µm</td>
</tr>
<tr>
<td>Ion exchange capacity, mM cm(^{-3}) wet</td>
</tr>
<tr>
<td>Ion exchange material surface fraction of, %</td>
</tr>
<tr>
<td>Contact angle, degrees</td>
</tr>
<tr>
<td>Particular conductivity in solution 0.5 M NaCl, mS.cm(^{-1})</td>
</tr>
<tr>
<td>Diffusion permeability, 10(^{-8}) cm(^2). s(^{-1})</td>
</tr>
</tbody>
</table>

Salt and Water Penetration Measurements

The coefficients of salt diffusion were determined from the calculation of the self-diffusion, taking into account the diluting effects of osmosis in the gradient of salt concentration. In other word, the flow of water from the distilled water compartment dilutes the salt concentration in the other compartment over time, and reduces the driving force of diffusion and osmosis (Kingsbury et al., 2018). The permeability of diffusion was established by the amount transferred by the membrane of a substance over a surface unit per unit of time. Thus, the permeability coefficients of membranes for salt diffusion can be determined by the formula given in Equation 1 of the experimental salt permeability obtained from the reference for a steady flow of liquid from the salt compartment to the distilled water compartment (Alekseeva et al., 2012).

\[
P_s = \frac{C_2 \cdot V_2 \cdot X}{(C_1 - C_2) \cdot S \cdot t} \tag{1}
\]

where: \(P_s\) is NaCl diffusion permeability, (m\(^2\)/s); \(C_1\) and \(C_2\) are the total concentration of the components in salt solution and water, respectively (mol/m\(^3\)); \(V_2\) is the volume of water at the end of the experiment (m\(^3\)); \(S\) is membrane operating area (m\(^2\)); \(X\) is the membrane thickness (m); \(t\) is the test time (s).

The water flow from compartment filled with distilled water to compartment filled with NaCl solution is measured by the change in the amount of solution in horizontal capillaries over a given period. The osmotic permeability coefficient is determined by Equation 2 (Alekseeva et al., 2012).

\[
P_w = \frac{n_w \cdot X}{(C_1 - C_2) \cdot S \cdot t} \tag{2}
\]
where: $P_w$ is distilled water osmotic permeability (m$^2$/s); $n_w$ is the moles of distilled water transferred (mol). It was measured from volume change in the distilled water compartment.

**Experimental Setup**

Before the operational process, MK-40 is cleaned with a carbon tetrachloride solution and wait 15 minutes for the membrane to dry, and then cleaned with an ethanol solution and wait 15 minutes for the membrane to dry. After that, the membranes are placed in a saturated solution of sodium chloride (NaCl) for 24 hours and then placed in distilled water for 24 hours. Subsequently, MK-40 is placed in (0.1 M) of NaOH solution for 24 hours and then placed in distilled water for 24 hours. Then, the MK-40 is placed in (0.1 M) of HCl solution for 24 hours and then placed in distilled water until a neutral reaction. In the operational process, membrane coupons were fixed in the cell for 24 hours before operation to achieve pseudo-stable osmosis and diffusion.

In this experiment, a two-compartment cell was employed to study the permeability characteristics of MK-40, as shown in Figure 1. In order to do so, NaCl as a salt solution and distilled water as solvent were used. The volumes of the left half-cell contained NaCl solution, and the right half-cell contained distilled water were 550 cm$^3$ each. The membrane area was 31.4 cm$^2$, and its thickness was 1 mm. The cell was connected to the...
thermostat box to maintain the cell temperature, and each compartment was connected to the thermocouple to measure temperature of the compartments. Different concentrations of NaCl (0.1, 0.5 and 1 M) and temperatures of distilled water (25 and 50°C) were selected to monitor diffusion and osmotic rates.

The two compartments were immediately filled with new solutions and distilled water. Once an operation began, the NaCl solution chamber and the distilled water chamber were stirred at 300 rpm with magnetic stir bars. The salt diffusion coefficient and osmotic water coefficient were determined due to water moving into the high concentrated compartment due to the osmosis process, while the salt diffused through the membrane into the distilled water compartment due to a concentration gradient. Each compartment of the cell was sealed and connected to a capillary tube, which made it possible to measure the volume change in the compartment with high accuracy. Then, the conductivity of distilled water compartment was measured over 15 min transition periods for each experiment, and the calibration curve using NaCl standard solutions converted these conductivity measurements to salt concentration. Finally, the salt diffusion coefficient and distilled water osmotic coefficient were measured using Equations 1 and 2, respectively.

RESULTS AND DISCUSSION

There are many properties of ion exchange membrane that influence salt diffusions, such as membrane chemical structure and water content. Diffusion of salt and osmosis of solvent are key factors that lead to variations in permeability of commercial MK-40 membrane. This study used, NaCl as a salt and water as a solvent, and the results were discussed below.

Diffusion Permeability of NaCl

Diffusion permeability coefficients of NaCl were calculated using Equation 1. Figure 2 presents the NaCl diffusion permeability coefficients at two distilled water temperatures (25 and 50°C), NaCl concentrations (0.1, 0.5 and 1 M), and 20 min transition periods. Over operational time of 20 to 100 min, when NaCl concentration was 0.1, 0.5 and 1 M, Figure 2 (a) showed that NaCl diffusion permeability coefficient decreased from $2.31 \times 10^{-9}$ to $1.76 \times 10^{-9}$ (m$^2$/s), $2.19 \times 10^{-9}$ to $1.62 \times 10^{-9}$ (m$^2$/s) and $1.97 \times 10^{-9}$ to $1.53 \times 10^{-9}$ (m$^2$/s) at temperatures of 25°C, respectively. During the same operational period, at NaCl concentration of 0.1, 0.5 and 1 M, Figure 2 (b) illustrated that NaCl diffusion permeability coefficient declined from $7.37 \times 10^{-9}$ to $3.88 \times 10^{-9}$ (m$^2$/s), $6.41 \times 10^{-9}$ to $3.54 \times 10^{-9}$ (m$^2$/s) and $5.41 \times 10^{-9}$ to $3.15 \times 10^{-9}$ (m$^2$/s), when temperature was 50°C, respectively.

Drop-in NaCl diffusion permeability coefficients could be due to water flux from diluted water compartment to salt solution compartment, lowering the driving force for diffusion and osmosis (Kingsbury et al., 2018). After about 60 min of operational time, NaCl diffusion permeability coefficients were approximately constant for both temperatures.
Permeability of MK-40 Membrane Using NaCl Solution

because of concentration polarisation resulting from increased salt concentration in the
boundary layer near the surface of the membrane (Melnikov et al., 2018). It prevents
salt penetration through the membrane, explaining why the diffusion permeability was
approximately constant after 60 minutes of operation.

MK-40 membrane showed low permeability to NaCl, which results in minimising
energy losses in the electrodialysis process. In comparison, Kamcev et al. (2018)
investigated NaCl diffusion permeability coefficients of cation exchange membrane
(CR61), using a high NaCl concentration of 1 M. They found that diffusion permeability
coefficients were $1.7 \times 10^{-10}$ (m$^2$/s).

Figures 2(a) and 2(b) both revealed that a higher temperature of 50°C has led to
higher permeability than 25°C. It could be because the higher temperature can enhance the
permeation rate and accelerate the ions transport across membranes (Luo et al., 2010). To
date, there are very few studies reporting the diffusion permeability of membranes at high
temperatures. It can be noticed that higher salt concentration has significantly decreased
the diffusion permeability coefficients of MK-40 membrane. Over an operational period
of 20-100 min, when the NaCl concentration increased from 0.1 M to 1 M, NaCl diffusion
permeability coefficients of the MK-40 membrane fell by about 24%-22% and 47%-41%,
for the temperature of 25 and 50°C, respectively. It indicates that the MK-40 membrane
is uncharged due to decreased polymer’s water content as salt concentration increases.
In contrast to charged membranes, when salt concentration increases, the salt diffusion
permeability coefficients increase (Geise et al., 2013).

Tanaka (2011) investigated that when the temperature of ion exchange membranes
such as Selemion CMR/ASR and Neocepta CIM3/ACS3 increased from 25°C to 50°C,
the overall hydraulic permeability was increased from $(1.116 \times 10^2$ to $1.937 \times 10^2)$ cm$^4$.eq.$^{-1}$,s$^{-1}$ and $(1.254 \times 10^2$ to $1.835 \times 10^2)$ cm$^4$.eq.$^{-1}$,s$^{-1}$. It confirms that when using a higher
operating temperature, the membrane’s diffusion permeability will increase, which will

![Figure 2](image-url)

*Figure 2.* NaCl diffusion permeability coefficients at two different distilled water temperatures, (a) 25°C and (b) 50°C, using different NaCl concentrations, 0.1, 0.5, and 1 M, over 100 min operational time.
lead to a decrease in the efficiency of the MK-40 membrane. According to Gatapova et al. (2020), an ion-exchange membrane (MK-40) diffusion permeability coefficient for a NaCl solution under thermostatic and thermodynamic conditions has been investigated. They found a significant difference in diffusion coefficient values when operating at the same temperature compared to the temperatures difference on both sides.

**Osmotic Permeability of Solvent**

Various experiments were performed to investigate the transport of solvents in ion-exchange membranes (Alekseeva et al., 2012, Kingsbury et al., 2019). In this study, the water transport occurs as free water (osmosis), not as bound water (electro-osmosis). The osmotic permeability coefficients of distilled water were calculated using Equation 2. Over an operational period of 20-100 min, Figure 3 showed the osmotic permeability coefficients of distilled water at two distilled water temperatures (25 and 50°C), NaCl concentrations (0.1, 0.5 and 1 M), and 20 min transition periods. Over operational time of 20 to 100 min, when NaCl concentration was 0.1, 0.5 and 1 M, Figure 3 (a) showed that NaCl osmotic permeability coefficient decreased from $3.57 \times 10^{-9}$ to $1.58 \times 10^{-9}$ (m$^2$/s), $2.09 \times 10^{-9}$ to $0.8338 \times 10^{-9}$ (m$^2$/s) and $0.948 \times 10^{-9}$ to $0.2 \times 10^{-9}$ (m$^2$/s) at temperatures of 25°C, respectively. On the other hand, under the same operating conditions, at NaCl concentration of 0.1, 0.5 and 1 M, Figure 3 (b) illustrated that the NaCl diffusion permeability coefficient declined from $43.8 \times 10^{-9}$ to $21.13 \times 10^{-9}$ (m$^2$/s), $29.66 \times 10^{-9}$ to $9.75 \times 10^{-9}$ (m$^2$/s) and $10.53 \times 10^{-9}$ to $3.73 \times 10^{-9}$ (m$^2$/s), when the temperature was 50°C, respectively.

Decreasing osmotic permeability coefficients could be due to high salt concentration gradients lead to increase water flux from diluted water compartment to salt solution compartment due to osmosis (Kingsbury et al., 2018). Therefore, it is concluded that salt concentration’s gradients should be essentially low to minimise the distilled water’s flow.

![Figure 3. Water permeability coefficients at two different distilled water temperatures, (a) 25°C and (b) 50°C, using different NaCl concentrations, 0.1, 0.5, and 1 M, over 100 min operational time](image)
due to osmosis, which increases the osmotic permeability coefficient. Furthermore, it could be due to concentration polarisation resulting from increased NaCl concentration in the membrane boundary layer (Melnikov et al., 2018). Osmotic permeability coefficients were also approximately constant for both temperatures (25°C and 50°C) after 60 minutes of operation.

A few studies have examined the influence of temperature on osmotic performance. Zhao and Zou (2011) studied the effect of temperature on membrane performance during osmosis desalination, and their results confirmed that the flux increases with increasing temperature. Kingsbury et al. (2018) investigated the water permeability coefficient of CEM (Nafion N115) using 4 M of NaCl solution; the results were $1.13 \times 10^{-10}$ (m$^2$/s). It can be concluded that the CEM membrane type (MK-40) has a low permeability to water, which results in minimising energy losses. It is noted that an increase in the overall NaCl solution concentration and an increase in distilled water temperature significantly affect osmotic permeability coefficient. Eventually, the findings showed that higher permeability of water was correlated with higher permeability of salt.

**CONCLUSION**

The diffusion and osmotic permeability have been successfully studied to characterize the heterogeneous cation exchange membrane (MK-40) using different concentrations of NaCl solution and distilled water temperatures. Salt concentration and water temperature were among the most important parameters affecting the diffusion and osmotic permeability of MK-40. The uncharged MK-40 membrane had low permeability to salt, which results in minimising energy losses. Nevertheless, the MK-40 membrane revealed that as the salt concentration of the external solution decreases, the diffusion permeability of the membrane increases. Since osmotic pressure is a linear function of solution concentration, osmotic water transfer increases linearly with increasing salt concentration. On the other hand, the temperature and flux time affected the diffusion and osmosis permeability of the membrane. For example, at a distilled water temperature of 50°C, the osmotic permeability coefficient of MK-40 was significantly higher than at 25°C.
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ABSTRACT

African leaves (Vernonia amygdalina Del.) is a nutrient-rich plant that has been widely used as a herbal plant. African leaves contain chlorophyll which identify compounds produced by a plant, such as flavonoids and phenols. Chlorophyll testing can be carried out non-destructively by using the SPAD 502 chlorophyll meter. However, it is quite expensive, so that another non-destructive method is developed, namely digital image analysis. Relationships between chlorophyll content and leaf image colour indices in the RGB, HSV, HSL, and Lab* space are examined. The objectives of this study are 1) to analyse the relationship between texture parameters of red, green, blue, grey, hue, saturation(HSL), lightness (HSL), saturation(HSV), value(HSV), L*, a*, and b* against the chlorophyll content in African leaves using a flatbed scanner (HP DeskJet 2130 Series); and 2) built a model to predict chlorophyll content in African leaves using optimised ANN through a feature selection process by using several filter methods. The best ANN topologies are 10-30-40-1 (10 input nodes, 40 nodes in hidden layer 1, 30 nodes in hidden layer 2, and 1 output node) with a trainlm on the learning function, tansig on the hidden layer, and purelin on the output layer. The selected topology produces MSE training of 0.0007 with R training 0.9981 and the lowest validation MSE of 0.012 with R validation of 0.967. With these results, it can be concluded that the ANN model can be potentially used as a model for predicting chlorophyll content in African leaves.

Keywords: African leaves, artificial neural network, chlorophyll, flatbed scanner
INTRODUCTION
African leaves (*Vernonia amygdalina*) is a medicinal plant and belongs to the Asteraceae family. African leaf is also called bitter leaf since it has a bitter smell and taste (Danladi et al., 2018). African leaf can grow to a height of more than 10 m with a stem diameter of 40 cm, and its bark will be grey to brown. The leaves are green, elliptical in shape, about 4-15 × 1-4 cm in size, 0.2-4 cm long petiole, and serrated at the edges. The cultivation of African leaves is usually carried out through stem cuttings from the parent plants that are more than one year old (Nursuhaili et al., 2019). As a medicinal plant, African leaves are widely used as an antifeedant, antischistosomal, antiplasmodial, antioxidant, anti-inflammatory, antidiabetic and anticancer drug (Oyeyemi et al., 2017). Chlorophyll is a green leafy substance in plants that absorb and convert light energy into chemical energy (Pavlovic et al., 2014). Chlorophyll absorbs light, especially red and blue, from the visible light spectrum (Luimstra et al., 2018). Green colour (around 550 nm) is not absorbed but is reflected to give chlorophyll a special colour (Rajalakshmi & Narasimhan, 2013).

The results of the previous research stated that chlorophyll content and leaf ageing levels could be used to identify the content of compounds produced by plants, including flavonoids, phenols (Abdulkadir et al., 2015), nitrogen (Cartelat et al., 2005), and can be used as a parameter for the quality of green vegetables during storage (Limantara et al., 2015). Common chlorophyll conventional testing is conducted by extracting a chlorophyll before it then measures by UV-VIS spectrophotometry. Besides that, utilising a chlorophyll meter is another method to measure chlorophyll content (Uddling et al., 2007). Chlorophyll meter measures transmitted light of the leaves at 650 nm and 940 nm then processes it, using a microprocessor, to measure the amount of chlorophyll content (Borhan et al., 2017). Even though several conventional chlorophyll testing has shown a proven result, there are several drawbacks such as being destructive, requires a lengthy process and being costly. Therefore, to overcome these issues, this research proposes another method that is non-destructive, rapid and cheaper computer vision assessment; this includes colour and texture analysis (Hendrawan et al., 2019a). Digital colour analysis for plant leaf colour has become an increasingly popular and effective method for evaluating foliar nutrition and health in response to environmental stresses (Hu et al., 2010). In this study, the computer vision approach uses a flatbed scanner for image acquisition. The machine vision method is very effective because it will not destruct the object. A flatbed scanner is considered fast, assessable on the market, cheap, and not dependent on external light conditions (Dalen, 2006). The flatbed scanner has recently been widely used for image analysis purposes, including rice classification (Dalen, 2006), leaf surface area estimation (Kaur et al., 2014), prediction of chlorophyll content in potato plants (Yadav et al., 2010), and testing the purity of rice seeds (Widiastuti et al., 2018).

Detecting green leaves in a natural environment is more difficult since the leaves are similar to the background in colour. Leaf colour is a good indicator of plant health, and it
can be used to predict the leaf’s chlorophyll. The chlorophyll can be predicted by analysing the distribution of colour components [Red (R), Green (G), Blue (B), Hue(H), Saturation (S), and Intensity (I)] of the leaf images. Texture analysis using the grey level co-occurrence matrix (GLCM) method is dominant at the grey level, The GLCM method is developed on colour images, known as the colour co-occurrence matrix (CCM) method. Based on the research of Hendrawan et al., 2019b, colour texture analysis (CCM) provides additional image characteristics above the grey level representation (GLCM). It has been proven to measure biological objects effectively. Artificial neural network (ANN) modelling with the backpropagation (BP) learning algorithm is utilised in applying this method. The BP algorithm is a simple iterative learning algorithm that works well on complex data. During the training, weights are arranged iteratively to minimise errors. Setti & Anjar, 2018. Image analysis and the ANN method have now been widely applied to identify chlorophyll. Grunenfelder et al. (2006) used colour indices to assess the chlorophyll development and greening of fresh market potatoes. Barman and Choudhury (In Press) analyse the distribution of colour to predict the chlorophyll of citrus leaf. Hassanijalilian et al. (2020) estimate chlorophyll of soybean leaves in field with smartphone digital imaging and machine learning. Mohan and Gupta (2019) predict chlorophyll content on rice and obtained more efficient results than using linear regression models Samli et al. (2014) applied ANN to predict chlorophyll concentrations a, Gupta and Pattanayak (2017) used ANN to project chlorophyll content in potato plants non-invasively, Damayanti et al. (2020) predicted chlorophyll content in cassava leaves using ANN, and also Peng and Yi (2019) which has predicted chlorophyll content in pomegranate leaves based on digital image analysis and ANN.

However, there is no research identification a chlorophyll African leave by using machine vision yet. This study aims to: 1) analyse the relationship between the texture of the feature of red, green, blue, grey, hue, saturation (HSL), lightness (HSL), saturation (HSV), value (HSV), L*, a*, and b* on the chlorophyll content of African leaves using a flatbed scanner (HP DeskJet 2130 Series); and 2) develop a model to predict chlorophyll content in African leaves using ANN which has been optimised through the feature selection process by using multiple filter methods.

MATERIAL AND METHODS

In order to process the data, Lenovo Z40-72 Laptop was utilised with AMD A10-7300 processor specifications (1.9 GHz/Turbo 3.2 GHz) and 4 GB DDR3 @ 1600 MHz memory capacity; flatbed scanner of HP DeskJet 2130 series to acquire digital image imagery; chlorophyll meter SPAD 502 with a measuring area of 2×3 mm and a maximum sample thickness of 1.2 mm for real-time measurement of chlorophyll content of leaves as comparative data; Paint Microsoft software to convert image formats to bitmap (BMP)
and to change image resolution; self-built software based on Visual Basic 6.0 (Microsoft) for image feature extraction; Waikato Environment for Knowledge Analysis (WEKA 3.8) software for the feature selection process; and Matlab R2014a software for the ANN design process. African leaves, as samples, were obtained from the Merjosari area, Lowokwaru District, Malang City, East Java, Indonesia. The difference in leaf colour texture is a parameter to determine chlorophyll content. This study’s leaf colour texture difference can be categorised into three parts: 1) the shoot, 2) the middle, and 3) the base. 3 to 4 leaves from the top and bottom of the plant were taken, while the middle leaves were taken from the leaves between the top and bottom of the plant. Twenty leaves were taken for each category, so that there are 60 African leaves were needed in this study.

The real-time measurement, using SPAD 502 chlorofilimeter, is considered for comparative study. The leaves are clipped to SPAD 502 chlorofilimeter, and the sensor will provide a chlorophyll content index (CCI) to detect chlorophyll. Simultaneously, chlorophyll measurement is done after image data acquisition by flatbed scanner HP DeskJet 2130 series. This scanner uses a CIS sensor (CMOS Image Sensor) which bring more benefits such as requires low power and voltage, gives low price and provides detail image because of its smaller pixel size (Shakeri et al., 2012). The flatbed scanner is considered assessable on the market, easy to use, stable when acquiring images and does not depend on external light conditions (Widiastuti et al., 2018) and low cost. The acquired image is saved in bitmap format. The data augmentation process was carried out on 60 images. Data augmentation is one of the processes in image processing to increase the number of samples and improve modelling performance (Shorten & Taghi, 2019). Various augmentation techniques include cutting (cropping), rotation, illumination, scaling and colouring (Okafor et al., 2018). In this study, the cutting and rotating images technique of African leaves were used. A total of 60 images that have been acquired were then divided into two parts by using Paint software with an image resolution of 300×300 pixels comprising 120 images of African leaves (Figure 1). Furthermore, the rotation process (at an angle of 0°, 90°, 180° and 270°) from 120 pictures was conducted (Figure 2), providing 480 total images.

![Figure 1. Image acquisition and augmentation process of cutting images of African leaves](image-url)
The value of the textural features of the acquired image saved in bitmap format will then be extracted. Colour texture analysis is an important method in computer vision that can be used for object recognition, surface defect detection, or pattern recognition (Armi & Shervan, 2019). The results of texture feature extraction are entropy, energy, contrast, homogeneity, sum mean, variance, correlation, maximum probability, inverse difference moment and cluster tendency on each colour-space which includes red, green, blue, grey, hue, saturation (HSL), lightness (HSL), saturation (HSV), value (HSV), L*, a* and b* (Hendrawan et al., 2018). The ten texture features used in this study are based on Harlick (Haralick et al., 1973) texture Equations 1-10 (Hendrawan & Haruhiko, 2009):

- **Entropy** = \(-\sum_{i}^{M} \sum_{j}^{N} P[i,j] \log P[i,j]\) \hspace{1cm} (1)
- **Energy** = \(\sum_{i}^{M} \sum_{j}^{N} P^2[i,j]\) \hspace{1cm} (2)
- **Contrast** = \(\sum_{i}^{M} \sum_{j}^{N} (i - j)^2 P[i,j]\) \hspace{1cm} (3)
- **Homogeneity** = \(\sum_{i}^{M} \sum_{j}^{N} \frac{P[i,j]}{1 + |i-j|}\) \hspace{1cm} (4)
- **Sum Mean** = \(\frac{1}{2} \sum_{i}^{M} \sum_{j}^{N} (iP[i,j] + jP[i,j])\) \hspace{1cm} (5)
- **Variance** = \(\frac{1}{2} \sum_{i}^{M} \sum_{j}^{N} ((i - \mu)^2 P[i,j] + (j - \mu)^2 P[i,j]\) \hspace{1cm} (6)
- **Correlation** = \(\sum_{i}^{M} \sum_{j}^{N} \frac{(i - \mu)(j - \mu)P[i,j]}{\sigma^2}\) \hspace{1cm} (7)
- **Inverse Difference Moment** = \(\sum_{i}^{M} \sum_{j}^{N} \frac{P[i,j]}{|i-j|^k}\) \hspace{1cm} \(i \neq j\) \hspace{1cm} (8)
- **Cluster Tendency** = \(\sum_{i}^{M} \sum_{j}^{N} (i + j - 2\mu)^k P[i,j]\) \hspace{1cm} (9)
- **Maximum Probability** = \(\max_{i,j} P[i,j]\) \hspace{1cm} (10)

Where: \(P[i,j]\) is the element of \((i, j)\) normalised co-occurrence matrix, \(\mu\) and \(\sigma\) are mean and the standard deviation of pixel elements are as in Equations 11-13:
Where: $N_{(i,j)}$ is the amount calculated in the image with the pixel intensity $i$ followed by the pixel intensity $j$ at a displacement of one pixel to the left, and $M$ is the total number of pixels.

The definition of texture features (Hendrawan et al., 2019b) are as follows: entropy measures the randomness of the grey level distribution; energy measures the number of repeated pairs or measures the level of texture uniformity; contrast measures the local contrast in the image; homogeneity measures the local homogeneity of a pixel pair; sum mean calculates the average grey level of a colour image; variance shows the distribution of the grey level distribution; correlation shows the correlation between two pixels in a pixel pair; different inverse moment shows the refinement of the image; cluster tendency measures the grouping of images that has similar grey levels, and maximum probability is the result of the most dominant pixel pair in the image.

From the feature extraction process, 120 texture features were obtained consisting of 10 texture features for red, green, blue, grey, hue, saturation (HSL), saturation (HSV), value, lightness, L*, a* and b* then sorted from 1 to 120 orderly. Next, feature selection (a preprocessing image data) using WEKA 3.8 to select ANN input. These methods will delete outliers and chose highly important data features to fit the requirement of the learning function (Garner, 1995). In this research, feature selection uses the filter method consisting of Chi-Squared Attribute Evaluator, Correlation Attribute Evaluator, ReliefF Attribute Evaluator and Gain Attribute Evaluator. Feature selection is considered an effective and efficient procedure for optimising data mining and machine learning. The purpose of feature selection is to reduce irrelevant, redundant, and noise features to get better learning performance, produce higher accuracy and produce a simpler model (Wang et al., 2016). The method does not rely on learning algorithms and data characteristics, and this is not affected by other features but solely based on rank (Li et al., 2017). The output from feature selection was then used as ANN input to produce the model.

Network topology was the design, and the lowest mean square error (MSE) validation data was set. Four hundred eighty digital images were divided into 75% (360 images) and 25% (120 images) for training data and validation data, respectively, to prevent overfitting (Xu & Royston, 2018). Input data, taken from feature selection, were then modelled using ANN (Matlab R2014a) to predict the chlorophyll content of African leaves. However, after feature selection performing another preprocessing data, in this case, was normalisation, is important to standardise the data scale. The input and output data were switched on a scale of -1 to +1 to avoid a significant weight change during the ANN training process.
Sensitivity analysis was carried out by using variations of the learning rate, momentum, the number of nodes on the hidden layer and the number of hidden layers. This study used 10 types of learning functions to obtain a suitable learning function to predict the chlorophyll content of African leaves.

RESULTS AND DISCUSSION

Based on the measurement of chlorophyll content, the difference of each leaf colour texture reflected its chlorophyll content (Figure 3). Chlorophyll content contributed to the greenish level of the leaf, meaning that the denser the green colour, the more chlorophyll on the leaf. On the contrary, pale green or yellowish-green leaves expressed low chlorophyll content. Therefore, this parameter was important to measure chlorophyll content using computer vision (Barman et al., 2018). Based on Figure 4, it can be seen that the increase chlorophyll content follows the increase of difference in leaf colour. The average chlorophyll content in (1) leaves’ shoot was 41.2 CCI; (2) the middle part of the leaves was 46.3 CCI; and (3) leaves’ base was 51.2 CCI. Therefore, the insignificant green colour difference on African leaves was equated to the low level of chlorophyll interval. According to Pavlovic et al. (2014), changes in chlorophyll content can be influenced by several factors, including physiological, morphological (age and position of leaves) and abiotic (temperature, relative humidity, and light quality) factors.

![Figure 3. The results of image acquisition of African leaf images: (a) the shoot, (b) the middle, (c) the base](image)

![Figure 4. Graph of the relationship between chlorophyll content and leaf colour texture category](image)
The augmented image data was then proceeded to feature extraction, and the results were 120 textural features. However, only selected textural features with the filter method proposed a fast, efficient and non-dependent learning algorithm to predict chlorophyll content in African leaves (Kumar & Rama, 2014; Mendoza et al., 2018). This study utilised the filter method based on four evaluation attributes: chi-squared attribute evaluator, correlation attribute evaluator, ReliefF attribute evaluator, and gains attribute evaluator. The top 10 best feature for each evaluation attribute was chosen. Table 1 shows the feature selection for each evaluation attribute used. Table 1 illustrates b* \(_{\text{Lab}}\) Energy with the evaluation attribute ReliefF has a strong correlation to chlorophyll content in African leaves with weight accounting for 0.3431. After obtaining the weight and ranking for each feature, the features selected in Table 1 were modelled using ANN using the trial and error method to define the best combination of features-subset which later for chlorophyll prediction; the lowest validation MSE was also considered as a robust model. Trial and error on ANN modelling on preliminary research generated the best ANN topology, consisting of 30 nodes on the first hidden layer, 40 nodes on the second hidden layer, with the learning function of trainlm, tansig activation function in each hidden layer, and purelin on the output layer; learning rate 0.1; and momentum 0.5 (Hendrawan et al., 2019c). Table 2 shows that the entire 120 texture features configuration created higher validation MSE compare with feature selection. Compare with three other evaluation attribute (Table 2), ReliefF produces the lowest validation MSE using 10 ANN input was 0.0025. The highest validation MSE is in the evaluation attribute Gain Ratio with 2 ANN input was 0.7469. Therefore, feature selection was important to optimise the performance of the ANN model. Based on these results, 10 textural features in the evaluation attribute ReliefF were used as input of ANN modelling to predict chlorophyll content in African leaves. Moreover, ReliefF gives more benefits such as dealing with nominal or continuous features, handling lost data and tolerating noise (Mendoza et al., 2018).

From the trial and error results on the feature selection process (Table 2), we obtain the best combination of 10 textural features that have a high correlation against the chlorophyll content of African leaves. The ten textural features include b* energy, b* correlation, b* entropy, saturation\(_{\text{HSV}}\) sum mean, saturation \(_{\text{HSL}}\) sum mean, blue sum mean, sum mean hue, maximum hue probability, correlation hue, and red correlation. Figure 5a shows the relationship of chlorophyll content to b* energy. The results stated that the value of b* energy decrease with the increase in chlorophyll content. Another thing, the low b* energy value indicated that the uniformity of texture on African leaves was also low. Figure 5a also tells that the value of b* energy has a negative correlation with a determination coefficient of 0.0297. As for the relationship of chlorophyll content to the b* correlation (Figure 5b), b* correlation increase with the increase of chlorophyll content, the increase of b* correlation showed that the correlation among pixels on African leaves was high.
Table 1
Result of feature selection using the filter method

<table>
<thead>
<tr>
<th>No.</th>
<th>Attribute Evaluator</th>
<th>Search Method</th>
<th>Textural features</th>
<th>Weight</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Chi-Squared</td>
<td>Ranker</td>
<td>b* Energy</td>
<td>1568.4034</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b* Entropy</td>
<td>1040.8304</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b* Correlation</td>
<td>1004.3086</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Saturation_{HSV} Energy</td>
<td>558.246</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hue Energy</td>
<td>496.8733</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hue Entropy</td>
<td>476.624</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a* Entropy</td>
<td>388.9211</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a* Energy</td>
<td>373.5219</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Saturation_{HSV} Sum Mean</td>
<td>373.3694</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a* Maximum Probability</td>
<td>354.2468</td>
<td>10</td>
</tr>
<tr>
<td>2.</td>
<td>Correlation</td>
<td>Ranker</td>
<td>b* Energy</td>
<td>0.1554</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b* Entropy</td>
<td>0.1187</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hue Entropy</td>
<td>0.0881</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b* Inverse</td>
<td>0.0862</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Saturation_{HSV} Sum Mean</td>
<td>0.0857</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hue Energy</td>
<td>0.0827</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b* Correlation</td>
<td>0.0822</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>a* Maximum Probability</td>
<td>0.0777</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Red Entropy</td>
<td>0.0762</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Red Maximum Probability</td>
<td>0.076</td>
<td>10</td>
</tr>
<tr>
<td>3.</td>
<td>ReliefF Attribute</td>
<td>Ranker</td>
<td>b* Energy</td>
<td>0.3431</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Evaluator</td>
<td></td>
<td>b* Correlation</td>
<td>0.2717</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b* Entropy</td>
<td>0.2643</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Saturation_{HSV} Sum Mean</td>
<td>0.2543</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Saturation_{HSL} Sum Mean</td>
<td>0.2205</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Blue Sum Mean</td>
<td>0.211</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hue Sum Mean</td>
<td>0.2055</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Maximum hue probability</td>
<td>0.205</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hue Correlation</td>
<td>0.2026</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Red Correlation</td>
<td>0.2007</td>
<td>10</td>
</tr>
<tr>
<td>4.</td>
<td>Gain Ratio Attribute</td>
<td>Ranker</td>
<td>b* Energy</td>
<td>0.4125</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Evaluator</td>
<td></td>
<td>b* Entropy</td>
<td>0.319</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b* Correlation</td>
<td>0.2209</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hue Entropy</td>
<td>0.1669</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Saturation_{HSV} Sum Mean</td>
<td>0.1604</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Blue Maximum Probability</td>
<td>0.1571</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>b* Inverse</td>
<td>0.1559</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hue Energy</td>
<td>0.1534</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Red Maximum Probability</td>
<td>0.1483</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Saturation_{HSV} Energy</td>
<td>0.1453</td>
<td>10</td>
</tr>
<tr>
<td>No.</td>
<td>Attribute Evaluator</td>
<td>Search Method</td>
<td>Input</td>
<td>MSE training</td>
<td>MSE validation</td>
</tr>
<tr>
<td>-----</td>
<td>-------------------------------</td>
<td>----------------</td>
<td>-----------------------------</td>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td>1.</td>
<td>-</td>
<td>-</td>
<td>All features (120 inputs)</td>
<td>0.0094</td>
<td>0.5193</td>
</tr>
<tr>
<td>2.</td>
<td>Chi-Squared Attribute Evaluator</td>
<td>Ranker</td>
<td>Feature rank 1-2</td>
<td>0.0097</td>
<td>0.7465</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-3</td>
<td>0.0097</td>
<td>0.0818</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-4</td>
<td>0.0093</td>
<td>0.0174</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-5</td>
<td>0.0089</td>
<td>0.0136</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-6</td>
<td>0.0063</td>
<td>0.0121</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-7</td>
<td>0.0098</td>
<td>0.0149</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-8</td>
<td>0.0058</td>
<td>0.0117</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-9</td>
<td>0.0060</td>
<td>0.0076</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-10</td>
<td>0.0033</td>
<td>0.0046</td>
</tr>
<tr>
<td>3.</td>
<td>Correlation Attribute Evaluator</td>
<td>Ranker</td>
<td>Feature rank 1-2</td>
<td>0.0097</td>
<td>0.7465</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-3</td>
<td>0.0098</td>
<td>0.0063</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-4</td>
<td>0.0099</td>
<td>0.1236</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-5</td>
<td>0.0090</td>
<td>0.0254</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-6</td>
<td>0.0066</td>
<td>0.0237</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-7</td>
<td>0.0055</td>
<td>0.0249</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-8</td>
<td>0.0090</td>
<td>0.0165</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-9</td>
<td>0.0094</td>
<td>0.0166</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-10</td>
<td>0.0092</td>
<td>0.0166</td>
</tr>
<tr>
<td>4.</td>
<td>ReliefF Attribute Evaluator</td>
<td>Ranker</td>
<td>Feature rank 1-2</td>
<td>0.0099</td>
<td>0.1755</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-3</td>
<td>0.0098</td>
<td>0.0624</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-4</td>
<td>0.0090</td>
<td>0.0172</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-5</td>
<td>0.0081</td>
<td>0.0159</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-6</td>
<td>0.0099</td>
<td>0.0125</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-7</td>
<td>0.0016</td>
<td>0.0026</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-8</td>
<td>0.0083</td>
<td>0.0092</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-9</td>
<td>0.0099</td>
<td>0.0108</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-10</td>
<td>0.0015</td>
<td>0.0025</td>
</tr>
<tr>
<td>5.</td>
<td>Gain Ratio Attribute Evaluator</td>
<td>Ranker</td>
<td>Feature rank 1-2</td>
<td>0.0097</td>
<td>0.7469</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-3</td>
<td>0.0097</td>
<td>0.0818</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-4</td>
<td>0.0099</td>
<td>0.0217</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-5</td>
<td>0.0091</td>
<td>0.0160</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-6</td>
<td>0.0064</td>
<td>0.0099</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-7</td>
<td>0.0088</td>
<td>0.0225</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-8</td>
<td>0.0077</td>
<td>0.0211</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-9</td>
<td>0.0092</td>
<td>0.0265</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Feature rank 1-10</td>
<td>0.0069</td>
<td>0.0220</td>
</tr>
</tbody>
</table>
Moreover, b* correlation has a positive correlation with a coefficient of determination of 0.1593. When it comes to the relationship between b* entropy and chlorophyll (Figure 5c), b* entropy increases with the increase of chlorophyll content. The higher b* entropy value indicated that the roughness of the texture of the African leaves was high. From Figure 5c, it can also be seen that b* entropy has a positive correlation with a determination coefficient of 0.0332.

In Figure 5d, it can be seen that the relationship of chlorophyll content to sum mean saturation (HSV). The results showed that the sum mean saturation (HSV) decrease with the increased chlorophyll content, the decreasing sum mean saturation (HSV) shows that the level of grey saturation (HSV) in African leaves was low. From Figure 5d, it can also be seen that sum mean saturation (HSV) has a negative correlation with a determination coefficient of 0.3449.

In Figure 5e, it can be seen the relationship of chlorophyll content to sum mean saturation (HSL). The results showed that the sum mean saturation (HSL) decreased with the increase in chlorophyll content. The decreasing sum mean saturation (HSL) indicates that the saturation (HSL) of the grey level of African leaves is low. From Figure 5e, it can also be seen that sum mean saturation (HSL) has a negative correlation with a determination coefficient of 0.3376.

In Figure 5f, it can be seen the relationship of chlorophyll content to blue sum mean. The results showed that the value of the sum mean blue decreased with the increase in chlorophyll content. Decreasing the blue (RGB) sum mean indicates that the level of blue in African leaves is low. From Figure 5f, it can also be seen that the blue sum mean has a negative correlation with a determination coefficient of 0.208.

Figure 5g, it can be seen the relationship of chlorophyll content to hue sum mean. The results showed that the hue sum mean value decrease with the increase in chlorophyll content. The decrease of the hue sum mean showed that the grey level of hue on African leaves is low. From Figure 5g, it can also be seen that the hue sum mean has a negative correlation with a determination coefficient of 0.0557.

In Figure 5h, it can be seen the relationship of chlorophyll content to the maximum hue probability. The results show that the maximum hue probability value decreases with the increase in chlorophyll content. The decrease of maximum hue probability value indicated that the dominant hue pixel pair is getting lower or irregular on African leaves. In Figure 5h, it can also be seen that the maximum hue probability has a negative correlation with a coefficient of determination of 0.1022. In Figure 5i, it can be seen the relationship of chlorophyll content to hue correlation. The results showed that the value of hue correlation increased with the increase in chlorophyll content. The increase of hue correlation showed that the correlation between hue on African leaves was high. From Figure 5i, it can also be seen that the hue correlation has a positive correlation with a determination coefficient of 0.1648.
In Figure 5j, it can be seen the relationship of chlorophyll content to red correlation. The results showed that the red correlation value increase with the increase in chlorophyll content. The increasing red correlation value showed that the correlation between red on African leaves was high. Hendrawan and Murase (2009) have stated that during the photosynthesis process, plants absorb red wavelengths to reflect more green wavelengths.

![Figure 5a](image1.png)

**Figure 5a.** The relationship between chlorophyll content on the 10 best textural features: (a) b* energy, (b) b* correlation, and (c) b* entropy.
Figure 5. (continue) The relationship between chlorophyll content on the 10 best textural features: (d) saturation (HSV) sum mean and (e) saturation (HSL) sum mean, (f) blue sum mean, and (g) hue sum mean.
Thus, the more red is absorbed, the higher the green colour is formed. From Figure 5j, it can also be seen that the red correlation has a positive correlation with a determination coefficient of 0.1251. Based on the linearity of the relationship between chlorophyll content on textural features, the resulting coefficient of determination is low.
In Table 3, it can be seen that the trial and error results on the learning function. Table 3 shows that trainlm (Lavenberg-Marquardt) is more accurate than other learning functions with the smallest MSE validation, which was 0.0032, and the largest validation R was 0.9925. Trainlm updates weights and biases based on Jacobian Matrix calculations. Trainlm is a simpler and more efficient learning function because the solution to matrix equations is a built-in function. The next sensitivity analysis process is the selection of activation function.

<table>
<thead>
<tr>
<th>No.</th>
<th>Learning Function</th>
<th>R Training</th>
<th>R Validation</th>
<th>MSE Training</th>
<th>MSE Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Traincgb (Conjugate Gradient BP with Powell – Beale Restart)</td>
<td>0.9719</td>
<td>0.9716</td>
<td>0.0096</td>
<td>0.0099</td>
</tr>
<tr>
<td>2</td>
<td>Traincgf (Conjugate BP with Fletcher Reeves Update)</td>
<td>0.9711</td>
<td>0.9704</td>
<td>0.0099</td>
<td>0.0103</td>
</tr>
<tr>
<td>3</td>
<td>Traincgp (Conjugate Gradient BP with Polak Ribiere Update)</td>
<td>0.9709</td>
<td>0.9706</td>
<td>0.0100</td>
<td>0.0103</td>
</tr>
<tr>
<td>4</td>
<td>Traingd (Gradient Descent BP)</td>
<td>0.9794</td>
<td>0.9781</td>
<td>0.0100</td>
<td>0.0114</td>
</tr>
<tr>
<td>5</td>
<td>Traingda (Gradient Descent with Adaptive Learning Rate BP)</td>
<td>0.9708</td>
<td>0.9699</td>
<td>0.0100</td>
<td>0.0106</td>
</tr>
<tr>
<td>6</td>
<td>Traingdm (Gradient Descent with momentum Adaptive Learning)</td>
<td>0.9709</td>
<td>0.9702</td>
<td>0.0100</td>
<td>0.0103</td>
</tr>
<tr>
<td>7</td>
<td>Traingdx (Gradient Descent with Momentum Adaptive Learning)</td>
<td>0.9707</td>
<td>0.9698</td>
<td>0.0100</td>
<td>0.0105</td>
</tr>
<tr>
<td>8</td>
<td><strong>Trainlm (Lavenberg Marquardt BP)</strong></td>
<td><strong>0.9934</strong></td>
<td><strong>0.9925</strong></td>
<td><strong>0.0034</strong></td>
<td><strong>0.0032</strong></td>
</tr>
<tr>
<td>9</td>
<td>Trainoss (One Step Secant BP)</td>
<td>0.9708</td>
<td>0.9700</td>
<td>0.0100</td>
<td>0.0104</td>
</tr>
<tr>
<td>10</td>
<td>Trainrp (Resilient BP)</td>
<td>0.9712</td>
<td>0.9672</td>
<td>0.0098</td>
<td>0.0113</td>
</tr>
<tr>
<td>11</td>
<td>Trainscg (Scaled Conjugate Gradient BP)</td>
<td>0.9708</td>
<td>0.9708</td>
<td>0.0100</td>
<td>0.0101</td>
</tr>
</tbody>
</table>

The activation function is a function used to determine the output based on the input. In the ANN-BP algorithm, three common activation functions are the purelin function (linear), logsig (binary sigmoid) function, and tansig (bipolar sigmoid) function. Thus, the activation function can significantly improve the performance of ANN modelling. In trial and error, the activation function is randomly paired to obtain the lowest validation MSE.

In Table 4, the selection of activation function can be known by learning function using trainlm. Common activation functions were tansig and logsig for the hidden layer and purelin for the output layer. Moreover, this statement is in line with the result of the research, where tansig and purelin was chosen for hidden layers and output layer, respectively. It provided the lowest validation MSE (0.0032) and the highest validation R (0.9925). A study from Jaber et al. (2019) stated that the configuration of tansig and purelin resulted in the decrease of MSE training and validation equates with the increase
in epoch with the best performance on epoch 2487, which resulted in R training of 0.9995 and R validation of 0.99994.

The determination of the best ANN topology is determined by a combination of input variables, output variables, learning functions, activation functions, learning rate, momentum, number of the hidden layer and nodes in the hidden layer, which is appropriate so that it produces low MSE values and high determination coefficient (Jaber et al., 2019). However, a standard method has not been found to produce the best combination for each study by now. Therefore, to get the best topology, it is necessary to do trial and error on a certain subject (Kato et al., 2015). The results of trial and error to predict chlorophyll content in African leaves can be seen in Table 5. Table 5 shows the best topology results comprising 10-40-30-1 (10 input variables, 40 nodes on hidden layer 1, 30 nodes in

<table>
<thead>
<tr>
<th>Table 4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trial and error to determine activation function</strong></td>
</tr>
<tr>
<td>Learning function</td>
</tr>
<tr>
<td>Trainlm</td>
</tr>
<tr>
<td>Logsig</td>
</tr>
<tr>
<td>Logsig</td>
</tr>
<tr>
<td>Logsig</td>
</tr>
<tr>
<td>Logsig</td>
</tr>
<tr>
<td>Logsig</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trial and error to determine learning rate and momentum</strong></td>
</tr>
<tr>
<td>Learning Rate</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>0.1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
the hidden layer 2, and 1 variable output, which resulted in the lowest validation MSE compared to other topology designs. Therefore, the best ANN topology model is used to predict chlorophyll content in African leaves. The lowest validation MSE is 0.0012, with an R of 0.9967, meaning that the correlation reaches 99.67% between the input and output variables. The results also showed that two hidden layers topology provided higher accuracy than one hidden layer.

Figure 6 presents a graph of the relationship between epoch and MSE in the training process to predict chlorophyll content in African leaves. The graph shows the learning process during training from the best topology was 10-40-30-1. The maximum number of iterations used was 10000 with an MSE goal was 0.01, where learning will stop when reaching either the 10000th iteration or 0.01 of the MSE goal. The convergent learning process in the 8\textsuperscript{th} iteration with the resulting MSE training value of 0.00068112. It shows that learning reaches the MSE goal in the 8th iteration within 4 seconds. According to Damayanti et al. (2020), a good learning process decreased the MSE but iterations, so the learning graph will show a decrease in linear lines. Determination of epoch and goals based on previous research (Hendrawan et al., 2019c) stated that validated MSE with the goal of 0.01 was considerably accurate for predicting objective functions. Nevertheless, extremely low MSE can cause overfitting.

In Figure 7a, the blue line shows the regression plot of the training data simulation result. In contrast, the blue line in Figure 7b shows the regression plot of the validation data simulation result. Figure 7b shows the regression plot of the simulation results of the validation data. The two graphs show the distribution of data close to the linear fit line, which shows the accuracy of prediction as they are closer to the actual value; the closer the R-value, the more robust the correlation. For example, in Figure 7a, the R was 0.99806, which means a correlation of 99.806%. In Figure 7b, the correlation coefficient is 0.99671, which means a correlation of 99.671%. According to Schober et al. (2018), there were several R criteria: 0.00 to 0.10 can be ignored, 0.10 to 0.39 was weak, 0.40 to 0.69 was moderate, 0.70-0.89 was strong, and 0.90-1.00 was robust. Therefore, the research results showed a robust correlation between textural features (input) and chlorophyll content (output). Figure 8 shows the best topology results with the lowest validation MSE to predict chlorophyll content in African leaves.
Training: $R = 0.99806$

Output $\approx 1 \times \text{Target} + 0.0016$

Figure 7. Simulation results of regression plots: (a) data training; (b) data validation

Output vs. Targets, $R = 0.99671$

Output $Y$, Linear Fit: $Y = (1)T + (-0.15)$

Figure 8. ANN-BP structure to predict chlorophyll content in African leaves
CONCLUSION

The best combination of 10 textural features input in ANN modelling to predict chlorophyll content in African leaves, among others, b* energy, b* correlation, b* entropy, saturation (HSV) sum mean, saturation (HSL) sum mean, blue sum mean, hue sum mean, maximum hue probability, hue correlation, and red correlation. Those ten textural features were obtained from selecting 120 textural features using feature selection with filter method ReliefF. Based on the research results, the best ANN topology was 10-40-30-1 (10 input layers, 40 nodes in hidden layer 1, 30 nodes in hidden layer 2, and 1 output layer). The selected learning function was trainlm, while the best activation function uses tansig in the hidden layer and purelin in the output layer. The selected ANN topology produced low MSE training of 0.0007 with R training of 0.9981, and the lowest validation MSE was 0.0012 with R validation of 0.9967. From these results, it can be concluded that there was a robust correlation of 99.67% between textural features (input) and chlorophyll content (output). Therefore, the topology can be potentially used as a model for predicting chlorophyll content in African leaves.
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ABSTRACT

The study aimed to determine the breaking strength and elongation of polyamide monofilament 0.44 mm in dry condition after treating with open and close storage. This study was an experimental study that refers to SNI ISO 1805: 2010 method. Data collection was done in the dry condition with two yarn samples from different treatments and one sample as a control. Each treatment was done 10 times of repetition. The test material was collected in one mesh. Then the locking distance was adjusted with the mesh size. The breaking strength and elongation score were tested using an autograph. The study found the breaking strength on polyamide nets stored closely was higher than open storage samples. On the other, the elongation value on monofilament polyamide nets stored closely was lower than open storage samples. There was an effect on different storage methods against polyamide breaking strength (sig 0.00), which was lower than α (0.05). Different storage methods also affected the elongation score of polyamides (sig 0.00) < α (0.05). In conclusion, there was an effect on different storage methods, open or close storage, against breaking and elongation strength of polyamide monofilament 0.4 mm.

Keywords: Breaking strength, elongation, fish, gill net, polyamide, synthetic fibre

INTRODUCTION

There are two types of fishing gear based on basic materials, such as natural and synthetic fibre. Natural fibre is made up of natural material without any chemical process or transformation. Natural fibre can be obtained from plants or animals bodies—however,
synthetic fibre is obtained from the polymerisation process of monomers. Natural fibres are not being used as the primary material of fishing gear due to low material durability. Therefore, synthetic fibre is more commonly used to make fishing gear compared to natural fibre. Synthetic is a scientific and technical term for a chemical process, such as chemical elements that have been combined and strengthened by the factory with new properties (Puspito, 2009). Synthetics fibres are essential substances like phenol, benzene, acetylene, prussic acid, and chlorine. Basic materials that make up artificial fibre are known as synthetic fibre (Ardidja, 2010).

The durability of synthetic yarn is seen from its breaking strength and elongation score. Yarn breaking strength and elongation score are the value of yarn synthetic durability against the tensile force (Klust, 1987). Breaking strength is tested by a machine with different capabilities against the maximum load that can be borne (Ramos, 1999). Elongation is the elasticity value of synthetic yarn. Therefore, the breaking strength and elongation score is an important part that needs to be considered. If the value of breaking strength is high and has low elongation, it can increase material effectivity (Sari et al., 2017). A synthetic fibre made from chemicals to be the primary material of fishing gear commonly used by fishermen is polyamide, polyethylene, and polyvinyl chloride. Those materials are from plastics type low-density polyethylene (LDPE) (Mainnah et al., 2016).

One of the fishing gear made from polyamide as the primary material is a gill net. A gillnet is a rectangular fishing gear made from polyamide monofilament or multifilament with the same mesh size. A gillnet is a type of gilled gear because fish mostly catch on the gill cover as its way of passing through the net (Brant, 1984). A gillnet is installed vertically against the water surface and block the direction of fish movement (Making et al., 2014). Fishing nets are a passive catching tool (Nurdin, 2009) with a completed buoy, ballast, head, and under the rope or without under rope to block fish direction movement to be cached to the net (Fachrudin, 2012). Polyamide or nylon material is chosen as the basic material of the gill net due to its characteristic that fits like a basic material of the gill net (Rahmadhani et al., 2017).

Gillnet can be used or operated by big boat fishermen or on an industrial scale and small boat/traditional fishers. Drop net or setting step is done in a few hours in accordance with the fishermen that operate it (Sulaeman, 2008). The installation step of the net is started by the drop of marker buoy tied up with slingshot. The piece drops one by one until the net is entirely spread and soaked for a few hours. The next step is a net withdrawal that starts from the marker buoy, pulled using a roller. When the net is withdrawn, the catch is taken (Putra, 2007). Traditional fishers with their small boat in Tambaklorok, Semarang City, have different habits in storing the fishing gear, either open or closed storage. Open storage is a way of keeping the habit of fishers that store the gill net on the boat without being covered, where close storage is when the gill net is stored on the boat that is covered by cloth and tarpaulin.
The improvement in the use of synthetic yarn still has a weakness. Synthetic fibres can experience a quality decline due to environmental factors such as ultraviolet (UV) light exposure. UV affected the value of fibre synthetic breaking strength (Al-Oufi et al., 2003). Furthermore, direct and continuous sunlight exposure can cause weathering. Weathering can modify and ruin the structure of polymer molecules, which finally caused the loss of the strength and extensibility, durability, and general performance of polyamide yarn (Thomas & Hridayanathan, 2006). Based on the weakness of synthetic yarn, it is necessary to test the polyamide yarn on the gill net, which is stored in a different place to find a suitable gill net storage method and make the gill net last longer. Synthetic materials have been rapidly developed in the fishing industry and able to make the industry smoother. The improvement of the use of synthetic fibre is currently being considered because of its characteristic that it is difficult to be rot, which affects the environment (Kim et al., 2016). Therefore, the present study aimed to determine the breaking strength and elongation of polyamide monofilament 0.44 mm in dry condition after treating with open and close storage.

MATERIALS AND METHODS

Materials

Materials used in the study were net samples obtained from fishers that used polyamide gill net 0.4 mm and 6 months of service life. Samples were collected from different storage treatments on a different boat, kept closed (using a tarpaulin) and kept openly (Figure 1). Sampling was conducted in Tambaklorok Village, North Semarang District, Semarang City, Central Java. Tambaklorok gill net fishers have been an arrest operation for 6 to 7 hours per day and off on Friday. Gillnet used a basic gill net that usually changed after 1 to 2 years and repaired every day off or when severe damage was found in the gill net. In addition, mesh samples were taken from the net body, which was still good or not yet damaged.

Figure 1. Net sample
Experimental Design

The experimental design was a method used in this study and to know the effect of different storage methods on the durability of the gill net. The study was conducted by finding samples in accordance with the original conditions of the object of research. The field survey was done to find gill net that is being stored differently. Samples were chosen based on the difference between open and closed storage, with several variables that must be equated. In addition, variables must be correlated, such as gillnet, service life, usage time, mesh size, and net diameter. Sample test results were compared with test results of unused nets as control (deemed according to the standard) to see the differences in test results.

The test of the samples was done in the quality control room PT ARIDA. The materials used were net samples obtained from fishers using polyamide material of gill net 0.4 mm, have the same operational life from different storage treatments on the boat, namely closed storage (using a tarpaulin) and open storage. The test was done in the dry condition against net samples from three groups, including the control group (untreated net), net samples being treated with open storage (open storage group), and net samples with closed storage (closed storage group). There were 10 repetitions of each group according to SNI ISO 1805:2010, at least 10 times valid repetitions against each sample test that must be done (Indonesia National Standard, 2010). The following process was materials tested obtained from one mesh of each test. Breaking strength and elongation were tested using a breaking strength machine and Trapezium II application.

Data Analysis

The hypothesis of the study was:

1. Breaking strength
   \( H_0 \): no effect found in different treatments against yarn breaking strength.
   \( H_1 \): different treatments affected yarn breaking strength.

2. Elongation
   \( H_0 \): no effect found in different treatments against yarn elongation.
   \( H_1 \): different treatments affected yarn elongation.

The data analysis was done to know the effect of different treatments against breaking strength and elongation of polyamide yarn by Kruskal-Wallis of the non-parametric test (because data results do not spread normally). The process of data analysis was done using SPSS Software with the following decision-making rules:

- Know the effect of treatments on breaking strength and elongation (Kruskal-Wallis test) with a probability of 0.05.
  Asymp. Value sig>0.05, then Ho was accepted.
  Asymp. Value sig<0.05, then Ho was rejected.
• Know the comparison between factors (Mann-Whitney test) with a probability of 0.05.
  Asymp. Value sig>0.05, then Ho was accepted.
  Asymp. Value sig<0.05, then Ho was rejected.

RESULTS AND DISCUSSION

General View of the Sample Collection Location

Sample collection was done in Tambaklorok Village, North Semarang District, Semarang City, Central Java. Mostly, the profession of the population were fishermen. The fishing gear used by Tambaklorok fishermen were varied; one of those was gill net fishing gear. Tambaklorok fishers stored their gill net by covering it with tarpaulin and tied it not to be stolen and damaged. Some fishermen who use the gill net almost every day usually store it openly to reduce their time to open or close the cover after being used. The fishermen did not consider the effect of the storage method on net durability. The fishermen only consider its age and level of damage or replace or repair the fishing gear.

The Autograph Machine Test Results

Autograph machine output showed a time graph; therefore, it can be seen whether the net breaks at a standard time or not and at what range of tensile strength values caused the net to break.

Figure 2 showed the new nets in 10 times test would break at strength 5-6 Kgf in 20-23 seconds. The unused nets showed

![Figure 2](image)

*Figure 2. Graph of autograph machine test results: (a) Graph of unused nets test results; (b) Closed storage net test result graph; (c) Graph of open storage net test results*
good resistance. Figure 3 showed that the gill net stored closely on 10 times test would break at strength 4-5 Kgf in less than 20 seconds. The breaking strength of this group was lower than the control group. Figure 3 showed that net in open storage after 10 times test would break at strength 3-4 Kgf in less than 20 seconds. Based on Figure 4, the graph declined after breaking due to the durability reduction of the net stored openly. Thus, the open storage method of nets showed lower durability compare to nets that stored closely.

**Breaking Strength of Nets in Different Storage.** The breaking strength test was done by giving a load to the net until the net breaks so that the maximum load received by the net can be seen. The breaking strength test was done in 3 groups (Figure 3). The unused nets as control were compared with treated nets, whether open storage treatment or closed storage. The test was done according to the National Standard of Indonesia (NSI), and the results were shown in Table 1.

Table 1  
**Breaking strength test results**

<table>
<thead>
<tr>
<th>No</th>
<th>Unused nets (Kgf)</th>
<th>Open storage (Kgf)</th>
<th>Closed storage (Kgf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.09</td>
<td>3.15</td>
<td>4.54</td>
</tr>
<tr>
<td>2</td>
<td>5.25</td>
<td>3.49</td>
<td>4.72</td>
</tr>
<tr>
<td>3</td>
<td>5.34</td>
<td>3.63</td>
<td>4.77</td>
</tr>
<tr>
<td>4</td>
<td>5.55</td>
<td>3.96</td>
<td>4.81</td>
</tr>
<tr>
<td>5</td>
<td>5.6</td>
<td>4.04</td>
<td>4.82</td>
</tr>
<tr>
<td>6</td>
<td>5.83</td>
<td>4.6</td>
<td>4.85</td>
</tr>
<tr>
<td>7</td>
<td>5.86</td>
<td>4.64</td>
<td>4.86</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>4.78</td>
<td>4.91</td>
</tr>
<tr>
<td>9</td>
<td>6.01</td>
<td>4.91</td>
<td>5.13</td>
</tr>
<tr>
<td>10</td>
<td>6.16</td>
<td>4.93</td>
<td>5.31</td>
</tr>
<tr>
<td>Average</td>
<td>5.67</td>
<td>4.21</td>
<td>4.87</td>
</tr>
</tbody>
</table>

Kgf = Kilogram Force
Breaking strength value declined after the nets being used (Figure 3). The decline of its breaking strength is caused by many factors, such as net material quality or usage factor. Quality factor influenced by material quality used to make the net because each net has a different structure. Usage factor was a factor that affects net breaking strength after being used. Immersion nets also influenced the decline of nets breaking strength.

**Elongation of Nets in Different Storage.** Elongation nets test was done in 3 groups as the groups in breaking strength test. Unused nets was a control that being compared with open and closed nets storage. The test was done according to NSI with wet test method at 20°-21°C room temperature and 100 force load. Based on the elongation test, the results are shown in Table 2.

<table>
<thead>
<tr>
<th>No</th>
<th>Unused nets</th>
<th>Open storage</th>
<th>Closed storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33.27</td>
<td>27.25</td>
<td>28.67</td>
</tr>
<tr>
<td>2</td>
<td>33.9</td>
<td>27.84</td>
<td>30.82</td>
</tr>
<tr>
<td>3</td>
<td>34.33</td>
<td>30.62</td>
<td>31.26</td>
</tr>
<tr>
<td>4</td>
<td>34.51</td>
<td>30.84</td>
<td>31.34</td>
</tr>
<tr>
<td>5</td>
<td>34.64</td>
<td>31</td>
<td>32.51</td>
</tr>
<tr>
<td>6</td>
<td>34.95</td>
<td>31.58</td>
<td>32.92</td>
</tr>
<tr>
<td>7</td>
<td>35.64</td>
<td>32.28</td>
<td>33.2</td>
</tr>
<tr>
<td>8</td>
<td>36.71</td>
<td>32.88</td>
<td>33.5</td>
</tr>
<tr>
<td>9</td>
<td>37.46</td>
<td>33.07</td>
<td>33.5</td>
</tr>
<tr>
<td>10</td>
<td>38.96</td>
<td>33.74</td>
<td>33.64</td>
</tr>
<tr>
<td>Average</td>
<td>35.44</td>
<td>31.11</td>
<td>32.14</td>
</tr>
</tbody>
</table>

The results of the nets elongation value test showed a decline after being used (Figure 4). The elongation value was lower not because of a better elongation, but the nets were already not elastic. The breaking strength of open storage nets was lower so that with the same strength, the nets would break before reaching the breaking strength standard, so the elongation was small. It also can be observed physically; the mesh shifted because the elongation nets and breaks easily because the breaking strength value of nets open storage was low.

The elongation value of the tested nets was decreased after use. The smaller elongation value is not because the elongation is getting better but, the net is no longer experiencing elongation. The breaking strength value in an openly stored net is getting smaller so that with the same strength, the net will break before reaching the standard breaking strength and then the elongation value is small. The mesh has physically shifted because the net is
stretched and breaks because the breaking strength value of the net kept open is also small. According to Ardidja (2010), threads with high elasticity can return to their original shape and size or leave a small elongation. This condition also guarantees whether the mesh size remains constant and can maintain its strength.

**Treatments Effect on Breaking Strength.** The results of the non-parametric through Kruskal-Wallis test (α=0.05) showed the breaking strength affected differently by the treatments. The polyamide nets showed P-value < 0.05 or 0.000, which means H0 was rejected and H1 accepted. It shows the different storage methods that affected breaking strength.

The Mann-Whitney test was done to know the treatment that gave the actual effect on breaking strength nets. Based on this test, control, open storage, and closed storage treatments showed the results in Table 3. The results showed that the breaking strength of each treatment showed significant differences. In the group of open storage, nets showed a lower breaking strength value than closed storage nets breaking strength, so closed storage was preferred to maintain the quality of the net.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Z-value count</th>
<th>P-value</th>
<th>Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control vs Open</td>
<td>-3.780</td>
<td>0.000</td>
<td>Significantly different</td>
</tr>
<tr>
<td>Control vs Closed</td>
<td>-3.553</td>
<td>0.000</td>
<td>Significantly different</td>
</tr>
<tr>
<td>Open vs Closed</td>
<td>-2.231</td>
<td>0.026</td>
<td>Significantly different</td>
</tr>
</tbody>
</table>

**Treatments Effect on Elongation.** The analysis of non-parametric using Kruskal-Wallis with 5% test level (α = 0.05) showed that the nets elongation of all group were affected. Polyamide yarn showed P-value < 0.05 (0.000), which means H0 was rejected and H1 accepted (different storage methods affected elongation score). Mann-Whitney test results were shown in Table 4.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Z-value count</th>
<th>P-value</th>
<th>Indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control vs Open</td>
<td>-3.554</td>
<td>0.000</td>
<td>Significantly different</td>
</tr>
<tr>
<td>Control vs Closed</td>
<td>-3.704</td>
<td>0.000</td>
<td>Significantly different</td>
</tr>
<tr>
<td>Open vs Closed</td>
<td>-1.286</td>
<td>0.199</td>
<td>Not significantly different</td>
</tr>
</tbody>
</table>

The population majority was fishermen and catching tools they operated, such as arad fishing gear, gill net, and trammel net (Putri et al., 2018). The basic gill net was a catching tool to catch demersal fish. Fish that could be cached by Tambaklorok fishermen using a
basic gill net were *Nibea albiflora* and *Rastrelliger* sp. The catch target of basic gill net was demersal fish such as *Nibea albiflora* and Leiognathidae. The catch of basic gill net in northern waters such as pelagic fish, including *Rastrelliger* sp. (Gunawan et al., 2016).

The way of how gill net catch was fish spun into the nets, making the net elastics (has lower breaking strength because the maximum load that can be borne was also getting smaller). Breaking strength was the maximum strength that needs to break the material in a test that uses tension. The unit of breaking strength is a kilogram of force (Kgf) (Fadhari et al., 2015). Yarn with high elasticity can be back to the first shape and size or leaving little elongation. That condition also guaranteed whether net mesh size was constant and maintained its strength (Aridja, 2010).

Open storage nets usually done on the boat reduced the breaking strength faster than closed storage. It was caused by the polyamide material that was susceptible to UV light. A good gill net has a high breaking strength value, meaning that the net can withstand a greater load. The best fishing gear yarn was yarn with low durability but had a high breaking strength value (Fadhari et al., 2015).

The results of statistical elongation data analysis showed the different elongation scores between new and used nets. The elongation score was reduced due to the application of the net. This result showed that open storage has a lower elongation score but did not break in the standard time and meet the standard charts. The elongation score of open and closed storage did not differ significantly because the breaking strength of both groups reduced that affected elongation and experienced construction modification such as cover shift due to use. Too high elongation can modify nets construction such as cover shift and mesh size. Stretched nets make the mesh size bigger so that the fish can easily catch (Fadhari et al., 2015).

**CONCLUSION**

The breaking strength of Polyamide monofilament 0.4 mm nets that have been stored openly and closely were 4.21 Kgf and 4.81 Kgf, respectively. The elongation score of Polyamide monofilament 0.4 mm nets that have been stored openly and closely were 32.14% and 31.11%, respectively. There was a different storage effect on breaking strength of Polyamide monofilament 0.4 mm nets. The nets of closed storage showed a higher breaking strength compare to open storage. In addition, there was a different storage effect on the elongation of Polyamide monofilament 0.4 mm nets. The nets of closed storage showed a higher elongation compare to open storage. The suggestion of this study was to store the gill net closely and avoid direct sunlight exposure.
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ABSTRACT

Retinal image analysis is crucially important to detect the different kinds of life-threatening cardiovascular and ophthalmic diseases as human retinal microvasculature exhibits remarkable abnormalities responding to these disorders. The high dimensionality and random accumulation of retinal images enlarge the data size, that creating complexity in managing and understating the retinal image data. Deep Learning (DL) has been introduced to deal with this big data challenge by developing intelligent tools. Convolutional Neural Network (CNN), a DL approach, has been designed to extract hierarchical image features with more abstraction. To assist the ophthalmologist in eye screening and ophthalmic disease diagnosis, CNN is being explored to create automatic systems for microvascular pattern analysis, feature extraction, and quantification of retinal images. Extraction of the true vessel of retinal microvasculature is significant for further analysis, such as vessel diameter and bifurcation angle quantification. This study proposes a retinal image feature, true vessel segments extraction approach exploiting the Faster RCNN. The fundamental Image Processing principles have been employed for pre-processing the retinal image data. A combined database assembling image data from different publicly available databases have been used to train, test, and evaluate this proposed method. This proposed method has obtained 92.81% sensitivity and 63.34 positive predictive value in extracting true vessel segments from the top first tier of colour retinal images. It is expected to
integrate this method into ophthalmic diagnostic tools with further evaluation and validation by analysing the performance.

*Keywords*: Cardiovascular disease, convolutional neural network, deep learning, feature extraction, retinal imaging

**INTRODUCTION**

Medical imaging offers the way of visual inspections of diseases state. Retinal image analysis is recognised as a significant part of the medical imaging discipline as some of the severe cardiovascular diseases such as Diabetic Retinopathy (DR), Hypertensive Retinopathy (HR), and Ischemic Stroke (IS) can be detected by analysing the degradation of retinal microvasculature in a non-invasive manner (Abbasi-sureshjani et al., 2016; James, 2000; Witt et al., 2006). Researches revealed that some distinct funduscopic disorders such as arteriovenous (AV) nicking, exudates, Cotton Wool Spots (CWS), vessel widening, microaneurysm, changes in bifurcation angles, and focal arteriolar narrowing in the retina are found as closely associative to the above-mentioned cardiovascular diseases though the different vascular risk factors and blood pressure are in control (De Silva et al., 2011; Henderson et al., 2011). Ong et al. (2013) demonstrated that the risk of stroke and hypertensive retinopathy are optimally assistive. However, Baker et al. (2008) and Wang et al. (2011) investigated that even this can be the cause of stroke fatality in people who are not suffering from the stroke risk factors. Therefore, deviations in the retinal artery and vein diameter are strongly recommended as the great cause of stroke (Kipli et al., 2018).

Image Processing (IP) techniques are being exploited to extract the human retina's qualitative and quantitative image features. However, most of the developed IP-based techniques are not fully automated and time-consuming, which are still considered the limitations of retinal image analysis. In biomedical imaging such as AI-based radiology, IP is excitingly contributing as the radiological diagnosis depends on different imaging modalities. As ophthalmology has a salient similarity with radiology, AI is being explored to develop new methods to assist ophthalmic practitioners in predicting fatal cardiovascular disease and other notable threatening events for vision loss. However, random acquisition of retinal image data and its high dimensionality create a heap of retinal data. This massive data accumulation is throwing the data management challenge to ophthalmologists. DL has been introduced to develop intelligent tools by integrating various task-driven AI algorithms to manage these tremendous-sized data in a more acceptable, safe, and efficient way.

The Artificial Neural Network (ANN) technique is employed to construct Deep Neural Network (DNN) exploiting multiple layers that analyse the image feature hierarchy from higher to lower level vice-versa (Goodfellow et al., 2016; Buduma & Locascio, 2017). The multi-layered DL structures process nonlinear data to analyse and classify many data patterns, extract and classify both supervised and unsupervised data features. The small
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units of ANN, artificial neuron, produce real-valued activations that have been utilised to construct DNN forming parameterized functions such as Rectified Linear Units (ReLUs), sigmoid, Tangent Hyperbolic (tanh), and softmax (Abadi et al., 2016; Ghesu et al., 2016; Schmidt-Erfurth et al., 2018). The integrated artificial neurons in each layer of DNN are needed to train for defraying information with high-level representation and more abstraction from the network’s first to the last layers. Convolutional Neural Network (CNN) is a form of feed-forward DNN consisting of convolution, pooling, and fully connected layers developed primarily to deal with image data. Convolutional Neural Network employs backpropagation to learn complex image features hierarchies and patterns automatically and adaptively.

The AI applications based on CNN are being developed extensively for retinal image analysis, especially for disease state gradation, microvasculature segmentation, and feature extraction. There are two types of recently developed DL algorithms for ophthalmic abnormality detection such as image-based and lesion-based. The lesion-based algorithms are trained with previously known features such as exudates, haemorrhages, and microaneurysms. Image-based algorithms are also known as black-box algorithms, and this kind of system is trained with manually graded retinal images that generate an output indicating the disease state (Fenner et al., 2018). To classify the Age-related Macular Degeneration (AMD), Grassmann et al. (2018) developed a DL algorithm exploiting six different CNN models such as Visual Geometry Group (VGG), Inception-V3, AlexNet, ResNet V-2, ResNet, and GoogLeNet that obtained 94.30% accuracy and 84.20% sensitivity on Cooperative Health Research on the Region of Augsburg (KORA) data set. Niemeijer et al. (2007) and Abràmoff et al. (2016) developed a CNN algorithm to detect DR signs, exudates, haemorrhages, and neovascularisation, combining VGG and AlexNet that recorded 90.7% accuracy, 82.7% sensitivity, and 96.8% sensitivity, 87% specificity, 0.98 AUC respectively. Gargeya & Leng (2017) and Pratt et al. (2016) proposed a customised CNN model, Gulshan et al. (2016) used Inception-V3 for DR detection, and Ting et al. (2017) developed a CNN model to detect referable and vision-threatening DR while Takahashi et al. (2017) modified GoogLeNet for DR grading. The proposed model of Ting et al. (2017) showed 90.5%, 100%, 96.4%, 93.2% sensitivity and 91.6%, 91.1%, 87.2%, 88.7% specificity for referable DR, vision-threatening DR, glaucoma and AMD detection respectively. The performance of Gargeya & Leng (2017) was recorded as 94% sensitive and 98% specific to DR detection. The work of Ting et al. (2017) seems inconsistent for the implementation in ophthalmic tools as their data set was not graded by the experts. Their work did not consider the great DR signs such as microaneurysms, haemorrhages to analyse and identification of macular oedema was poor, which are the strong limitations of the model of Ting et al. (2017).

In retinal image analysis, segmentation is an important step as the segmented image is further utilised for qualitative and quantitative feature detection. Melinsca et al. (2015)
and Zhu et al. (2017) developed deep max-pooling CNN and Extreme Learning Machine (ELM) based retinal image segmentation algorithms that obtained 94.66% and 96.00% accuracy, respectively. The work of Zhu et al. (2017) has been evaluated on Retinal Images for Screening (RIS) and found as time effective. For semantic segmentation of retinal image Dense U-net, a DL approach has been introduced. Wang et al. (2019) proposed a Dense U-net model employing image patch-based technique for segmentation that obtained 0.9511 and 0.9538 accuracy, 0.7986 and 0.7914 sensitivity, and 0.9736 and 0.9722 specificity for DRIVE and STARE databases, respectively. Wang et al. (2019) model used a sequential reconstruction strategy to reconstruct the segmented patches at the output end. An optimized deep CNNN approach had been introduced by Badawi & Fraz (2019) for AV classification and obtained the best accuracy, 98%, for the AVRDV dataset. Exploiting Recurrent Residual CNN (RRCNN) and Recurrent CNN (RCNN) Alom et al. (2018) developed U-Net-based semantic segmentation algorithms, while Oliveira et al. (2018) developed a CNN model for data augmentation and prediction. Both algorithms of Badawi & Fraz (2019) and Oliveira et al. (2018) obtained the best result for the STARE database. However, the sensitivity of Oliveira et al. (2018) has slightly deviated while performing cross-training on STARE and DRIVE datasets. In the vessel segmentation model of Wang et al. (2015), CNN and Random Forest (RF) have been ensembled where CNN was dedicated to detecting hierarchical features, and RF contributed as a classifier. Wang et al. (2015) evaluated the DRIVE and STARE database and obtained 0.9767 and 0.9813 accuracy, 0.8173 and 0.8104 sensitivity, and 0.9736 and 0.9791 specificities for both databases, respectively. Maji et al. (2015) combined Denoising Auto-Encoder (DAE) and RF to develop a hybrid DL model for vessel detection and showed 93.27% accuracy. Guo et al. (2019), Mo and Zhang (2017) and Yan et al. (2019) proposed supervised CNN models, and Lahiri et al. (2016) proposed an unsupervised Deep Neural Ensemble Network. The work of Guo et al. (2019) and Lahiri et al. (2016) obtained 95.60% and 95.33% accuracy on the DRIVE database, respectively, while the work of Yan et al. (2019) showed the best outcome, 0.9638 accuracies, 0.7735 sensitivity, and 0.9857 specificities for STARE database. Though the work of Mo & Zhang (2017) showed robustness in segmentation and faster processing speed, the algorithm showed slightly lower accuracy for a cross-training on CHASE DB1 and DRIVE database, respectively. It is assumed that the wider arteriolar orientation, poor vessel contrast, and non-uniform background illumination of the CHASE DB1 image can cause a deviation in the accuracy.

Retinal Image feature identification is crucially important for visual analysis of the impairment in the microvascular structure of the human retina. In order to decide on cardiovascular disease or other ophthalmic abnormalities from retinal image analysis, diagnostic methods must have consistency in detecting the interesting features such as CWS, haemorrhages, exudates, vessel widening, and microaneurysm. Most of the retinal
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Image feature detection algorithms based on DL have been developed to detect retinal lesions. To detect haemorrhages, Van Grinsven et al. (2016) trained their 5-layered CNN model with both selective and non-selective retinal image samples. Van Grinsven et al. (2016) evaluated their Selective Sampling CNN (SeSCNN) and Non-Selective Sampling CNN (NSeSCNN) model’s performance on Kaggle and Messidor databases for different false positive values. It was recorded that the SeSCNN performed better than NSeSCNN.

The developed Neural Network (NN) architecture combining Logistic Regression (LR) with Radial Basis Function (RBF) of García et al. (2009a) obtained 88.1% accuracy, 70.4% positive predictive value, and 100% sensitivity in retinal hard exudate detection. The image-based exudate detection of Osareh et al. (2009) obtained 96% sensitivity, and 94.6% positive predictive value, and this performance is better than their lesion-based detector. Tan et al. (2017) evaluated their 10-layered CNN model for exudates, microaneurysms, and haemorrhages detection on CLEOPETRA that showed 87.58% sensitivity for exudate detection and 62.37% sensitivity for haemorrhages and microaneurysm detection. The Fuzzy C-means and ANN-based DL model of Osareh et al. (2003) was 93% sensitive to exudate detection and 95% sensitive to detect lesions in retinal images. To detect both image-based and lesion-based hard exudates, Van Grinsven et al. (2016) investigated Multi-Layer Perceptron (MLP), Support Vector Machine (SVM), RBF, and NN classifier.

For retinal image feature detection cross-entropy function, regularisation for MLP and RBF had been used in the investigation of Van Grinsven et al. (2016). Among these models, MLP obtained better results, 97.01% accuracy, 100% sensitivity, and 92.59% positive predictive value, compared to SVM, RBF, and NN classifier. The training of MLP was more complex than RBF. It could be happened due to the slow convergence as the effects of different weights and the presence of nearly flat regions in the error function of MLP. As the legacy of Van Grinsven et al. (2016), García et al. (2010) investigated Majority Voting (MV) schema (MV), SVM, RBF, and MLP for microaneurysm and haemorrhages detection. According to the investigation of García et al. (2010), MV and RBF can be recognised as successful feature detectors. However, training these two detectors is expensive, and between these two, RBF can be considered the best feature detector.

It is important to comprehend the suitable AI methods before implementation to obtain the expected results as implementing these methods is complex, and we need to train the methods recurrently. Supervised, unsupervised, and reinforcement learning are the available techniques for training the AI method. In terms of data processing proficiency, SVM is considered the most suitable and popular supervised learning algorithm compared to other existing algorithms such as ANN, K-nearest Neighbour (KNN), Naïve Bayes classifier, Decision Tree, Fuzzy Logic, and Random Forest. On the other hand, clustering algorithms and association rules are suitable for noisy and low-quality data processing that are the most used unsupervised learning algorithm to develop DL models for medical data processing.
The selection of DL methods to develop AI machines for retinal image analysis must be empirical regarding the retinal image data characteristics, number of parameters for training the algorithms, and length of the training period. For medical image analysis tools, ANN is suitable to implement in DL compared to the logistic regression because of the non-linear operation ability of ANN in high dimensional image data processing, dealing with noisy data, and securing higher prediction accuracy. Recurrent Neural Network (RNN) and CNN have been more efficient in cardiovascular disease state prediction, and abnormal feature detection by analysing retinal and brain MR images (Krittanawong et al., 2017).

The development of appropriate DL-based retinal image segmentation and feature extraction methods is crucially important to understand the complex hierarchical microvasculature of the human retina that can maximise the retinal abnormalities detection result. The highly varied retinal image dataset due to the poor acquisition method can affect the performance of DL models. To avoid this complication, appropriate annotation of characteristics features is significant while preparing the training data. According to the literature study, no DL-based retinal image feature detection method has been reported that can segment retinal microvasculature and extract qualitative and quantitative image features simultaneously. The existing retinal image feature detection algorithms had been developed to detect retinal lesions such as hemorrhages, microaneurysms, and exudates as a single feature. Various CNN models such as recurrent CNN, deep CNN utilise different non-linear functions that obtained comparatively better feature extraction results than the logistic regression approach.

The existing retinal image feature detection methods of García et al. (2009a), García et al. (2010), García et al. (2009b), and Osareh et al. (2009) obtained the best detection performance for image-based criterion compared to the lesion-based criterion. It can happen due to the lesion’s low pixel intensity as the lesion is annotated alone from the whole image. Moreover, pixel-wise ground truth estimation in the lesion-based criterion is cumbersome that can degrade the training accuracy and consequently obtain poor feature detection performance. Though the CNN-based feature detection model showed better performance than the statistical analysis, there are some limitations of this newly developed technology in terms of overfitting training data and lengthy processing due to the utilisation of more parameters. Reducing hidden layers from the CNN architecture and increasing training data can potentially solve the data overfitting problem.

All the recently introduced DL models for feature detection have been investigated to select the suitable CNN architecture for this study. This paper proposes a DL approach for retinal image feature extraction employing the Faster-RCNN method. This proposed method has been designed to extract true vessel segments as retinal image features from the multiple locations of the first top tier of colour retinal images. To train, test, and evaluate the performance of this proposed method, colour retinal images from different publicly
available databases have been extracted. The development of this DL approach is aimed to integrate into our previous work the IP algorithm for retinal vessel diameter quantification of different interesting locations of retinal images for creating a fully automated vessel diameter quantification method (Hoque et al., 2019; Hoque et al., 2018; Kipli et al., 2020). The applied methodology, including training and testing for the development of this proposed DL method, is explained in detail in the following section. The obtained results are briefly described, and the evaluation and critical analysis of the performance are also added consecutively. Figure 1 illustrates the graphical representation of the Faster RCNN model.

**Figure 1.** Graphical representation of Faster RCNN model

**MATERIALS AND METHODS**

The existing IP techniques, and the recently developed DL method, Faster-RCNN, were combined to develop this proposed method. A collection of normal, healthy, and abnormal, pathological, images from the different databases such as High-Resolution Fundus Image Database (HRFID), Digital Retinal Images for Vessel Extraction (DRIVE), Structured Analysis of the Retina (STARE), and MESSIDOR database were used in this research to train, test and validate the proposed DL model. Four hundred fifty images had been used for training and testing this algorithm. These 450 images were divided to form training and testing datasets where the training dataset contained 270 images, and the testing dataset contained 180 images. Both the training and testing dataset consisted of normal and pathological retinal images. Figure 2 describes the involved steps in this proposed method.

At the preprocessing stage, Contrast Limited Adaptive Histogram Equalization (CLAHE) was employed to enhance the quality of the input image. After that, the enhanced image was resized following the DL algorithm’s requirement, [224 224 3], and estimated
the GroundTruth from that image to extract the features, true vessel, using image labeller apps of MATLAB.

The main vessels of the top first tier were considered Region of Interest (ROI) of all the images. The multiple vessel segments of that ROI were annotated as the ground truth by using bounding boxes. These images with annotated ground truth were augmented to use as training data for securing better performance. A previously developed Faster-RCNN had been trained in this project to detect the expected features of retinal images. Figure 3 demonstrates the graphical representation of the proposed method.

Figure 2. Proposed method

Figure 3. Graphical representation of the proposed method
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DL Network (Region-based Convolutional Neural Network, RCNN)

Faster RCNN is the updated version of RCNN developed to detect multiple objects from a single image. To construct DL architecture for this research, Faster RCNN had been used. Faster RCNN uses a separate network, Region Proposal Network (RPN), to detect the region proposals from the feature maps provided by the convolutional layer. The RoI pooling layer reshapes the detected region proposals. It passes these to the fully connected layer, softmax, and linear regression layer that classifies the features and predicts the offset values for the bounding boxes. The Faster RCNN model is the composition of three different modules that are fully convolutional network, feature network, to generate feature maps from the input image, RPN to generate bounding boxes that contain different features or objects extracted from feature maps, and Detection Network that takes input from both RPN and feature network to detect the expected features. This entire system for feature detection is a single unified network.

Feature Network (Convolutional Layer)

The tasks were performed in three different stages to develop the proposed model in this research. First, a Fast R-CNN had been created, and further an RPN was added, and finally, the RPN and detection network was trained. To perform the convolutional operation, a Fast R-CNN, ResNet-50 (Residual Network-50), was trained to produce the feature maps further fed into RPN to generate the region proposals. ResNet-50 is a model of CNN that consists of 50 layers of different fundamental operations of CNN methodology such as convolution, pooling, activation, and fully connected layers. The input size of the images that is suitable for the network is $224 \times 224 \times 3$. The kernel sizes for the initial convolution and max-pooling of the ResNet were considered as $7 \times 7$ and $3 \times 3$, respectively, with stride 2 for both convolution and max pooling. The network architecture starts after initial steps that consist of three different residual blocks, and each of the blocks contains three convolution layers performed with 64, 64, and 256 Kernel, respectively. In order to design the deeper RestNet, the bottleneck architecture was used instead of using all $3 \times 3$ convolution layers as a standard residual block. In the bottleneck architecture of the residual block, three convolution layers, $1 \times 1$, $3 \times 3$, and $1 \times 1$ convolution, is stacked one over another for each residual function. $1 \times 1$ is used to reduce the input dimension before performing the $3 \times 3$ convolution, and then another $1 \times 1$ convolution layer is used to preserve the original shape. The size of the stride, stride 2, reduces the height and width of the input to half and doubles the channel width for the following stages. There are 4, 6, and 3 residual blocks in stages 2, 3, and 4, respectively. The network has an average pooling layer followed by a fully connected layer as the final layer.
Region-based Proposal Network (RPN)

RPN contains 3 convolution layers that take the feature map as input and generate region proposals with bounding boxes containing the potential features. In order to generate the region proposal, a sliding window of $3 \times 3$ size kernel was used for each location of the feature map and $9 (K=9)$ anchor boxes with three different scales of 128, 256, and 512, and 3 aspect ratios of 1:1, 1:2, and 2:1 were used for each location. In addition, a box-class layer, cls layer, results in 2 $K$ scores that the anchor boxes contain an object or not, and a box regression layer, reg layer, results in 4$K$ for the coordinates of $K$ boxes. Figure 4 illustrates the operational block diagram of RPN.

Detection Network

Fast RCNN was adopted to construct the detection network where two sibling layers get input from the feature network and RPN. The output proposals from the pooling layer were fed to the classification layer, softmax classification, and linear regression layer, bounding box regression layer of the detection network as a batch. The softmax classification layer classifies the RoI pooling layer output, RoI bounding box, by computing the probability distribution, $p = (p_0, \ldots, p_K)$ over the $K+1$ class throughout the fully connected layer. The bounding box regression layer is responsible for predicting the bounding boxes, by computing the regression offsets for each object class. The regression layer generates 4 bounding box offsets that can be explained as $t_i^k = (t_{x_i}^k, t_{y_i}^k, t_{w_i}^k, t_{h_i}^k)$ where $i = x, y, w, h$, and $(x, y)$ denotes the coordinates of the top left corner of the bounding box and $w$ and $h$ denote the width and height of the bounding box respectively.

Training DL Network

To train the proposed DL method stochastic gradient descent training algorithm had been used with an initial learning rate of $1 \times 10^{-3}$ Twenty epoch and 400 iterations for each
epoch were performed to accomplish the whole training process. The mini-batch size was set to 3. As the Faster RCNN had been used in this research, the standard cost function was used to calculate the training loss. The whole training procedures for the entire network are briefly described in the following sections.

Training RPN

The number of anchors was reduced to train the RPN. Initially, the anchors were assigned by a binary class label threshold. Further, the values of Intersection over Union (IoU) of primary and predicted bounding boxes of anchors were considered to reduce the number of anchors. The IoU measures the overlap between the primary and the predicted boundary boxes. If the value of IoU is greater than 0.4, then the anchor is assigned as a positive label while the anchor is assigned as a negative label if the value of IoU is lower than 0.3. The rest anchors that do not satisfy this condition were not considered for the RPN training process. Thus, the multi-task training loss for RPN combines the losses in classification and regression operation calculated by Equation 1.

$$L([p_i], \{t_i\}) = \frac{1}{N_{cls}} \sum_l L_{cls}(p_i, p^*_i) + \frac{1}{N_{reg}} \sum_l p^*_l L_{reg}(t_i, t^*_i)$$  \hspace{1cm} (1)$$

Here $\lambda$ is the balancing parameter to balance the weights of $L_{cls}$ and $L_{reg}$ roughly $L_{cls}$ is the classification loss which is log loss over two different classes of anchor, object, or not an object. The term $i$ represents the index number of mini-batch, where $p_i$ denotes the output label from the classification layer for $i^{th}$ anchor and $p^*_i$ denotes the ground-truth label. The label of both $p_i$ and $p^*_i$ is binary, 1 or 0 where 1 indicates a boundary box is an object, and 0 indicates the boundary box is not an object. $L_{reg}$ is the regression loss considered for calculation if the anchor is an object, where $t^*_i$ is the regression target, ground-truth coordinate for the regression layer, and $t_i$ outputs of the learned regression layer.

After the sampling of anchors, the region proposals with that sampled anchors were fed to the Region of Interest (RoI) pooling. The RoI pooling layer employs max pooling to extract the fixed-sized feature maps with the size of (N, 7, 7, 512) for each proposal. Here N, is the number of Region proposals from RPN. Figure 5 illustrates the operation of the RoI pooling layer.

Training Detection Network

The threshold values of IoU were set to 0.1 to 0.5 to label the ROIs as background To train the detection network. The RoI was labelled as foreground when the IoU is above 0.5. Bounding box targets, ground truth boxes were also generated following the same approach of RPN. The multitask loss $L$ was calculated for each labelled RoI to estimate
the loss during training the detection network. The loss in the classification layer had been calculated by a cross-entropy or log loss, while the smooth L1 loss had calculated regression loss for bounding box regression. The multitask loss L was calculated by Equation 2,

$$L(p, u, t^u, v) = L_{cls}(p, u) + \lambda[u \geq 1]L_{loc}(t^u, v)$$ (2)

Here $L_{cls}(p, u)$ is log loss and $L_{cls} = -\log p_u$ where $u$ is the true feature class in the bounding box. $L_{loc}(t^u, v)$ is the loss of the regression layer, which is calculated by smooth $L_1$ loss. The balancing parameter is denoted by $\lambda$, $u$ represents the class, and $v$ represents the bounding box regression targets for class $u$. The term $[u \geq 1]$ determines the true bounding box regression targets. When $u=0$, the regression loss is considered 0 because there were no ground-truth boxes for the background. The bounding box regression loss, $L_{loc}(t^u, v)$, was computed by Equation 3,

$$L_{loc}(t^u, v) = \sum_{i \in [x, y, w, h]} \text{smooth} L_1(t_i^u - v_i)$$ (3)

Where smooth $L_1$ was determined by Equation 4,

$$\text{Smooth} L_1(x) = \begin{cases} 
0.5x^2 & \text{if } |x| < 1 \\
|x| - 0.5 & \text{otherwise,} 
\end{cases}$$ (4)

Smooth loss $L_1$ was used because it is less sensitive to outliers, and $\lambda=1$ was set to balance the two losses. Finally, the ground truth regression target $v_i$ was normalised for the mean as zero and unit variance.

The 4 Step alternating training method (Ren et al., 2017) was further employed to the RPN and Detection Network simultaneously to share the weights of convolution layers of the two networks between themselves. In the first step of this training method, the RPN...
was trained as described in the section, **Training RPN**. Then, an ImageNet pre-trained model was used to initialise the RPN and fine-tuned end-to-end for the region proposal task in step 1. Next, the proposals generated in step 1 were used by Fast RCNN to train the detection network in step 2, which the ImageNet pre-trained model also initialised. Although, as in these training steps, the two networks do not share convolution layers, the detection network was used to initialise to train RPN in the third step. In this step, the shared convolution layers were fixed and fine-tuned the unique layers to RPN. In the final step, step 4, the unique convolution layers of Fast RCNN were also fine-tuned following the fixed shared convolutional layers. In this way, a unified network, Faster RCNN, was formed where both networks share the same convolution layers.

**RESULT**

The training performance was measured for each iteration of each epoch of the training stage. The training loss and the Root Mean Squared Error (RMSE) after the final epoch were recorded as 0.3446 and 0.17. It was observed that the training performance of the proposed network had increased over time and reached 99.4% training accuracy after 7 training epochs. After the completion of training, the proposed method had been tested on two different datasets, healthy and unhealthy datasets. The healthy dataset had been created extracting images from DRIVE, and the images for the unhealthy dataset were taken from Kaggle. These two unknown datasets consisted of 700 images. The proposed method was able to detect the true vessel from both healthy and unhealthy images. Figure 6 demonstrates the images, healthy and unhealthy, with the true detected vessel. The testing performance of the proposed method for these two unknown datasets was also recorded. Table 1 represents the testing performance of the proposed method for the unknown dataset.

![Figure 6](image-url)
In Table 1, columns 1, 2 and 3 represent the datasets, Se, and PPV of the proposed method. The network successfully detected the true vessel from the interesting location of those images. Figure 7 shows the retinal images with the true detected vessel from multiple locations.

Table 1

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Se (Mean value, %)</th>
<th>PPV (Mean value, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy Dataset</td>
<td>90.53</td>
<td>61.22</td>
</tr>
<tr>
<td>Unhealthy Dataset</td>
<td>88.16</td>
<td>60.67</td>
</tr>
</tbody>
</table>

Figure 7. Retinal Images with the true detected vessel from multiple locations

Sensitivity (Se) and Positive Predictive Value (PPV) had been calculated to evaluate the performance of the proposed DL method. In addition, the testing dataset that was pre-processed for use in this research had been used for testing and calculating the performance measurement matrices. Table 2 illustrate the performance comparison between the recently developed methods and the proposed method.

In Table 2, columns 1, 2, 3 and 4 representing the author’s information, applied method, features extracted, and result, respectively. According to column 3 of Table 2, it is seen that most of the methods were developed to detect different features such as haemorrhages, exudates, microaneurysms, and the proposed method focused on true vessel detection.
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Table 2
Comparison of proposed method performance and existing methods

<table>
<thead>
<tr>
<th>Author</th>
<th>Method Applied</th>
<th>Extracted Feature</th>
<th>Se</th>
<th>PPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Tan et al., 2017)</td>
<td>CNN (10 Layered)</td>
<td>Exudates</td>
<td>87.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Haemorrhages Microaneurysm</td>
<td>62.57</td>
<td></td>
</tr>
<tr>
<td>(García et al., 2010)</td>
<td>Logistic Regression (MLP, RBF, SVM and combining these three NNs using an MV schema)</td>
<td>Haemorrhages, Microaneurysm</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Image-based</td>
<td>100</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lesion-based</td>
<td>86.01</td>
<td>51.99</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Retinal Exudates (Image-Based)</td>
<td>96.00</td>
<td>94.60</td>
</tr>
<tr>
<td>(García, Sánchez, Poza, et al., 2009)</td>
<td>Logistic Regression RBFNN</td>
<td>Retinal Hard Exudates (Lesion-Based)</td>
<td>92.10</td>
<td>86.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Retinal Hard Exudates (Image-Based)</td>
<td>100</td>
<td>70.4</td>
</tr>
<tr>
<td>(García, Sánchez, López, et al., 2009)</td>
<td>Logistic Regression MLP, RBFNN, SVM</td>
<td>Retinal Hard Exudates (Lesion-Based)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLP</td>
<td>88.14</td>
<td>80.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RBF</td>
<td>88.49</td>
<td>77.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>87.61</td>
<td>83.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Retinal Hard Exudates (Image-Based)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>MLP</td>
<td>100</td>
<td>92.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RBF</td>
<td>100</td>
<td>81.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SVM</td>
<td>100</td>
<td>77.78</td>
</tr>
<tr>
<td>(Van Grinsven et al., 2016)</td>
<td>SeSCNN</td>
<td>Haemorrhages, SeSCNN (FP*1)</td>
<td>78.60</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NSeSCNN</td>
<td>Haemorrhages, SeSCNN(FP0.1)</td>
<td>51.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Haemorrhages NSeSCNN(FP1)</td>
<td>75.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Haemorrhages, NSeSCNN (FP0.1)</td>
<td>31.60</td>
<td></td>
</tr>
<tr>
<td>Proposed Method</td>
<td>Faster RCNN</td>
<td>True vessel</td>
<td>92.81</td>
<td>63.34</td>
</tr>
</tbody>
</table>

Though all methods are dedicated to detecting different features, their performance is tabulated here as the retinal image feature detector.

**DISCUSSION AND CONCLUSION**

Faster RCNN is primarily introduced for multiple object detection from a single image. In this proposed method, this Faster RCNN has been used as a feature detector dedicated to extracting true vessels from interesting locations of retinal images. As this study is the pre-step of developing an automated retinal vessel diameter quantification algorithm, the ROIs for true vessels from different locations are considered during ground truth estimation following the recommendation of local clinical experts and the manually marked ROIs.
of (Al-Diri et al., 2008). It is seen from the performance analysis table, Table 2 that the proposed method obtained 92.81% sensitivity and 62.34% PPV. Furthermore, the proposed method showed better performance as a feature extractor compared to the lesion-based feature extractor of García et al. (2010) and García et al. (2009b), and the exudates detector of Van Grinsven et al. (2016).

Though the proposed method’s performance is slightly lower than some of the mentioned feature extractors in Table 2, the result is still comparable and considered for further development. In Figure 5, the unhealthy images contain the diabetic lesion, so the microvascular structure cannot be extracted more precisely. The performance of the proposed method with the unknown datasets was also satisfactory. The proposed method obtained 90.53% and 88.16% Se, and 61.22% and 60.67% PPV for both healthy and unhealthy datasets (Table 1), respectively. It is seen that the performance of the proposed method for anonymous healthy and unhealthy data is slightly lower than the data that were pre-processed initially for training and testing the proposed method. For the healthy dataset, this deviation was happened due to the algorithm’s execution with the anonymous data that were not pre-processed initially. The cause of the deviation in the performance of a proposed method for an unhealthy dataset is due to retinopathies and lesions.

Attaining maximum results is challenging due to the highly complex and hierarchical structure of retinal images. The proposed method had been trained with a comparatively small dataset that consists of 270 images containing healthy and pathological signs. As it is suggested to train the DL method with a large dataset, data augmentation had been performed to secure the best training performance. The obtained testing performance of the proposed method showed consistency as the testing dataset contained both normal retinal images and images with abnormality. Data pre-processing is considered one of the most crucial parts of DL algorithm development. Therefore, it is highly expected to use primary data and perform a better operation for data pre-processing such as enhance data quality by histogram equalisation and efficient ground truth estimation for training, testing, and validating the proposed method.

To increase the robustness of the proposed method, utilising a large dataset is highly recommended, and training options should be empirical. It is recommended to configure the training option by setting with more epochs, high Verbose-Frequency to secure the maximum result. Due to the inefficient retinal image acquisition, annotating the background and foreground appears to be a major challenge, and the parameter values of positive and negative overlapping need to be focused on for more accurate feature detection. In order to secure the best detection result, different ranges for positive and negative overlapping have been explored in this study. It was investigated that the range [0 0.3] for negative overlapping and [0.4 1] for positive overlapping is the best suit for training the proposed algorithm. As the retinal vessel detection is considered a small object and the difference
between the background and true vessel pixel values is less, the positive overlap range needs to be larger to distinguish the expected objects during training the system. Though the obtained result is satisfactory, this study has some limitations, such as lack of primary retinal image data and highly configured hardware with efficient graphics computing units that are crucially important for higher detection accuracy and speed up the training process. To further development this proposed method, it is recommended to use a large dataset of real images containing healthy retinal images and retinal images with the abnormality. It is expected to integrate this proposed method in clinical tools with further development, evaluation, and validation.
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ABSTRACT
Dynamic population and land use significantly affect future energy demand. This paper proposes a suitable method to forecast load growth in a dynamic area in Tangerang, Indonesia. This research developed micro-spatial load forecasting, which can show load centres in microgrids, estimate the capacity and locate the distribution station precisely. Homogenous grouping implemented the method into clusters consisted of microgrids. It involves multivariate variables containing 12 electric and non-electric variables. Multivariate analysis is conducted by carrying out Principal Component Analysis (PCA) and Factor Analysis. The forecasting results can predict load growth, time, and location, which can later be implemented as the basis of a master electricity distribution plan because it provides an accurate long-term forecast.

Keywords: Dynamic area, load forecasting, micro-spatial, multivariate

INTRODUCTION
Demographic change combined with the depletion of our natural resources is re-modelling how society in using energy. As the population increases or decreases, accurate load forecasting is the first step in planning the expansion of electric power to estimate energy demand or prioritise
renewable energy installation acceleration in the future and reduce the negative effect of global warming (Lagaaij, 2018).

By far, one of the most trending methods is sectoral load forecasting. This technique is straightforward but lacks accuracy in areas with impoverished data available and dynamic service areas. It means on an area with rapid change on land use because of economic growth and population, the results are still macro and cannot precisely depict load centres in smaller area service (grid) and cannot determine the substation’s location.

Therefore, a smaller area or micro-spatial technique may play an essential role in ensuring load forecast. Methods to forecast small area loads fall into two major categories (Carvallo et al., 2016; Fu et al., 2018; Kobylnski et al., 2020), trending and simulation. Trending methods work with present and past-small area load data, extrapolating past load growth trends to project future load. It uses some techniques like time series (Avazov et al., 2019), curve fitting (El Kafazi et al., 2017), ARIMA (Al Amin & Hoque, 2019). The proposed model has the capability of filtering datasets and improving forecasting performance. However, these forecast methods do not deal with the area with no historical data and do not show the interaction of factors that influence load growth. However, the current method is more accurate when it is used for short-term load forecasting. It did not show the interaction of factors that affect the load growth. Generally, the load forecasting algorithm is built by involving 2 to 4 variables and ignored changes in land use and spatial planning. The result is biased in the medium and long term when applied to power distribution networks in the dynamic area.

The latest method facilitates forecasting based on the value of past requests and other factors that influence it, for instance, population and weather (Mukhopadhyay et al., 2017). For time-series data that have two or more variables. Certainly, it would not be too appropriate if the analysis was done using time series models (Avazov et al., 2019) because it does not rule out the possibility of interrelationships between one data with the other data. Therefore, multivariate models were needed. The models included in the multivariate analysis are more complicated than the univariate models (Jimenez et al., 2019). The multivariate model itself can be in the form of bivariate data analysis (only two-time series data) and the form of multivariate data (more than two-time series data). Multivariate models include transfer function models, intervention analysis, Fourier analysis, spectral analysis and vector time series models. Microspatial simulation methods (Babcock et al., 2013; Jimenez et al., 2019) perform detailed multivariate modelling. They work with land-use, demographic, geographic and end-use information in addition to electrical load data and attempt to reproduce, or simulate, the process of growth.

This paper developed a suitable methodology for areas experiencing dynamic regional use changes (urban area) while still involving many variables that influence the load growth itself. The case study in this article is Tangerang, Indonesia. The micro-spatial method is
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Based on clustering to show and simulate different factors that cause load growth for each cluster, according to the area’s characteristics. Whilst the previous method simulated the factors causing the same load growth for each grid, even though, in reality, each cluster has different regional characteristics. Moreover, the factors that cause load growth have not directly shown a correlation to load growth. Therefore, this methodology fits to project load growth over a small area with an accurate forecast result. The number of load points can be estimated on each grid according to its geographic structure. In addition, the accumulation of load growth in every grid is considered the region’s growth (macro).

METHODS

Microspatial simulation methods of small area load forecasting employ a land use or class-based customer framework. This method often utilises an “urban model” of population, commerce, and socio-economic factors to explain and forecast changes in the magnitude and location of various classes of electric load growth. Information on land use pattern development is then used to project or forecast future load growth. This method is best suited to a high spatial resolution grid of cells, long-range forecasting, and it is appropriate for multi-scenario planning. In contrast to trending methods, simulation requires substantially more well-organised data in databases and is collected systematically and adequately. Generally, these methods divide the service area into a smaller set of areas (grid). The size of the grid depends on data availability and load forecasting methods that will be used.

Load forecasting methods use land-use simulation, project type and load density into electrical service areas based on existing and future land use exchange. As a result, load growth can be determined in a smaller area, and the forecasting results are precise. The development of load growth will be presented into load density in every grid per year review.

Models and Parameters

The forecast is initially begun by collecting and compiling variables into a grid. The variables consist of existing land use conditions expressed as a large percentage (representing geography and land use aspect), residential (representing demographic aspect), PDRB (representing economic aspect), and electric load demand present in each grid (size of grids is subdistrict). End review data refers to a neighbourhood and hamlet called RT/RW (Rencana Tata Ruang dan Wilayah).

Grid values have been arranged and compiled based on the grid data to determine grids subdivision (clustering analysis). The goal is to merge grids that have the same characteristics. This grid forms one cluster. The next step is analysing variables based on principal component analysis (PCA) in every cluster. It helps to understand the covariance structure in the original variables and/or create a smaller number of variables using this
structure. The technique will produce dominant variables to load density in every cluster. After that, variables will be used to calculate load density growth models. Every model that is produced will do a standard statistic test to ensure the model is correct. The load density, as a result, will be projected into electric load per year in the future based on the land use in every grid.

Data Requirement

Data are divided into two major groups generally: electrical data and nonelectrical data. Electrical data used in this methodology consist of load per sector (residential, commercial, industry and public) and load density in sub-districts. Non-electrical data consists of residential numbers, PDRB, land use for each subdistrict and RT/RW’s data.

The selection and determination of the variables used are based on existing data in each predicted area. It is understood that the techniques developed are generally implemented in developed areas, where data collection is updated regularly. However, in developing countries, there will be problems with the availability of such data. It is exacerbated by the demand for the availability of electrical energy that is so fast to support the regional economic level.

The method is basically can use many variables (more than 12 as implemented in this article). However, in determining the variable, some characteristics of the variable must be known. In this study, the characteristic of the variables is derived from determining the estimated error of the predetermined model by testing on the residual value whether it is normally distributed.

Micro-Spatial Load Forecasting Using Multivariate Analysis

Identification Stage. Clustering Analysis. Cluster analysis classifies a set of observations into two or more mutually exclusive unknown groups based on combinations of interval variables. The purpose of cluster analysis is to discover a system of organising observations (grid) into groups, where members share properties in common. It is cognitively easier to predict the behaviour or properties of objects based on group membership in which all of them share similar properties. On the other hand, it is generally cognitively difficult to deal with individuals and predict behaviour or properties based on observations of other behaviours or properties. The procedure of clustering analysis consists of the following steps:

- Arranging distance matrix (matrix’s size is N x N) of which the element is euclidean’s distance between N object. Name this matrix as a space matrix

\[ D = \{d_{ij}\} : ij = 1,2,3,\ldots,N \]
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- Computing minimum space matrix above. Then, combine both as one group. If the group with minimum space are group U and V, it will form a new group (UV). The space revision method is Euclidean space which usually uses space between objects (Equation 1).

\[ d_{ij} = \sqrt{\sum_{k=1}^{n} (v_{ik} - v_{jk})^2} \]  

[1]

Based on Equation 1, the lowest Euclidean space shows that grid relation is close. Repeat steps a and b counted (N-1) numbers until all objects stay in one group. Finally, write every result of clustering \( C_i \).

- Clustering results and subdividing strength \( C_i \) can be drawn into a dendrogram. Based on the dendrogram, we can determine numbers of clusters and their members of Principal Component Analysis (PCA).

**Principal Components Analysis (PCA).** PCA shows influencing variables at each cluster by reducing the number of dimensions without losing variables information. As a result, the variables do not influence load density significantly and will be put out of load density models. In order to derive simple models but still represent all of the variables.

In case if the original variable has a different set of measurements, the principal component is degraded from correlation matrix \( R \). It is needed orthogonal transformation of data into a standard form (Equation 2):

\[ Z_{ij} = \frac{x_{ij} - \bar{x}_j}{s_j} \]  

[2]

Determination of principal components numbers is based on a cumulative variance proportion of 75% or more than the total variant.

**Factor Analysis.** Factor analysis is used to reduce a large set of variables to a more meaningful, smaller set of variables (development of PCA). Variables that are correlated with one another, which are also largely independent of other subsets of variables, are combined into factors. Factors are generated to be representative of the underlying processes that have created the correlations among variables. It can be written as Equation 3:

\[ Y_{ij} = a_{ij} \sqrt{\lambda_j} \]  

[3]

**Estimation Stage and Mathematics Model.** Determination Mathematics Model. The determination mathematics model is the prediction of loading in electric power commonly
exposed in a linear model. Based on this, model construction can be formulated in terms of double regression, which is built based on mathematics model, that is Equation 4:

\[ Y = b_1 + b_2X_2 + b_3X_3 + \cdots + b_kX_k + e \]  

This mathematics model is a group linear equation with a multivariable and simplified in a matrix, written as Equation 5:

\[ Y = Xb + e \]

Where:

\[
\begin{bmatrix}
Y_1 \\
Y_2 \\
Y_3 \\
\vdots \\
Y_n
\end{bmatrix} = 
\begin{bmatrix}
b_1 \\
b_2 \\
b_3 \\
\vdots \\
b_k
\end{bmatrix} 
\begin{bmatrix}
e_1 \\
e_2 \\
e_3 \\
\vdots \\
e_n
\end{bmatrix}
\]

In order to get b values, sum square deviation has to be minimised as Equation 6:

\[
\sum e_i^2 = e'e = (Y - Xb)'(Y - Xb)
\]  

Where, \( e' = Y (Xb)' \), so that (Equation 7)

\[
b = (X'X)^{-1}X'Y
\]

**Correlation Analysis.** Correlation analysis determines which variable has a stronger correlation (significant) with the initial response. So this variable will be possible to give a significant effect. So correlation with X and Y written as Equation 8:

\[
r_{XY} = \frac{\text{Cov}_{XY}}{S_XS_Y}
\]  

If \( r > 0.5 \), that variable will have a significant effect on the load density variable. However, that limit is not absolute as it depends on the condition and variable needed.

**Examination and Mathematics Model Test.** Examination and mathematics model test are done to examine whether statistically, mathematics model has been proper or not, using F test (parameter test), t-test (parameter coefficient test) and multicollinearity test (Jimenez et al., 2019; Sun et al., 2017).
**Forecasting Stage. Variable Trend.** To get load density growth every year based on the model before, the first step in this process is to make a trend in each variable (except the area variable) to get growth model every year from each variable. Then, selecting the best trend from each variable is made based on the smallest error value (MAPE).

Land use alteration is trended based on RT/RW from a related area, RT/RW data use are up to 2010, and change of land use between 2011 – 2016 is seen from the growth trend area from several years before.

**Load Density for Cluster Forecasting Base on Mathematics Model.** Based on the result from the getting variable, the trend growth model variable is used to predict load density in each cluster. This model agrees with the model that has been derived previously.

**Calculation of Peak Load Forecasting.** The result of forecasting density per year from this cluster is used to calculate the load density of each area at the same cluster. Change of wide-area refers to RT/RW data.

The following process calculates of the total power of the political district by adding power in each sector (residential, commercial industry and public) at the political district. Mathematically can be written as Equation 9:

\[
P_{total}(t) = C_f(P_R(t) + P_B(t) + P_I(t) + P_S(t)) \quad [9]
\]

**RESULT AND DISCUSSION**

**Forming Cluster**

The forming cluster aims to group objects (districts) into clusters in which each cluster consists of districts with homogeneous characteristics.

Object (districts) grouping is conducted using the clustering technique. Results of the correlation matrix process between district variables are described in the dendrogram below in Figure 1.

Results from clustering obtained 5 clusters with an entire grid of 114 districts. Further, load forecasting will be implemented in each cluster for the next ten years. The sample taken for this research is the calculation of cluster 4.

**Principal Component and Factor Analysis**

PCA is performed after grids are obtained. Then, it is applied by transforming original variables into new variables (principal component) in the form of a linear combination that reduces and explains the variance of original variables. Results of the correlation matrix process of each variable at each cluster towards load density per district and component matrix are described in Tables 1 and 2, respectively.
Table 1
Total variance explained

<table>
<thead>
<tr>
<th>Component</th>
<th>Initial eigenvalues</th>
<th>Extraction sums of squared loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total Var Cumulative</td>
<td>Total Var (%) Cumulative (%)</td>
</tr>
<tr>
<td>1</td>
<td>5.054 50.540 50.540</td>
<td>5.054 50.540 50.540</td>
</tr>
<tr>
<td>2</td>
<td>2.803 28.034 78.574</td>
<td>2.803 28.034 78.574</td>
</tr>
<tr>
<td>3</td>
<td>1.864 18.637 97.211</td>
<td>1.864 18.637 97.211</td>
</tr>
<tr>
<td>4</td>
<td>.204 2.040 99.251</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.064  .640 99.891</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>.011  .109 100.000</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>.000  .000 100.000</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>.000  .000 100.000</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>.000  .000 100.000</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>.000  .000 100.000</td>
<td></td>
</tr>
</tbody>
</table>

Table 2
Rotated component matrix

<table>
<thead>
<tr>
<th>Variable</th>
<th>Complement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Residential</td>
<td>.963</td>
</tr>
<tr>
<td>L_Residential</td>
<td>.961</td>
</tr>
<tr>
<td>L_Industry</td>
<td>.027</td>
</tr>
<tr>
<td>L_Commercial</td>
<td>.013</td>
</tr>
<tr>
<td>L_Social</td>
<td>-.430</td>
</tr>
<tr>
<td>PDRB</td>
<td>.978</td>
</tr>
<tr>
<td>AL_Residential</td>
<td>.961</td>
</tr>
<tr>
<td>AL_Industry</td>
<td>.027</td>
</tr>
<tr>
<td>AL_Commercial</td>
<td>.013</td>
</tr>
<tr>
<td>AL_Social</td>
<td>-.430</td>
</tr>
</tbody>
</table>

Figure 1. Dendrogram of forming cluster
Further, PCA is grouped with its factors as depicted in the Table 3.

### Table 3
**Factor analysis**

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Principal component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Component 1</td>
</tr>
<tr>
<td>PDRB</td>
<td>Industrial area</td>
</tr>
<tr>
<td>Residential area</td>
<td>Industrial load</td>
</tr>
<tr>
<td>Residential Load</td>
<td>Social load</td>
</tr>
<tr>
<td>Household</td>
<td>Social area</td>
</tr>
</tbody>
</table>

Several variables are used in *Exploratory Factor Analysis*. It is derived from the Measurement of Sampling Adequacy (MSA) in the Anti-Image Matrices table. Variables eligible to use Exploration Factor Analysis are variables with MSA values more than 0.500, as in Table 4.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area size</td>
<td>0.548</td>
</tr>
<tr>
<td>Industrial Land Use</td>
<td>0.618</td>
</tr>
<tr>
<td>Business Land Use</td>
<td>0.630</td>
</tr>
<tr>
<td>PDRB</td>
<td>0.656</td>
</tr>
<tr>
<td>Industrial load</td>
<td>0.548</td>
</tr>
<tr>
<td>Business load</td>
<td>0.596</td>
</tr>
<tr>
<td>Social load</td>
<td>0.578</td>
</tr>
</tbody>
</table>

The scree plot in Figure 2 shows the number of factors formed from the component points that have more than one eigenvalue. For example, three-component points have an Eigenvalue of more than one, so one factor is formed.

![Figure 2. Scree Plot Eigenvalue](image_url)
The statistical test shows that each factor has the greatest value of 0.5. For example, component one, two and three is 0.901, 0.732 and 0.799 respectively with the first factor 54.5%, the second factor 22.6% and the third factor 18.7%.

Correlation Analysis
The analysis correlation coefficient of each variable towards the response variable (load density) obtains variables whose correlation with the initial response is close. They are housing (land use), a social area (land use), commerce and average load of electricity for business. The calculation results show that variables can explain the variance from a rating value of 96.1%, which is statistically good.

Variable Testing
Regression coefficients parameter (t-test) is conducted to identify variables that significantly affect the initial rating value (load density). From the results, it can be seen that the parameter's significance contribution to initial rating value. Results of the parameter are seen in Table 5.

Based on the testing of regression coefficients parameter using variables and significance α level set at 5%, the results show that the significant parameters are constant with an average industry load because P-value is smaller than α = 0.05. In addition, after multicollinearity (VIF) analysis was conducted, there was no multicollinearity detected as 1 < VIF < 10.

Load Density Forecasting Process
It is important to calculate the trend of each variable (except the land-use variable) to obtain load density growth annually based on the acquired model. Therefore, it aims to obtain annual model growth per year of each variable. The selection of the best trend of each variable depends on the smallest error (MAPE). According to the trend results at each variable (except land use using RT/RT), the forecast for load density is illustrated in Figure 3.

Calculation of Load Growth of Each Grid
Annual peak load forecasting of each district is described in Tables 6 and 7. Load density forecasting per year obtained in this cluster is used to calculate the load density of each sector of the respective cluster. After the density of each sector is acquired, we can estimate
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**Figure 3.** Load density curve per sector (MVA / Km²)

**Table 6**

Peak load forecasting year 1 – 5

<table>
<thead>
<tr>
<th>Grid</th>
<th>Year</th>
<th>Load (MVA)</th>
<th>Load (MVA)</th>
<th>Load (MVA)</th>
<th>Load (MVA)</th>
<th>Load (MVA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rawa Buaya</td>
<td>1</td>
<td>26.38</td>
<td>28.32</td>
<td>30.35</td>
<td>32.50</td>
<td>34.77</td>
</tr>
<tr>
<td>Kapuk</td>
<td>2</td>
<td>40.85</td>
<td>43.84</td>
<td>47.00</td>
<td>50.33</td>
<td>53.83</td>
</tr>
<tr>
<td>Kamal Muara</td>
<td>3</td>
<td>59.52</td>
<td>63.89</td>
<td>68.48</td>
<td>73.33</td>
<td>78.44</td>
</tr>
<tr>
<td>Kedaung Kaliangke</td>
<td>4</td>
<td>26.38</td>
<td>28.32</td>
<td>30.35</td>
<td>32.50</td>
<td>34.77</td>
</tr>
<tr>
<td>Kedoya Utara</td>
<td>5</td>
<td>18.31</td>
<td>19.65</td>
<td>21.06</td>
<td>22.55</td>
<td>24.13</td>
</tr>
<tr>
<td>Semanan</td>
<td>7</td>
<td>33.79</td>
<td>36.27</td>
<td>38.88</td>
<td>41.63</td>
<td>44.53</td>
</tr>
<tr>
<td>Pegadungan</td>
<td>8</td>
<td>33.61</td>
<td>36.07</td>
<td>38.67</td>
<td>41.41</td>
<td>44.29</td>
</tr>
<tr>
<td>Tegal Alur</td>
<td>9</td>
<td>43.90</td>
<td>47.12</td>
<td>50.51</td>
<td>54.09</td>
<td>57.86</td>
</tr>
</tbody>
</table>

**Table 7**

Peak load forecasting year 6 to 10

<table>
<thead>
<tr>
<th>Grid</th>
<th>Year</th>
<th>Load (MVA)</th>
<th>Load (MVA)</th>
<th>Load (MVA)</th>
<th>Load (MVA)</th>
<th>Load (MVA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rawa Buaya</td>
<td>6</td>
<td>37.16</td>
<td>39.67</td>
<td>42.33</td>
<td>45.13</td>
<td>48.08</td>
</tr>
<tr>
<td>Kapuk</td>
<td>7</td>
<td>57.53</td>
<td>61.43</td>
<td>65.54</td>
<td>69.87</td>
<td>74.44</td>
</tr>
</tbody>
</table>
the energy of every sector in each district by multiplying load density per sector with the size of its sector (district) at each cluster. Meanwhile, the change of sector size per year is adjusted to the area and space planning.

**Methodology Comparison Testing**

Forecasting results are compared to other methodologies to ensure the development of this methodology. In this case, trending methods and Gompertz analysis. The test results can be seen in Table 8.

<table>
<thead>
<tr>
<th>Historical data</th>
<th>Load data (MVA)</th>
<th>Trending MAPE</th>
<th>Gompertz MAPE</th>
<th>Microspatial simulation MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>600.33</td>
<td>0.002</td>
<td>0.0685</td>
<td>3.4E-05</td>
</tr>
<tr>
<td>2</td>
<td>621.80</td>
<td>0.003</td>
<td>0.0346</td>
<td>4.3E-05</td>
</tr>
<tr>
<td>3</td>
<td>644.10</td>
<td>0.001</td>
<td>0.0284</td>
<td>2.1E-04</td>
</tr>
<tr>
<td>4</td>
<td>667.13</td>
<td>0.001</td>
<td>0.0573</td>
<td>1.2E-03</td>
</tr>
<tr>
<td>5</td>
<td>690.66</td>
<td>0.002</td>
<td>0.0833</td>
<td>1.2E-04</td>
</tr>
<tr>
<td>6</td>
<td>715.31</td>
<td>0.126%</td>
<td>4.571%</td>
<td>0.032%</td>
</tr>
</tbody>
</table>

This test compares forecasting results to the history of the actual data before. The results show that load forecasting methodology base on land use simulation has a smaller error (0.032%) than trending methods (0.126%) or Gompertz analysis (4.571%). Generally, the error tolerance level statistically has prediction under 10% (Kartikasari & Prayogi, 2018). Thus, it can be inferred that the prediction model obtained is sufficient.
CONCLUSION

The development of micro-spatial load forecasting based on multivariate analysis is extended from the macro, sectoral load forecasting method, which can provide solutions and information such as load calculation, time of the incident, and its location in higher precision. Therefore, it is more appropriate to be applied as a basic tool in developing electrical distribution plan for a dynamic area such as Tangerang.

Comparing to micro-spatial load forecasting methods, which have already been developed before (Kobyliński et al., 2020; Raza et al., 2020; Sun et al., 2017), this method has a complicated algorithm solution, but returning with the more accurate result and reducing the problem with a big volume counting process.

The complication rate rises occurs because the clustering algorithm was done before the principal component analysis process (from the previous method). As a result, the level of complicity became N times, in which N indicated the number of clusters.

This method will be more accurate to be implemented in the smaller area because the base of the load variable is the load density of the service area (in this case study, it used sub-district as the smallest area).
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ABSTRACT

Studies have worked out measures to curb the poor performance problems. However, it is hard to investigate the actual reasons because of the diverse construction culture of different countries. This research aims to develop a framework for mitigating the problems triggering the poor performance via a novel classification. An empirical analysis of mean and relative importance index (RII) was performed in SPSS of collected data from 56 public projects in Malaysia from 2003 to 2014. Qualitative and quantitative data was analysed from Audit General’s Reports, interviews, a pilot survey, and a full-scale experts’ survey. Findings from research investigated that the most influential factors affecting poor performance are not genuinely linked with those investigated from Audit General’s Report except a few. Furthermore, the study findings conclude that related financial problems and construction stage from project life cycle contribute to poor performance. The potential mitigation measures are worked out and validated via focused group discussions with experts. Finally, a framework was developed that emphasised Competent, Commitment, Communication, Comfort and Collaboration.
(5Cs) to mitigate the poor performance issues. The study is limited to identifying factors contributing to poor performance; however, relevant responsible stakeholders should also need to be identified in the future.

**Keywords:** Framework, Malaysia, mitigations, poor performance, project performance, public sector
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**INTRODUCTION**

The construction industry in Malaysia contributes to socio-economic growth and shares 4% to 6% of the country’s Gross Domestic Product (GDP) (Alaloul et al., 2020). However, the industry desperately suffers from various underlying problems such as overrun of time, cost, quality, safety, and disputes that lead to poor performance in the sector. The problem of poor performance is so severe and inescapable that none of the regions on the globe is under an exception. Several past studies believe that only 2.5% of projects in the world are delivered on time and within the estimated budget (Gunnoe et al., 2016). Therefore, it is a big question mark on the performance of the construction sector.

Project performance is an indispensable goal of every project where success is measured from innumerable parameters which are still conflicting, such as the most common are time, cost, and quality (Mellado & Lou, 2020; Unegbu et al., in press). Nevertheless, due to the lack of consensus on measuring project performance, there are many diverse opinions on what to include as performance and success measurement parameters. In the past, financial indicators were seen as the sole parameters to measure project performance, and later time, quality and satisfaction of end-users were added. However, the Malaysian public sector has continuously reported a low-performance sector (Takim, 2009). Besides, Malaysia aims to boost its economy and elevate its status from a developing to a developed nation. With this aim, the government had propelled its National Transformation Plan (NTP) that includes the Government Transformation Plan (GTP) and Economic Transformation Program (ETP). GTP and ETP are designed to address all obstacles to achieve Vision 2020. This master plan brought together several mega projects in the country to boost the economy. However, several impediments hindered the road to successful project performance.

Construction projects typically suffered from severe time and cost overrun problems and quality and safety issues, especially after modern construction, which has brought more complexity. Owing to the peculiar nature of industry and modern construction challenges, the problems of poor construction are increasing at a higher pace. Therefore, the government needs to ensure that projects are completed on time, with stipulated cost, meeting designed quality and general requirements. On the contrary, the current scenario is inverted, and the Malaysian construction industry has not witnessed successful projects. Sambasivan and Soon (2007) claimed that 17.3% of projects completed in 2005 suffered severe time problems related delay in Malaysia. Data from government and industry revealed that...
around 65% of public projects suffered from an overrun of time and budget, which leads to conflicts (Rahman et al., 2013). Akhund et al. (2017, 2019) found that time and cost overrun are common in many developing economies. Memon et al. (2014) identified that issues in design and documentation, finance-related problems, project management and contract problem are only factors for Malaysian construction projects. Othman and Ismail (2014) found that several projects suffered from delays in Malaysia, leading to poor performance.

A report published by the National Audit Department (2009) stated that 11 public projects in Malaysia were abandoned due to cost overrun issues, low quality, and failure to comply with specifications. Also, nine of them encountered severe delays, seven projects have problems with quality, and six were not executed according to the specification. The report further stated that the said factors are reoccurring each time, and no suitable measures have been adopted yet to counteract. However, a few past studies have identified few major reasons behind the poor performance in Malaysia, such as delay (Alaloul et al., 2020; Sambasivan & Soon, 2007; Hooi & Ngui, 2014), cost overrun (Alaloul et al., 2020; Shehu et al., 2014), and quality (Alaloul et al., 2020).

Causes, as mentioned earlier and the report of the National Audit Department (2009), triggered that public projects in Malaysia are struggling with severe problems associated with project performance. It enlightens the need to explore the actual reasons behind the poor project performance, which would overcome the weakness in the industry and further show a better insight into the industry. The study aims to explore a novel classification of poor performance causes and design a framework that is a way forward to mitigate the problems and a sound indicator of the country’s economic growth. To the best of our knowledge, a similar work particularly targeting the performance of the Malaysian public sector from past completed projects is not available in the pages of literature. Also eventually, limited studies have focused on exploring the factors of poor performance in Malaysia. Further, the factors of one region could not be investigated for other countries owing to differences in culture, political situation, and economic condition. Moreover, the study is not limited to this extent. However, it contributes to the literature by designing a novel classification of poor performance factors, which were not discussed extensively. The classification exclusively targets the actors, processes, and institutions re-classified from the project life cycle phases.

A REVIEW OF PROJECT PERFORMANCE

Poor Performance Measurement in Construction Projects

Construction projects agonise from several problems that are directly and indirectly allied with project performance. In order to investigate the performance of a project, it is vital to design the factors that affect the project performance as standard measuring guidelines or benchmarking factors (Unegbu et al., in press). Many studies in the past have worked
out factors affecting poor performance in construction in different countries (Le, 2020; Lopes et al., 2011; Shiferaw & Klakegg, 2013). For example, Ahzahar et al. (2011) found that in Malaysia, shortage of resources and low quality of materials are prevalent causes of project failure.

Puspasari (2005) revealed eight major classifications of factors that govern the project performance, i.e. characteristics owner related factors, labour and materials-related factors, contractor-related factors, consultant-related factors, project procurement, and external environment-related factors. Gamil and Rahman (2020) classified the poor performance factors into the following categories: governmental and administrative factors, management and leadership, human resources, stakeholders, and materials and machinery. Enshassi et al. (2009) worked out that delays in material availability, project leadership challenges, escalation in material prices, inexperienced and less qualified team members, poor quality of equipment, and raw materials are leading problems associated with project performance. Sweis (2013) exclusively focused on contractor related factors and believe that contractors have a prime role in project performance. It is also witnessed by Khoso and Yusof (2020), who claimed that project success is directly connected with contractors. Jaffar et al. (2011) found from review research that lack of technical capability, poor coordination, lack of integration and communication, and insufficient equipment are key causes of project failure. Faridi and El-Sayegh (2006) found that shortage of human resources, poor site management and supervision, poor leadership, and equipment failure are key causes that affect a project outcome. Enshassi et al. (2009) relate unavailability of resources, delays, leadership problems, escalation in material prices, inexperienced staff, poor equipment and, materials with project performance. Besides, Khoso et al. (2021a, 2021b) relate project performance to contractor selection issues in public projects.

The performance in construction projects also measured with different factors and performance criteria such as time, quality, cost and safety (Yeung et al., 2009), design, rework percentage, safety, time and cost (Kang et al., 2008), and customer requirements and satisfaction (Ling et al., 2006). Further, McDermot et al. (2020) listed out 12 factors affecting poor performance such as poor planning, insufficient skilled labour, wrong estimates, poor defining of scope, communication gap among stakeholders, cash flow problem, failure to estimate risks, poor change control, bureaucracy, problems in the proper ground investigation, improper project delivery system, accountability in decision-making. Other major underlying factors are incapable project manager, changes in design, related financial problems, contract management system issues, additional work, inefficient planning and scheduling, material shortage, unavailability of skilled labours, delay in construction, cite problems, wrong estimation, incapable contractor and inexperienced client, and poor team qualification (Yue, 2018). Finally, Gadisa and Zhou (2020) worked out the 58 most occurring factors and classified them into major criteria: as ineffective contract
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management, incompetency of client, problems in the procurement process, construction material related problems, stakeholder’s coordination problem, performance measuring indicators, external environment, and incapable contractor.

Iron Triangle in Project Performance

The success or failure of any project is evaluated on certain parameters where the time, cost, and quality (known as Iron Triangle) have a dominant role, and many researchers evaluated the performance based on Iron Triangle. Mellado and Lou (2020), and Unegbu et al. (in press) believe that time overrun is referred to as a delay, which reflects the excessive time that exceeds the stipulated time of a project. Studies believe that time overrun is a severe cause of project performance (Akhund et al., 2018; Sambasivan & Soon, 2007). Issues of time overrun are not related to a single party; however, clients, consultants, contractors related factors are responsible. Doloi et al. (2012) explored several factors related to time overrun. Many other studies have also encountered the problem of time overrun, such as Bajjou and Chafi (2020), Soewin and Chinda (2018), and Girma et al. (2017). Besides, many studies believe that construction projects have a poor record in terms of the budgeted cost. The problem of cost overrun is a global challenge, and these problems are encountered by Akhund et al. (2019), Li et al. (2011), and Niazi and Painting (2017). In addition to time, cost, quality is another major indicator of project performance. Many studies have worked out possible causes of poor quality in construction projects (Alubaid et al., 2018; Callistus et al., 2014; Khoda et al., 2016). Furthermore, Alaloul et al. (2020) also developed poor performance factors based on time, cost and quality parameters. Figure 1 summarises the reviewed factors from the literature.

![Figure 1. Time, cost, and quality related factors for project performance](image)

Client Related Factors
- Delay in Payment, slow decision, and lack experience

External Related Factors
- Shortage of materials, poor site condition, and lack of equipment

Consultant Related Factors
- Poor supervision, slow instruction, and lack of experience

Contractor Related Factors
- Financial, shortage of materials, and poor site management

Cost Overrun
- Fraudulent practices and kickbacks, and lack of fraudulent coordination with designer

Time Overrun
- Frequent design changes during construction phase, and payment delays

Poor Performance
- Financial issues, and lack of experience

Poor Quality
- Poor cost estimation, and poor material management
RESEARCH METHODOLOGY

A project success and failure are continuously assessed with specific tools that eventually require explicit criteria or performance indicators. This study investigates the poor performance evaluating criteria or indicators, and designs a framework to mitigate the problems. This scientific research follows a mixed-mode research methodology where the essence of qualitative and quantitative are assorted together. This work employs qualitative mode during preliminary analysis, whereas the quantitative approach was applied during the survey phase.

Unfolding of the literature revealed a few studies focused on poor performance measurement; therefore, to have a larger set of previous research for the sake of more reliability of primary data, the Malaysian Audit General’s Report (2003-2014) (www.audit.gov.my) was reviewed together. Both printed and electronic documents were collected and profoundly reviewed. Likewise, in other analytical methods, the analysis of the documents requires data that is suitable to examine, with meaningful interpretation, elicit meaning, high understanding, and empirical knowledge. The Malaysian Audit General’s Report formed a basis for this study where in addition to other past studies, factors influencing poor performance were listed out. Extracted factors were clustered into phases of the project life cycle. Figure 2 illustrates the followed methodology.

Preliminary Data Collection

The preliminary data source includes the auditor report from 2003 to 2014. A systemic documents analysis followed this step. The reviewed audit institution was established to strengthen the government financial management system. This institution aims to carry out audits of public projects self-regulating and submits the reports to State legislatures. Since the institution audits 25 ministries, this study only focused on a limited part related to building construction and factors related to poor performance were extracted. From 2003 to 2014, a total of 56 projects were selected from the reports. Only the most frequent occurrence factors from past projects were compiled together for better understanding purposes. It adds the tally to the 75 most influential factors. The preliminary data was validated from this report, followed by site visits and meetings with experienced personnel.

Questionnaire Design

A larger set of data can easily be gathered via a questionnaire survey method within a short period. Compared to interviews, the survey is a more reliable tool that removes the chances of data biases. The data obtained from literature and Audit General Reports together facilitated in designing of the questionnaire. The survey tool was originally reviewed by an academic team consisting of university professors. The collected preliminary data assimilate in a quantitative format where respondents were expected to reply on a numeric five-point
Likert scale of equal interval (where; 5>4>3>2>1; 5: strongly agree; 1: strongly disagree). The questionnaire was designed in the following three sections.

Part 1: This part aims to collect the respondent demographic background such as their organisation type, experience, project description, and designation.

Part 2: In this section, respondents were asked to provide their opinions based on a five-point Likert scale. This part aims to identify the most influential factors leading to poor performance in the public construction project. The factors were classified into five phases of the project life cycle.

Part 3. This section aims to cover the potential mitigation measures to improve the poor performance in the public construction project in Malaysia. Responses were gathered on a similar five-point Likert scale where 5>4>3>2>1; 5: extremely important; 1=not important.
Pilot Survey and Data Reliability

The questionnaire was tested on a smaller group before floating to a larger sample. Therefore, a pilot study offers insight for the researcher, which further clarify the research directions. It is constructive as it also warns whether projects could fail if research protocols are not followed. For this research, a pilot survey was conducted among 40 respondents, according to Hill (1998), who suggested 10 to 30 responses are positive for survey-based research. Cronbach’s alpha test was performed in SPSS to validate the research data.

Data Collection from Surveys

The samples from a larger population working on various construction projects in Malaysia were determined. Since it was impossible to target all populations, a targeted population method such as the purposive sampling method was adopted, marking the specific responses based on the researcher’s judgement. It also assures that only the person with specific knowledge and experience are followed. Client, consultant and contractor groups were involved in this survey. A total of 210 questionnaire surveys were sent via physical meetings, emails, WhatsApp, and an online survey tool. The survey took more than two months to complete where 137 successful responses were gathered.

Analysis Method

Scientific research follows a suitable analysis approach to convert the data into information and later into knowledge by interpretation. Collected data were analysed using average index (A.I) and relative important index (RII) methods. A.I approached was applied to compute the most influential factor. A factor is treated according to its respective value of A.I according to Rogers (2003), A.I value above 3.1 is considered significant. Later, the RII was calculated, where a value of above 60% (0.6) was considered agreed (Jarkas & Bitar, 2012).

ANALYSIS AND DISCUSSION

Analysis on Poor Performance Factors from Audit General’s Report Past Projects

This section demonstrates poor performance factors from the past 56 projects overviewed and investigated from Auditor General’s Report. Analysis of the top ten factors based on their occurrence is presented in Figure 3. The analysis from the report witnessed that the quality of construction deteriorates in almost every project with the highest rate of re-occurrence (n) (i.e. n=53/56). It is followed by ‘construction not accordance with contract specification’ (n= 45). There is a clear relationship between the first two factors. The quality deteriorates owing to ignoring the terms and conditions as prescribed in the documents. Such events lead to conflicts among parties and results in delays and overrun of budget.
The third most occurred factor is also related to the second one. The problem of weak implementation and monitoring is the result of non-compliance with contract conditions. Also, results show that contractors could not perform work in more than 50% of selected projects. It is also witnessed from the data that construction design was inappropriate in n=24 projects. There is a linear relationship between these two causes. The majority of projects are abandoned or delays due to problems in design. It leads to time and cost overrun problems, which are later resolved through variation order as shown in n=23 projects from the investigation of the report.

The further analysis found that in Malaysia, most problems related to poor performance are due to lack of planning which is triggered owing to the incapable contractor. In n=22 projects, the capable contractor was not chosen. These findings also witnessed that many problems occur due to contractors’ improper selection during the contract stage of the project life cycle. The least cited factor, i.e. late signing of the contract, is also considered one of the major reasons. It leads to delays in construction.

Analysis on Poor Performance Factors based on Stages of Project Life Cycle

Five stages of the project life cycle were considered, and factors were classified to each stage according to the suitability with the stage. Each stage was analysed individually and discussed below. The reliability was measured in SPSS using Cronbach’s alpha method as an internal measure of consistency. For this case, the reliability of each data of the project life cycle stage was computed independently. As a result, data reliability varies from 0.808 to 0.972 in different stages of the project life cycle.

Early Investigation Stage Factors

This stage is critical for a project as it involves feasibility, early project planning, seeking funding sources, and various decisions involve in this stage. The data on the poor performance factor is analysed via A.I and RII as shown in Table 1.
Table 1

<table>
<thead>
<tr>
<th>Analysis of poor performance factors of early investigation stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factors (Cronbach’s alpha=0.808)</td>
</tr>
<tr>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Contractor</td>
</tr>
<tr>
<td>Land acquisition delays</td>
</tr>
<tr>
<td>Poor early stage planning</td>
</tr>
<tr>
<td>Lack of project funding</td>
</tr>
<tr>
<td>Ignoring experts’ views during early planning</td>
</tr>
<tr>
<td>Delays in drawing, and bill of quantities</td>
</tr>
<tr>
<td>Late appointment of consultant</td>
</tr>
<tr>
<td>Poor site location</td>
</tr>
</tbody>
</table>

Land acquisition is ranked the highest poor performance factor. This problem generally requires a longer time to resolve because of several stakeholders such as landowners, government, and court of law. Furthermore, the agreement of the owner on offered compensation is also seen as a fundamental problem. These complications were unswervingly linked with the delays as construction could not be underway unless site ownership was transferred to the government. Poor early-stage planning is another crucial reason found from the analysis. The right planning predicts the future events of the entire project, and a contingency plan can also be prepared to mitigate any unwilling event in the future. On the other hand, poor planning affects the entire project with respect to time, cost, and quality and ultimately leads to project failure. Lack of project funding is ranked third most influential problem. Public projects often suffered from this problem as poor planning in an early investigation to seek the fund leads to delays in project completion. The delay is also directly linked with a cost overrun and other contractual problems such as change orders and extension of time. The ranking of the remaining poor performance factors is shown in Table 1.

Design Stage Factors

Table 2 illustrates the analysis results of the design stage. From the analysis, it is found that the public projects in Malaysia are frequently suffered from site investigation issues. Site investigation is the responsibility of all parties such as clients, consultants and contractors. The majority of problems in site investigation are often due to the geotechnical or ground investigation, such as related to deep soil investigation, which decides the choice of foundation. As a result, there is a likelihood of large variation in project cost comparing to early estimation. It happens when the client and its partner, i.e. consultants, overlooked the site and appropriate investigation is not performed. Besides, the mistakes in design
are seen as another major reason. Without proper drawing, it is not possible to carry out construction work. It often leads to re-work as consultants re-design the project in the middle of construction, and the project again goes back to the approval stage. This process affects the entire structure of the project, and many problems of time, cost overrun, and conflicts occur between the parties. Also, delays in the preparation of drawing is another major reason revealed from the analysis. Such delays often result in delays in projects, and further problems happen when a project contract is awarded to the contractor, and still, the drawings are incomplete.

Table 2
Analysis of poor performance factors of design stage

<table>
<thead>
<tr>
<th>Factors (Cronbach’s alpha=0.897)</th>
<th>Contractor</th>
<th>A.I.</th>
<th>Consultant</th>
<th>Client</th>
<th>RII</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor site investigation</td>
<td>3.90</td>
<td>3.80</td>
<td>3.70</td>
<td>76.00</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Design mistakes and overlooked</td>
<td>4.00</td>
<td>3.55</td>
<td>3.80</td>
<td>75.20</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Design preparation delays</td>
<td>3.90</td>
<td>3.63</td>
<td>3.67</td>
<td>74.60</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Incomplete drawings</td>
<td>3.86</td>
<td>3.65</td>
<td>3.60</td>
<td>74.00</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Lack of project information</td>
<td>3.75</td>
<td>3.65</td>
<td>3.70</td>
<td>73.75</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Non cleared specification</td>
<td>4.00</td>
<td>3.45</td>
<td>3.57</td>
<td>73.45</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Poor construction design</td>
<td>3.80</td>
<td>3.60</td>
<td>3.54</td>
<td>73.15</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

Contract Stage Factors

Poor performance factors under the contract stage are demonstrated in Table 3. The problem of incapable selection of a contractor is observed as the most significant in public sector construction. Typically, the public sector selects the contractor based on the lowest bid award, which is under criticism for the last two decades. As a result, the technical capabilities of contractors are given less weightage over their bid price. Incapable contractors often quote less bid price, which attracts the public client owing to the funds belonging to the public. However, it is never a wise decision in the long run and not suitable for a project as the contractors want more profit later, so reduce the quality and seek more change orders and other reasons to pay them more. Besides, budget estimation mistake is another problem during contract stage. There are two different but interlinked scenarios related to this problem; the prior is related to the client and later with the contractor. The prior scenario transpires when a client with its partner consultant estimates a wrong project cost and prepare their bill of quantities accordingly. At the same time, in the latter case, the incapable contractor quotes already a minimum budget to win the contract. Therefore, mistakes in budget and resource planning alongside a selection of incapable contractors further trigger poor performance. Such factors lead to conflict among contractor and client as the contractor would cry for additional budget seek more change or variation orders.
Late approval is another crucial factor contributing to poor performance. It is considered the main problem in the public sector as the procedures there are very complex. The public sector is burdened with additional formalities than the private sector. Also, in public sector, funds belong to public. Therefore, thorough audit and monitoring have often delayed the process. The factor of the inaccurate bid price is also linked with mistakes in budget and resources. The contract is a major stage that mostly leads to severe problems if it does not handle properly.

Table 3

Analysis of poor performance factors of contract stage

<table>
<thead>
<tr>
<th>Factors (Cronbach’s alpha=0.903)</th>
<th>A.I.</th>
<th>A.I.</th>
<th>A.I.</th>
<th>RII</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Contractor</td>
<td>Consultant</td>
<td>Client</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selection of incapable contractor</td>
<td>3.95</td>
<td>4.00</td>
<td>4.00</td>
<td>80.00</td>
<td>1</td>
</tr>
<tr>
<td>Mistakes in budget and resource planning</td>
<td>4.10</td>
<td>3.90</td>
<td>3.60</td>
<td>78.00</td>
<td>2</td>
</tr>
<tr>
<td>Late approvals</td>
<td>4.00</td>
<td>3.80</td>
<td>3.82</td>
<td>77.00</td>
<td>3</td>
</tr>
<tr>
<td>Inaccurate bid price</td>
<td>3.91</td>
<td>3.80</td>
<td>3.75</td>
<td>76.50</td>
<td>4</td>
</tr>
<tr>
<td>Weak contract system</td>
<td>3.80</td>
<td>3.70</td>
<td>3.50</td>
<td>73.30</td>
<td>5</td>
</tr>
<tr>
<td>Late appointment of contractors</td>
<td>3.79</td>
<td>3.75</td>
<td>3.29</td>
<td>73.20</td>
<td>6</td>
</tr>
<tr>
<td>Inappropriate methods by contractor</td>
<td>3.72</td>
<td>3.60</td>
<td>3.50</td>
<td>72.10</td>
<td>7</td>
</tr>
<tr>
<td>Late in singing of contract documents</td>
<td>3.50</td>
<td>3.40</td>
<td>3.50</td>
<td>68.32</td>
<td>8</td>
</tr>
</tbody>
</table>

Construction Stage Factors

Construction is seen as the most challenging job as it involves the highest resources in terms of human resources, budget, equipment, time management, and monitoring jobs. The analysis results of factors of poor performance in the construction stage are shown in Table 4. Furthermore, the A.I. values of the top 5 factors are illustrated in Figure 4.

The related financial problems are the most persuasive in the construction stage, such as cash flow issues and payment delays. Since construction consumes the highest amount of resources, any interruption in cash flow can harm project progress. The contractor relies on regular payment from the client, and when payment is delayed, the entire project gets affected. Such issues lead to time delays and later transpire into conflicts. Variation order is also observed as the most critical factor in the construction stage. Several factors are correlated to variation order, such as changes in design, method, and scope. When variations are proposed in the construction stage, the contractor seeks variation orders that ultimately cause delay of work, overrun of cost, chances of conflicts, and lower the quality. The client must ensure that early planning is performed prudently and sensibly so that the problems in the construction stage may be avoided.

Effective decision-making has a key role in a project, and any delay in decision making directly impacts a project. All processes such as endorsing drawings, contract documents,
terms and conditions, work orders, and payments are based on clients’ decision. Slow
decision making indicates that delays in the entire project as the factors act as a chain.
Therefore, the client must ensure that there is no due pending decision. Apart from this,
quality is also seen as a top factor affecting poor performance. Quality is always connected
with cost and time. Problems of cash flow, late payment, variation order and slow decision
making increased the time and cost and parallel affect the quality of a project. Whenever a
project is affected by delays or an overrun in the budget, the contractor would reduce the
quality to expedite the work and meet the budget. Several other reasons were found as the
most critical factors in the construction stage. See Table 4 for further details.

Table 4

<table>
<thead>
<tr>
<th>Analysis of poor performance factors of construction stage</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factor (Cronbach’s alpha=0.972)</strong></td>
</tr>
<tr>
<td>Issues related to cash flow</td>
</tr>
<tr>
<td>Late payment delivery</td>
</tr>
<tr>
<td>Variation order</td>
</tr>
<tr>
<td>Slow decision making</td>
</tr>
<tr>
<td>Low quality work</td>
</tr>
<tr>
<td>Changes in design</td>
</tr>
<tr>
<td>Lacking in project monitoring</td>
</tr>
<tr>
<td>Less workers</td>
</tr>
<tr>
<td>Site management issues</td>
</tr>
<tr>
<td>Delay in approvals</td>
</tr>
<tr>
<td>Non-compliance with standards methods</td>
</tr>
<tr>
<td>Delay in design approval</td>
</tr>
<tr>
<td>Non-availability of qualified personnel</td>
</tr>
<tr>
<td>Delays from sub-contractors</td>
</tr>
<tr>
<td>Communication gap between local authorities</td>
</tr>
<tr>
<td>Delay in starting work</td>
</tr>
<tr>
<td>Ignoring contract specified conditions</td>
</tr>
<tr>
<td>Contractor and consultant coordination problem</td>
</tr>
</tbody>
</table>
Handing Over Stage Factors

It is the last stage of a project life cycle. When the contractor has finalised their work, they will hand the project to the owner or client. Several factors are associated with this stage that leads to poor performance, as shown in Table 5. Financial related problems are again ranked the most critical in this stage, likewise construction. Generally, the problem of finances is equally important for all stages. During the handing over the stage, it is common to find defects in finished work. The contractor is obliged and bonded by contract to repair the defective works. Sometimes, the defects occur after handing over the stage, which in many cases is difficult to deal with and leads to conflicts and court of law. The problem of poor monitoring is found as another critical factor in this stage too. The proper monitoring at this stage may save the client from many problems which later may arise. Another pressing issue is payment to the worker. Normally, when the project is about to end, and the contractor is still waiting for the payment from the client, this issue arises. Later, the handing over goes to the delay due to the conflict between the worker and contractor. Several other factors mentioned in Table 5 are responsible for delays, cost overruns, conflicts, quality issues, and other contractual problems.

Table 5
Analysis of poor performance factors of handing over stage

<table>
<thead>
<tr>
<th>Factors (Cronbach’s alpha=0.951)</th>
<th>A.I. Contractor</th>
<th>A.I. Consultant</th>
<th>A.I. Client</th>
<th>RII</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial problems</td>
<td>4.00</td>
<td>4.10</td>
<td>3.80</td>
<td>79.12</td>
<td>1</td>
</tr>
<tr>
<td>Defects in work</td>
<td>4.00</td>
<td>3.85</td>
<td>3.80</td>
<td>78.00</td>
<td>2</td>
</tr>
<tr>
<td>Poor monitoring</td>
<td>3.87</td>
<td>3.82</td>
<td>3.91</td>
<td>76.00</td>
<td>3</td>
</tr>
</tbody>
</table>
A NOVEL CLASSIFICATION OF FACTORS OF POOR PERFORMANCE

The analysis and discussion are based on an approach of factor identification, where classification is based on stages of the project life cycle. However, this section proposed a novel classification which is of more interest as this particular focuses on the responsible party or process behind such as stakeholder, process, or institution. Therefore, a unique classification of the factors mentioned earlier factors in the form of actor related factors, process-related factors, and related institutional factors is presented below.

Actors play a vital role in any project. Discussions with experts sorted the factors as mentioned earlier according to a novel classification. According to experts, 25 factors are re-classified into actor related factors. Reclassification found that 64% of actor related factors are only from the construction stage, whereas 20% are from handing over, 12% under the design phase, and the remaining 4% from the early investigation stage. Highly ranked factors under this classification are; ‘issues related to cash flow’, ‘slow decision making’, ‘changes in design’. These poor performance factors are directly linked to the project actors as caused by their non-seriousness or incapacities.

Process related factors are viewed differently as these factors are associated with sequence or chain of events. Twenty-six factors are re-classified as process-based factors, which contributes 35% of total performance-related factors. From the analysis, construction
related factors dominant the other stages with 34.61% of factors. Furthermore, six out of ten significant factors are only from the construction stage. The top three factors under this category are ‘late payment delivery’, ‘variation order’, and ‘low quality work’. These poor performance factors are linked with the process, as they occurred owing to a sequence or chain of events.

Institutional factors are categorised based on norms, entity, rules, and the government or their related factors. Likewise, for actors and processes, most factors from the institutional classification are based on the construction stage with 45.83%. The top-ranked factors under this classification are ‘selection of incapable contractor’, ‘lacking in project monitoring’, and ‘site management issues’. These factors are directly linked with institutional factors because they are based on weakness in norms, standards, and rules. Furthermore, the government and relevant ministry also contribute to these factors owing to their weak regulations. Table 6 illustrates the re-classification of poor performance factors into a novel classification based on actors, process, and institutional factors.

Table 6
Poor performance factors based on novel classification of actor, process, and institutional factors

<table>
<thead>
<tr>
<th>Factors</th>
<th>RII</th>
<th>Stage</th>
<th>Overall Ranking</th>
<th>New Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Actor based classification</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Issues related to cash flow</td>
<td>83.00</td>
<td>Construction</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Slow decision making</td>
<td>79.51</td>
<td>Construction</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Changes in design</td>
<td>79.00</td>
<td>Construction</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Less workers</td>
<td>78.44</td>
<td></td>
<td>11</td>
<td>4</td>
</tr>
<tr>
<td>Defects in work</td>
<td>78.00</td>
<td>Handing over</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>Non-availability of qualified personnel</td>
<td>77.30</td>
<td></td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>Delays from sub-contractors</td>
<td>77.10</td>
<td>Construction</td>
<td>21</td>
<td>7</td>
</tr>
<tr>
<td>Ignoring contract specified conditions</td>
<td>76.18</td>
<td></td>
<td>27</td>
<td>8</td>
</tr>
<tr>
<td>Poor site investigation</td>
<td>76.00</td>
<td>Design</td>
<td>28</td>
<td>9</td>
</tr>
<tr>
<td>Contractor and consultant coordination problem</td>
<td>75.91</td>
<td></td>
<td>29</td>
<td>10</td>
</tr>
<tr>
<td>Coordination issue between contractor and supplier</td>
<td>75.91</td>
<td>Construction</td>
<td>30</td>
<td>11</td>
</tr>
<tr>
<td>Incompetency to complete work</td>
<td>75.91</td>
<td>Construction</td>
<td>31</td>
<td>12</td>
</tr>
<tr>
<td>Coordination issue between contractor and subcontractors</td>
<td>75.50</td>
<td></td>
<td>33</td>
<td>13</td>
</tr>
<tr>
<td>Design mistakes and overlooked</td>
<td>75.20</td>
<td>Design</td>
<td>35</td>
<td>14</td>
</tr>
<tr>
<td>Changes in sub-contractor’s appointment</td>
<td>75.20</td>
<td></td>
<td>36</td>
<td>15</td>
</tr>
<tr>
<td>Appointment delay in sub-contractors</td>
<td>74.50</td>
<td>Construction</td>
<td>38</td>
<td>16</td>
</tr>
<tr>
<td>Not completing repair work within defective liability period</td>
<td>74.21</td>
<td>Handing over</td>
<td>43</td>
<td>17</td>
</tr>
<tr>
<td>Incomplete drawings</td>
<td>74.00</td>
<td>Design</td>
<td>45</td>
<td>18</td>
</tr>
</tbody>
</table>
Table 6 (continue)

<table>
<thead>
<tr>
<th>Factors</th>
<th>RII</th>
<th>Stage</th>
<th>Overall Ranking</th>
<th>New Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Issuing completion certificate before actual complete</td>
<td>72.50</td>
<td>Handing over</td>
<td>55</td>
<td>19</td>
</tr>
<tr>
<td>Problems in proper and timely instructions to workers</td>
<td>71.70</td>
<td>Construction</td>
<td>57</td>
<td>20</td>
</tr>
<tr>
<td>Problems in understanding requirement from client</td>
<td>70.40</td>
<td>Early investigation</td>
<td>66</td>
<td>21</td>
</tr>
<tr>
<td>Incomplete project report</td>
<td>69.50</td>
<td>Handing over</td>
<td>68</td>
<td>22</td>
</tr>
<tr>
<td>Daily activity log book is incomplete</td>
<td>69.31</td>
<td>Handing over</td>
<td>69</td>
<td>23</td>
</tr>
<tr>
<td>Safety negligence on site</td>
<td>68.70</td>
<td>Construction</td>
<td>72</td>
<td>24</td>
</tr>
<tr>
<td>Lack of storage capacity at site</td>
<td>68.47</td>
<td>Construction</td>
<td>73</td>
<td>25</td>
</tr>
</tbody>
</table>

### 2. Process based classification

<table>
<thead>
<tr>
<th>Factors</th>
<th>RII</th>
<th>Stage</th>
<th>Overall Ranking</th>
<th>New Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Late payment delivery</td>
<td>81.00</td>
<td>Construction</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Variation order</td>
<td>80.00</td>
<td>Construction</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Low quality work</td>
<td>79.32</td>
<td></td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Financial problems</td>
<td>79.12</td>
<td>Handing over</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Land acquisition delays</td>
<td>78.60</td>
<td>Early investigation</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Delay in approvals</td>
<td>78.27</td>
<td>Construction</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>Mistakes in budget and resource planning</td>
<td>78.00</td>
<td>Contract</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>Non-compliance with standards methods</td>
<td>77.83</td>
<td>Construction</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>Delay in design approval</td>
<td>77.40</td>
<td>Construction</td>
<td>19</td>
<td>9</td>
</tr>
<tr>
<td>Late approvals</td>
<td>77.00</td>
<td>Contract</td>
<td>22</td>
<td>10</td>
</tr>
<tr>
<td>Inaccurate bid price</td>
<td>76.50</td>
<td>Contract</td>
<td>25</td>
<td>11</td>
</tr>
<tr>
<td>Design preparation delays</td>
<td>74.60</td>
<td>Design</td>
<td>41</td>
<td>12</td>
</tr>
<tr>
<td>Lack of project information</td>
<td>73.75</td>
<td>Design</td>
<td>47</td>
<td>13</td>
</tr>
<tr>
<td>Issues in material supply</td>
<td>73.58</td>
<td>Construction</td>
<td>48</td>
<td>14</td>
</tr>
<tr>
<td>Non-cleared specification</td>
<td>73.45</td>
<td>Design</td>
<td>49</td>
<td>15</td>
</tr>
<tr>
<td>Testing and commissioning in pending</td>
<td>73.30</td>
<td>Handing over</td>
<td>50</td>
<td>16</td>
</tr>
<tr>
<td>Poor construction design</td>
<td>73.15</td>
<td>Design</td>
<td>52</td>
<td>17</td>
</tr>
<tr>
<td>Delays in drawing, and bill of quantities</td>
<td>72.90</td>
<td>Early investigation</td>
<td>54</td>
<td>18</td>
</tr>
<tr>
<td>Inappropriate methods by contractor</td>
<td>72.10</td>
<td>Contract</td>
<td>58</td>
<td>19</td>
</tr>
<tr>
<td>Delays in issuing documents</td>
<td>71.40</td>
<td>Construction</td>
<td>59</td>
<td>20</td>
</tr>
<tr>
<td>Poor facilities/equipment</td>
<td>70.70</td>
<td>Handing over</td>
<td>62</td>
<td>21</td>
</tr>
<tr>
<td>Delays in issuance of</td>
<td>70.66</td>
<td>Handing over</td>
<td>63</td>
<td>22</td>
</tr>
<tr>
<td>Late appointment of consultant</td>
<td>70.45</td>
<td>Early investigation</td>
<td>64</td>
<td>23</td>
</tr>
<tr>
<td>Certificate of non-compliance approval by non-authorised party</td>
<td>69.80</td>
<td>Handing over</td>
<td>67</td>
<td>24</td>
</tr>
<tr>
<td>Non-availability of workers’ accommodation</td>
<td>68.63</td>
<td>Construction</td>
<td>71</td>
<td>25</td>
</tr>
<tr>
<td>Late in singing of contract documents</td>
<td>68.32</td>
<td>Contract</td>
<td>74</td>
<td>26</td>
</tr>
</tbody>
</table>

### 3. Institutional based classification

<table>
<thead>
<tr>
<th>Factors</th>
<th>RII</th>
<th>Stage</th>
<th>Overall Ranking</th>
<th>New Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selection of incapable contractor</td>
<td>80.00</td>
<td>Contract</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 6 (continue)

<table>
<thead>
<tr>
<th>Factors</th>
<th>RII</th>
<th>Stage</th>
<th>Overall Ranking</th>
<th>New Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lacking in project monitoring</td>
<td>78.55</td>
<td>Construction</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Site management issues</td>
<td>78.40</td>
<td>Construction</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>Poor early stage planning</td>
<td>78.00</td>
<td>Early investigation</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>Lack of project funding</td>
<td>77.85</td>
<td>Early investigation</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>Communication gap between local authorities</td>
<td>77.00</td>
<td>Construction</td>
<td>23</td>
<td>6</td>
</tr>
<tr>
<td>Delay in starting work</td>
<td>76.49</td>
<td>Construction</td>
<td>24</td>
<td>7</td>
</tr>
<tr>
<td>Poor monitoring</td>
<td>76.00</td>
<td>Handing over</td>
<td>26</td>
<td>8</td>
</tr>
<tr>
<td>Payment issue to workers</td>
<td>75.85</td>
<td>Handing over</td>
<td>32</td>
<td>9</td>
</tr>
<tr>
<td>Non-availability of technical supervisor</td>
<td>75.29</td>
<td>Construction</td>
<td>34</td>
<td>10</td>
</tr>
<tr>
<td>Escalation in material prices</td>
<td>75.00</td>
<td>Construction</td>
<td>37</td>
<td>11</td>
</tr>
<tr>
<td>Inefficient supervision</td>
<td>74.81</td>
<td>Handing over</td>
<td>39</td>
<td>12</td>
</tr>
<tr>
<td>Work permits problem</td>
<td>74.47</td>
<td>Construction</td>
<td>40</td>
<td>13</td>
</tr>
<tr>
<td>Delays in making decision against contractors</td>
<td>74.18</td>
<td>Handing over</td>
<td>42</td>
<td>14</td>
</tr>
<tr>
<td>Ignoring experts’ views during early planning</td>
<td>73.90</td>
<td>Early investigation</td>
<td>44</td>
<td>15</td>
</tr>
<tr>
<td>Site problems</td>
<td>73.60</td>
<td>Construction</td>
<td>46</td>
<td>16</td>
</tr>
<tr>
<td>Weak contract system</td>
<td>73.30</td>
<td>Contract</td>
<td>51</td>
<td>17</td>
</tr>
<tr>
<td>Late appointment of contractors</td>
<td>73.20</td>
<td></td>
<td>53</td>
<td>18</td>
</tr>
<tr>
<td>Training issues of team</td>
<td>72.30</td>
<td>Construction</td>
<td>56</td>
<td>19</td>
</tr>
<tr>
<td>Higher extension of time (EOT) approvals</td>
<td>71.00</td>
<td>Construction</td>
<td>60</td>
<td>20</td>
</tr>
<tr>
<td>Liquidated payment variation due to delay</td>
<td>70.40</td>
<td>Handing over</td>
<td>65</td>
<td>21</td>
</tr>
<tr>
<td>Safety negligence on site</td>
<td>68.70</td>
<td>Construction</td>
<td>61</td>
<td>22</td>
</tr>
<tr>
<td>Poor site location</td>
<td>69.00</td>
<td>Early investigation</td>
<td>70</td>
<td>23</td>
</tr>
<tr>
<td>Overpayment to contractor</td>
<td>67.20</td>
<td>Handing over</td>
<td>75</td>
<td>24</td>
</tr>
</tbody>
</table>

POTENTIAL MITIGATION MEASURES TO IMPROVE POOR PERFORMANCE

This section presents the potential measures that can effectively improve the poor performance in construction projects. The measures have been designed keeping in view the identified factors of poor performance in the Malaysian public sector. First, a survey from experts was conducted to identify the most effective measures. Second, the identified most suitable measures were later validated in focused group discussions consisting of engineers, architects, quantity surveyors, project managers, government officers, contractors, and academicians. Finally, the most effective mitigation measures found from the analysis are demonstrated in Table 7.

PROPOSED FRAMEWORK TO IMPROVE POOR PERFORMANCE IN PUBLIC PROJECTS

Framework development is inspired by the intention of delivering the public project on time, with stipulated cost, standard quality, with no conflicts and fewer chances of
### Table 7

**Mitigation measures to improve poor performance**

<table>
<thead>
<tr>
<th>No.</th>
<th>Mitigation measure</th>
<th>RII</th>
<th>No.</th>
<th>Mitigation measure</th>
<th>RII</th>
<th>No.</th>
<th>Mitigation measure</th>
<th>RII</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Appropriate project planning</td>
<td>89.0</td>
<td>14</td>
<td>Effective supervision</td>
<td>84.0</td>
<td>27</td>
<td>Complete planning for preconstruction stages</td>
<td>82.3</td>
</tr>
<tr>
<td>2</td>
<td>Project focus on time, quality and cost</td>
<td>88.1</td>
<td>15</td>
<td>Timely site inspection</td>
<td>83.9</td>
<td>28</td>
<td>Inspect ground conditions during early investigation stage</td>
<td>82.0</td>
</tr>
<tr>
<td>3</td>
<td>Good communication among stakeholders</td>
<td>87.5</td>
<td>16</td>
<td>Maximum avoidance of communication gap</td>
<td>83.7</td>
<td>29</td>
<td>Need to improve contract award system</td>
<td>82.0</td>
</tr>
<tr>
<td>4</td>
<td>Appropriate management of site</td>
<td>87.2</td>
<td>17</td>
<td>Priority on client’s need</td>
<td>83.6</td>
<td>30</td>
<td>Frequent training to staff</td>
<td>81.9</td>
</tr>
<tr>
<td>5</td>
<td>Committed leadership</td>
<td>87.0</td>
<td>18</td>
<td>Implementation of appropriate construction method</td>
<td>83.4</td>
<td>31</td>
<td>Inspecting past experience of team</td>
<td>81.5</td>
</tr>
<tr>
<td>6</td>
<td>Completeness of drawings</td>
<td>86.5</td>
<td>19</td>
<td>Hiring of experienced and skilled technical staff</td>
<td>83.3</td>
<td>32</td>
<td>Timely arranging of progress meetings</td>
<td>81.0</td>
</tr>
<tr>
<td>7</td>
<td>Appointment of skilled labours</td>
<td>85.3</td>
<td>20</td>
<td>Sound coordination between parties</td>
<td>83.0</td>
<td>33</td>
<td>Quality management system’s implementation</td>
<td>80.8</td>
</tr>
<tr>
<td>8</td>
<td>Very clear specification</td>
<td>85.2</td>
<td>21</td>
<td>Strict implementation of planning</td>
<td>82.9</td>
<td>34</td>
<td>Clear contract terms</td>
<td>80.6</td>
</tr>
<tr>
<td>9</td>
<td>Settle land acquisition issues in the beginning</td>
<td>85.0</td>
<td>22</td>
<td>Strict adherence on construction ethics</td>
<td>82.8</td>
<td>35</td>
<td>Risk prevention strategies</td>
<td>80.4</td>
</tr>
<tr>
<td>10</td>
<td>Proper strategic planning</td>
<td>84.9</td>
<td>23</td>
<td>Controlling mechanism</td>
<td>82.7</td>
<td>36</td>
<td>Focus on HR department</td>
<td>79.8</td>
</tr>
<tr>
<td>11</td>
<td>Effective team utilisation</td>
<td>84.7</td>
<td>24</td>
<td>Hiring experienced subcontractors</td>
<td>82.6</td>
<td>37</td>
<td>Sound design</td>
<td>79.2</td>
</tr>
<tr>
<td>12</td>
<td>Providing a clear information</td>
<td>84.3</td>
<td>25</td>
<td>Good quality equipment usage</td>
<td>82.5</td>
<td>38</td>
<td>Implementation of latest technology</td>
<td>78.0</td>
</tr>
<tr>
<td>13</td>
<td>Proper allocation of resources</td>
<td>84.2</td>
<td>26</td>
<td>Research, training and developments</td>
<td>82.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
project failure. The framework was developed with the assistance of potential mitigation measures suggested by experts. Performance is a function of ability and motivation, where ability may be defined based on an individual’s aptitude and the inputs supplied by the organisation, such as training. In contrast, motivation is a product of desire and commitment. The inability may be due to various factors such as; extremely challenging tasks, lack of skills, knowledge, and aptitude, no improvement over passage of time, and strong effort but no performance. Therefore, ability must be improved to a certain extent to meet the intended performance. Besides, motivation is a function of morale, commitment, and a high motivation drives to successful completion of the task. Henceforth, it should be ensured to motivate individual and involved parties throughout the project. This research proposed a framework where to ensure higher performance. One has to follow the mentioned sequence of activities as shown in Figure 5.

As the project begins and all the major stakeholders are identified, the client must make sure that a performance management policy has been formulated. It should encompass the project schedule, end-user satisfaction, budget performance, technical performance, training, learning, and motivation. Next, each active part must be called to share the policy.

![Figure 5. Framework for improving public project performance](image-url)
The very next step is to establish performance objectives and standards. The performance policy, as well as the objectives, must be carefully designed based on contracts. The performance objectives must be established based on common goals, shared mission, and values that benefit the involved parties equally. It can motivate each party to work harder, and they would start owning the project. The next step in the framework process is appraising the performance for immediate actions against any mishaps. The following approaches can be achieved.

- Balanced Score Card
- Performance Metrics, and
- Performance Process Measure

The next step in the framework is measuring the underperformances. Any mishap, if identified, its alternative approach must be effectively implemented, such as a shortage of materials. The underperformance can be attributed to several factors, such as the ability. There are five possible directions to overcome performance problems that are associated with ability. It refers to the development plan and learning development activities such as; resupply, retrain, refit, reassign, and release. The final step in the framework is implementing a remuneration strategy such as bonuses, rewards, incentives, recognition, and motivation. The remuneration strategies aim to boost the morale of the individual, and this would enhance productivity.

In addition to the steps mentioned above, the proposed framework integrates the concept of Competence, Comfort, Commitment, Communication and Collaboration (5Cs). The concept of 5Cs must be the foundation of each project. Competence is the basis of many organisations according to which employees are the most valuable asset in the firm. A project manager is a major employee in a project, and its competency could not be overlooked. A project manager must possess enough skills such as leadership, technical, and ethics. Comfort is based on the concept that the resources, efforts, and leaderships align well with project performance. Besides, commitment ensures that all involved stakeholders and levels of the organisational hierarchy are willing to manage, perform, and operate the required facilities in harmony. The commitment is a driving force that keeps the project on a track that leads to performance. The dissemination of information to internal and external parties are done via communication. Effective communication throughout the project and especially in the early phases, have a positive influence on performance. Several conflicts and problems arise owing to the miss-communication factor. Finally, collaboration is also equally valuable for a project. Several collaborative tools play a vital role, such as seminars, training, workshops, and team-building activities. Such tools are also fruitful in dispute resolutions, problem-solving, enhancing a win-win scenario, and risk balancing. Therefore, collaboration is a strategy to resolve the problems mutually.
CONCLUSION
This research aims to identify factors contributing to poor performance in public projects in Malaysia and develop a framework for mitigating the problems triggering the poor performance via a novel classification. The research identified 75 most influential poor performance factors for Malaysian public sectors. Fifty-six past projects were investigated from Audit General’s report (2003 to 2014). The factors were classified into project life cycle stages. From the study findings, it was concluded that the highest factors belonged to the construction stage. The related financial issues are found as the most contributing factor in poor performance. The study found a contradiction in the findings of Audit General’s Report factors and those identified in this study. According to the Audit General’s Report, most poor performance issues are due to low quality, contractual issues, weak implementation, and monitoring work. However, the survey results found the majority of factors related to financial issues.

Henceforth, the severity and occurrence of factors investigated in this study do not link with those available in the reports. Nonetheless, respondents agreed with some factors which were also observed critical from the survey, such as variation order, selection of incapable contractor, variation order, design issues, financial issues, and poor monitoring. Therefore, the study re-classified the factors into a novel classification based on actor, process, and institution. This classification is imperative to understand the actual and precise problems related to poor performance. Furthermore, researchers and policymakers could easily trace the problems, and responsible departments can be identified, such as actors, processes or institutions. In addition to this, other major findings of this research are in the form of mitigation measures. Thirty-eight most effective solutions are ranked from the survey analysis. Based on the mitigation measures, a framework is designed from the experts’ opinion. The framework operates on the principle of performance management, which relates the ability and motivation and consisting of six major steps. Moreover, the framework is supported by 5Cs, i.e., Competence, Comfort, Commitment, Communication and Collaboration. In future, the reports from State and Federal statutory bodies may be considered for further analysis. Furthermore, detailed research could be conducted where exclusive stakeholders are identified who is responsible for poor performance.
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**ABSTRACT**

Nyamplung seed (*Calophyllum inophyllum* L.) oil is a prospective non-edible vegetable oil as biodiesel feedstock. However, it cannot be directly used in the alkaline catalysed transesterification reaction since it contains high free fatty acid (FFA) of 19.17%. The FFA content above 2% will cause saponification reaction, reducing the biodiesel yield. In this work, FFA removal was performed using sulfuric acid catalysed esterification to meet the maximum FFA amount of 2%. Experimental work and response surface methodology (RSM) analysis were conducted. The reaction was conducted at the fixed molar ratio of nyamplung seed oil and methanol of 1:30 and the reaction times of 120 minutes. The catalyst concentration and the reaction temperature were varied. The highest reaction conversion was 78.18%, and the FFA concentration was decreased to 4.01% at the temperature of 60℃ and reaction time of 120 minutes. The polynomial model analysis on RSM demonstrated that the quadratic model was the most suitable FFA conversion optimisation. The RSM analysis exhibited the optimum FFA conversion of 78.27% and the FFA content of 4%, attained at the reaction temperature, catalyst concentration, and reaction time of 59.09℃,
1.98% g/g nyamplung seed oil, and 119.95 minutes, respectively. Extrapolation using RSM predicted that the targeted FFA content of 2% could be obtained at the temperature, catalyst concentration, and reaction time of 58.97°C, 3%, and 194.9 minutes, respectively, with a fixed molar ratio of oil to methanol of 1:30. The results disclosed that RSM is an appropriate statistical method for optimising the process variable in the esterification reaction to obtain the targeted value of FFA.

**Keywords:** Biodiesel, Box-Behnken, esterification, FFA, quadratic model, RSM, sulfuric acid

**INTRODUCTION**

Population, economic, and industry growth have intensified the global energy demand. To date, fossil energy still dominates the energy supply worldwide (Ghasemian et al., 2020). However, crude oil production in some countries shows a declining trend, which is not in balance with the energy need. Besides, the utilisation of fossil fuel currently also faces an environmental challenge as its combustion becomes the major source of carbon dioxide emission. Carbon dioxide is among the most dominant greenhouse gasses, contributing to global warming and climate change (Paraschiv & Paraschiv, 2020). The issues on the fossil fuel supply depletion and the negative environmental effect of fossil fuel utilisation have led to the increasing interest in renewable energy research. In recent days, many countries implement the policy to use fossil fuel and biofuel blending to ensure energy sustainability and security. Biodiesel is a viable biofuel that can be used as pure or in blends with diesel fuel. This alternative fuel is prospective for large scale production and application since it is non-toxic, low sulfur and aromatics content, biodegradable, and simple to use. Moreover, it holds neutral carbon characteristics, a high flash point that ensures safety in handling and storage, good lubricity, and high oxygen (Corach et al., 2017; Dey et al., 2021). Application of biodiesel/diesel fuel blends in diesel engines shows a good combustion, performance and emission reduction, especially for B20 or 20% biodiesel in the biodiesel-diesel fuel mixture (Mubarak et al., 2021).

Biodiesel is a fatty acid methyl ester derived from vegetable oils and/or animal fats. Most of the current industrial production of biodiesel from vegetable oils is achieved through transesterification (Aboelazayem et al., 2018; Demirbas, 2006). Theoretically, in transesterification, at least three moles of alcohol are required to achieve complete conversion of one mol of triglycerides to alkyl esters (Islam et al., 2014). The most common catalyst for biodiesel production is an alkaline catalyst such as KOH, NaOH, or solid base catalyst. The transesterification process using an alkaline catalyst is cheap and easy.

Some potential biodiesel feedstocks in Indonesia are crude palm oil, jatropha oil, and coconut oil. However, currently, the non-edible vegetable oil is preferred as biodiesel raw material to avoid the conflict between food and energy need (Kusumaningtyas et al., 2014). Among Indonesia’s the prospective local non-edible oil for biodiesel production
is nyamplung (Calophyllum inophyllum L.) seed oil (Musta et al., 2017; Silitonga et al., 2014). Calophyllum inophyllum L is extensively planted in Indonesia, and the nyamplung seed oil can be purchased from the local farmers (Ong et al., 2019). In addition, Atabani and César (2014) reported that Calophyllum inophyllum methyl ester blended with diesel fuel (B10 and B20) revealed good properties and good engine performance and emission in diesel machines.

However, crude nyamplung seed oil (CNSO) usually contains gum and high free fatty acid (FFA). A high amount of FFA in the feedstock is not desirable in alkaline catalysed transesterification since it can react with the base catalyst, yielding the soap and diminishing the biodiesel yield. The desired amount of FFA in alkaline-catalyst is less than 0.5% to less than 3% w/w of oil (Arora et al., 2015). Generally, the maximum tolerable amount of FFA in base-catalysed transesterification is 2%. Thus, a pre-treatment step is necessary to reduce the FFA content in nyamplung seed oil to a maximum level of 2% prior to transesterification reaction. FFA removal in CNSO can be conducted through an esterification reaction using methanol in the presence of an acid catalyst. There are several types of acid catalysts for FFA esterification. They are categorised into the homogenous acid catalysts, for instance, sulfuric acid, para-toluene sulfonic acid, phosphoric acid, and hydro, and HCl (Harun et al., 2018; Murad et al., 2018) and the heterogenous ones, such as Amberlyst 15, sulfated zirconia, niobic acid, zeolite, and tin (II) chloride (Banchero & Gozzelino, 2018; Dal Pozzo et al., 2019; Kusumaningtyas et al., 2014). Homogenous catalyst, particularly sulfuric acid, has been found as an efficient and economic catalyst for FFA esterification both at laboratory and industrial scales (Banani et al., 2015; Chai et al., 2014; Gebremariam & Marchetti, 2018).

Therefore, sulfuric acid was selected as the catalyst for the FFA removal via the esterification reaction of CNSO oil in this work. The investigation included experimental work and the analysis using response surface methodology (RSM) to determine the optimal operation condition, which yielded the targeted FFA final value of 2%. The final FFA level was aimed at 2% since it is the maximum acceptable FFA value for the subsequent transesterification reaction to avoid undesired saponification reaction. The work comprised the detailed analysis of several polynomial models on RSM to reveal the most appropriate model for optimisation. The study on the FFA esterification in CNSO in the presence of a sulfuric acid catalyst which involves the comprehensive analysis and selection of the various polynomial models in RSM for process optimisation, has never been reported in the literature.

**MATERIALS AND METHODS**

**Materials**
The material used in this work were: crude nyamplung seed oil, phosphoric acid (from Merck), methanol (industrial grade, form local supplier), ethanol (analytical grade, from
Merck), KOH (analytical grade, from Merck), oxalic acid (analytical grade, from Merck), sulfuric acid (analytical grade, from Merck), distilled water (analytical grade, from a local supplier), and phenolphthalein indicator (analytical grade, from Merck).

Nyampung Seed Oil Characterisation
Prior to the esterification reaction, the crude nyamplung seed oil was first degummed using phosphoric acid to remove its gum content, resulting in refined nyamplung seed oil (RNSO). Both CNSO and RNSO were then characterised to reveal their properties. First, the fatty acid composition was determined using Gas Chromatography-Mass Spectroscopy (GC-MS Perkin Elmer, GC Clarus 680, MS Clarus SQ 8T), similar to our previous work (Kusumaningtyas et al., 2016). Next, density measurement was conducted using a pycnometer (Taghizade, 2016). Then, viscosity determination was carried out using viscometer bath Stanhope-Seta KV6 tube 350 CFO. Finally, acid value tests were accomplished based on the AOCS acid-base titration method (Banchero & Gozzelino, 2018).

Degumming
Initially, 500 ml CNSO was introduced into 500 mL beaker glass and heated using a hot plate at 70℃. Next, sulfuric acid with a concentration of 0.3% w/w was added. The mixing was kept for 25 minutes using a magnetic stirrer to ensure the completion of the degumming reaction. After the reaction finished, the CNSO was inputted into the separating funnel and added with warm distilled water (40-50℃ in temperature) for purification. The mixture of the degummed CNSO and water was settled for 24 hours until the gum was separated. Then, the two layers were formed. The top and bottom layers were refined nyamplung seed oil (RNSO) and gum, respectively. To remove the water content, the RNSO was then heated using the oven at 105℃ until it reached the constant weight.

FFA Removal
The FFA removal was conducted via an esterification reaction with methanol employing sulfuric acid. First, RNSO and methanol were weighed to obtain the molar ratio of RNSO and methanol of 1:30. Then, RNSO was introduced into the three necks flask batch reactor and heated until it reached the reaction temperature. On the other flask, methanol was also heated at an exact temperature. When both RNSO and methanol attained the reaction temperature, methanol was then poured into the reactor. The reaction temperatures were varied at 40℃, 50℃, and 60℃. Afterwards, the sulfuric acid catalyst was added at a specific concentration (1%, 3%, 5%, 7% w/w RNSO). The reaction was carried out for 120 minutes. A constant mixing using a magnetic stirrer with a speed of 1000 rpm was performed to certify the homogeneous reaction. The total experimental running was 7
experiments with different operating conditions. The sample was taken periodically every 10 minutes for each experiment. Hence, the total sampling number was 31 times. The reaction conversions were calculated based on the FFA content of the sample using the procedure of our previous work. The FFA content of the samples was calculated using the standard KOH titration (Kusumaningtyas et al., 2018).

RSM

RSM using Design Expert 11 software was employed for statistical calculation using three different variables (reaction temperature, catalyst concentration, and reaction time) based on the Box-Behnken methodology (BBD). The four polynomials models in the RSM, namely linear, interactive (2FI), quadratic, and cubic, were evaluated to determine the most appropriate model for optimisation. The selected model was applied in this work.

RESULT AND DISCUSSION

CNSO and RNSO Characterization

The properties of CNSO and refined nyamplung seed oil (RNSO), which has undergone a degumming process, were demonstrated in Table 1. The degumming process aims for reducing the gum content. Besides, degumming has also brought about a better characteristic of the oil feedstock. It can be observed in Table 1, the density viscosity, acid number, and acidity of the RNSO were lower than CNSO. The decreasing value of density happened due to the losses of some heavy compounds such as gum. The degumming process also caused a lighter colour of the oil. It was due to removing the compounds which significantly affected the oil colour (Lamas et al., 2016). Thus, the degumming process has shown a better characteristic of the oil feedstock, leading to an effective transesterification reaction and a higher quality of biodiesel product.

<table>
<thead>
<tr>
<th>Properties</th>
<th>CNSO (Before Degumming)</th>
<th>RNSO (After Degumming)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg/m³)</td>
<td>906</td>
<td>898</td>
</tr>
<tr>
<td>Viscosity (mm²/s)</td>
<td>60.39</td>
<td>59.04</td>
</tr>
<tr>
<td>Acid Number (mg KOH/g)</td>
<td>0.38</td>
<td>0.36</td>
</tr>
<tr>
<td>Acidity (%)</td>
<td>19.18</td>
<td>18.39</td>
</tr>
</tbody>
</table>

The fatty acid composition in CNSO was determined using GC-MS, and the result was exhibited in Table 2. Based on this composition, the molecular weight of CNSO can be calculated. It was found that CNSO molecular weight was 869.74 g/mol and the most dominant fatty acid in CNSO were oleic acid and linoleic acids. It is in good agreement with
the fatty acid composition found by Aparamarta et al. (2020). The fatty acid composition was merely performed for the CNSO. Fatty acid analysis for the RNSO was discounted. Based on the slightly altering of the acid number of CNSO and RNSO exhibited in Table 1, it can be assumed that the degumming process did not significantly change the fatty acid composition.

Table 2

<table>
<thead>
<tr>
<th>Fatty acid</th>
<th>Molecular Weight (g/mol)</th>
<th>Area (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Palmitic acid</td>
<td>256.2228</td>
<td>15.51</td>
</tr>
<tr>
<td>Linoleic acid</td>
<td>280.45</td>
<td>28.94</td>
</tr>
<tr>
<td>Oleic acid</td>
<td>282.52</td>
<td>40.55</td>
</tr>
<tr>
<td>Stearic acid</td>
<td>284.47</td>
<td>14.39</td>
</tr>
<tr>
<td>Arachidic acid</td>
<td>312.54</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Esterification of FFA: Effect of Catalyst Concentration

FFA removal was conducted via esterification reaction of RNSO and methanol in the presence of a sulfuric acid catalyst. Sulfuric acid catalyst concentration was varied at 1%, 3%, 5%, and 7% w/w RNSO with the molar ratio of RNSO: methanol of 1:30 and temperature of 40℃, 50℃, and 60℃. Encinar et al. (2021) suggested the sulfuric acid catalyst concentration of 0.5% to 2% for the feedstock with an FFA content of 10.7%. The higher sulfuric catalyst concentration can be employed for the higher acidic vegetable oils. The molar ratio of oil to methanol referred to Chai et al. (2014), recommended the molar ratio of oil to methanol in the range of 1:20 to 1:60. Specifically, Marchetti & Errazu (2008) proposed the molar ratio of 1:30 as the optimal condition. On the other hand, the reaction temperature ratio was adjusted to the boiling point of the methanol. The reaction was run for 120 minutes, as suggested by Chai et al. (2014). The effect of catalyst concentration on the FFA conversion is demonstrated in Figure 1.

In Figure 1, reaction conversion increased at the catalyst concentration from 1% to 3%. It was due to the decreasing of the activation energy by the addition of the catalyst. Thus, the collision between the particles was increased, resulting in a higher possibility of reaction occurrence. Accordingly, it enhanced the reaction rate and FFA conversion. On the other hand, the apparent reaction conversion declined on the higher reaction concentration (5% to 7%) since the excessive amount of catalyst could provoke the side reaction and reduce the FFA conversion (Widiarti et al., 2017). The excessive employment of catalysts will correspondingly bring about the difficulty and higher costs in the product separation. Based on the experiments, it was revealed that the optimum catalyst concentration was 3%, which resulted in the FFA conversion of 78.18% at the temperature of 60℃ with a reaction time of 120 minutes. The FFA content of such operation conditions was 4.01%. This value
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has not satisfied the maximum allowable FFA content of 2% for the transesterification reaction yet. Therefore, further, observation was conducted at different temperatures and reaction times.

**Esterification of FFA: Effect of Temperature and Reaction Time**

The influence of the reaction temperature and time was presented in Figure 2. It is shown that the higher the reaction temperature, the higher removal of FFA occurred. This phenomenon was because the higher reaction temperature will increase the molecular motion of each reactant species, improving the kinetics energy. Therefore, the increase in the reaction temperature raised the FFA conversion. This fact also agreed with the Arrhenius law, which states that the reaction rate is equivalent to the reaction temperature. Encinar et al. (2021) described that this phenomenon was common for the endothermic reaction. According to Le Chatelier’s principle, the equilibrium shifts to the product formation as the temperature rises.

As shown in Figure 2, it was also found that the FFA conversion enhanced with the reaction time, but the enhancement was slower from 60 to 120 minutes. It means that the reaction was approaching the chemical equilibrium point at 120 minutes. Based on catalyst concentration alteration (Figure 1) as well as the temperature and reaction time variation (Figure 2), it was revealed that the best conversion was achieved at the catalyst concentration of 3%, molar ratio of RNSO to methanol of 1:30, reaction temperature of 60°C, and reaction time of 120 minutes with the FFA conversion of 78.18% and the FFA content of 4.01%. This result was in line with our previous work that reported that the optimum condition of FFA removal in kapok randu seed oil using methanol reactant and the sulfuric acid catalyst was 60°C, and reaction time of 120 minutes (Kusumaningtyas et al., 2019). The promising way to enhance the reaction conversion is by increasing the reaction...
temperature to 65°C and applying a higher molar ratio of the reactants, as accomplished by Chai et al. (2014). In this work, the lowest FFA content obtained among all the experiments conducted was 4.01%. It did not match FFA content’s standard limitation for base catalysed transesterification (2%). Therefore, response surface methodology optimisation was then carried out to predict the optimum operating condition of the esterification reaction, yielding the 2% FFA content of RNSO.

**RSM Analysis**

The result of the FFA removal was under the targeted value of FFA content (maximum 2%). Thus, RSM will be beneficial for designing the operating condition to achieve the targeted conversion. RSM is a set of mathematical and statistical tools that can be used to develop an empirical model that correlates the reaction conversion or product yield with the significant process parameters (Veljković et al., 2019). The application of this tool is valuable to reduce the experimental cost (Liu et al., 2018). However, there are several models provided for optimisation using RSM. Hence, a suitable model should be selected. In this work, four polynomial models (linear, interactive or 2FI, quadratic, and cubic) in RSM were evaluated to determine the most suitable model which fitted the experimental data. Similar models were also tested by Maran & Priya (2015) and Ahmad et al. (2020).

In this study, the best polynomial model will be useful for future work to design the experiment condition and improve the conversion of the reaction. A combination of the effects of the 3 independent variables (catalyst concentration, temperature, and reaction time) on the FFA esterification in RNSO using sulfuric acid catalyst were investigated to select the model. These variables were used to optimise using RSM since they were the main parameters studied in experimental work. Experiments with the different combinations...
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of the three variables were conducted and calculated statistically using an experimental design based on the Box-Behnken Methodology (BBD). The BBD is a self-reliant quadratic design which does not involve implanted factorial (Rodriguez-Ramírez et al., 2020). This complete factorial design is the most commonly applied in RSM optimisation (Veljković et al., 2019). The experimental design using BBD is shown in Table 3.

<table>
<thead>
<tr>
<th>Run</th>
<th>Temperature (A)</th>
<th>Catalyst Concentration (B)</th>
<th>Time (C)</th>
<th>FFA Conversion, %</th>
<th>% Error</th>
<th>FFA Content, %</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>3</td>
<td>60</td>
<td>74.07</td>
<td>0.05</td>
<td>4.77</td>
<td>4.97</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>3</td>
<td>120</td>
<td>78.18</td>
<td>0.73</td>
<td>4.24</td>
<td>4.46</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>3</td>
<td>60</td>
<td>64.9</td>
<td>2.73</td>
<td>6.46</td>
<td>6.30</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>5</td>
<td>120</td>
<td>55.41</td>
<td>2.65</td>
<td>8.21</td>
<td>8.44</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>3</td>
<td>120</td>
<td>68.7</td>
<td>3.35</td>
<td>5.76</td>
<td>5.61</td>
</tr>
<tr>
<td>6</td>
<td>40</td>
<td>5</td>
<td>90</td>
<td>44.97</td>
<td>6.67</td>
<td>10.13</td>
<td>9.94</td>
</tr>
<tr>
<td>7</td>
<td>60</td>
<td>5</td>
<td>90</td>
<td>52.56</td>
<td>8.14</td>
<td>8.73</td>
<td>8.35</td>
</tr>
<tr>
<td>8</td>
<td>50</td>
<td>1</td>
<td>120</td>
<td>69.96</td>
<td>3.13</td>
<td>5.53</td>
<td>5.22</td>
</tr>
<tr>
<td>9</td>
<td>40</td>
<td>1</td>
<td>90</td>
<td>66.8</td>
<td>2.94</td>
<td>6.11</td>
<td>6.54</td>
</tr>
<tr>
<td>10</td>
<td>50</td>
<td>5</td>
<td>60</td>
<td>52.56</td>
<td>0.91</td>
<td>8.73</td>
<td>9.09</td>
</tr>
<tr>
<td>11</td>
<td>60</td>
<td>1</td>
<td>90</td>
<td>71.85</td>
<td>0.98</td>
<td>5.18</td>
<td>5.43</td>
</tr>
<tr>
<td>12</td>
<td>50</td>
<td>3</td>
<td>90</td>
<td>72.17</td>
<td>1.64</td>
<td>5.12</td>
<td>5.15</td>
</tr>
<tr>
<td>13</td>
<td>50</td>
<td>1</td>
<td>60</td>
<td>66.48</td>
<td>2.25</td>
<td>6.17</td>
<td>5.99</td>
</tr>
</tbody>
</table>

The four polynomial models, namely linear, interactive (2FI), quadratic, and cubic, were used to predict the response variable to the experimental data. In addition, two types of tests, i.e., a sequential model sum of squares and model summary, were used as the basis for the polynomial model determination, which is suitable for optimising the FFA conversion. The result is shown in Tables 4 and 5, respectively.

Based on the result shown in Tables 4 and 5, it was acquired that the quadratic model was justified as the most suitable model for optimising the FFA content and conversion in the esterification using a sulfuric acid catalyst. The basis of the selection of the quadratic model was the lowest p-value, the highest value of adjusted R², and the highest value of predicted R². Table 4 reveals that the quadratic model provided the lowest p-value. Table 5 shows that the quadratic model provided the highest value of adjusted R². Meanwhile, the predicted R² for the quadratic model did not appear in Table 5 since the value was precisely closed to 1. In contrast, the actual R² were not presented in Table 5 since this table depicted the summary of the model test. Therefore, the actual R² values were advanced investigated based on the values of predicted R². Based on the values of the p-value, adjusted R², and
Table 4
Sequential model sum of squares test

<table>
<thead>
<tr>
<th>Component</th>
<th>Sum of square</th>
<th>DF</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential Sum of Square for FFA Content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>554.72</td>
<td>1</td>
<td>554.72</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>25.51</td>
<td>3</td>
<td>8.50</td>
<td>5.08</td>
<td>0.0250</td>
<td>Suggested</td>
</tr>
<tr>
<td>2FI</td>
<td>0.0595</td>
<td>3</td>
<td>0.0198</td>
<td>0.0079</td>
<td>0.9989</td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>14.16</td>
<td>3</td>
<td>4.72</td>
<td>16.85</td>
<td>0.0221</td>
<td>Suggested</td>
</tr>
<tr>
<td>Cubic</td>
<td>0.8404</td>
<td>3</td>
<td>0.2801</td>
<td></td>
<td></td>
<td>Aliased</td>
</tr>
<tr>
<td>Residual</td>
<td>0.0000</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>595.30</td>
<td>13</td>
<td>45.79</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sequential sum of square for FFA Conversion

<table>
<thead>
<tr>
<th>Component</th>
<th>Sum of square</th>
<th>DF</th>
<th>Mean Square</th>
<th>F-value</th>
<th>p-value</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>54097.44</td>
<td>1</td>
<td>54097.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>753.08</td>
<td>3</td>
<td>251.03</td>
<td>5.08</td>
<td>0.0249</td>
<td>Suggested</td>
</tr>
<tr>
<td>2FI</td>
<td>1.74</td>
<td>3</td>
<td>0.5787</td>
<td>0.0078</td>
<td>0.9989</td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td>417.93</td>
<td>3</td>
<td>139.31</td>
<td>16.83</td>
<td>0.0222</td>
<td>Suggested</td>
</tr>
<tr>
<td>Cubic</td>
<td>24.83</td>
<td>3</td>
<td>8.28</td>
<td></td>
<td></td>
<td>Aliased</td>
</tr>
<tr>
<td>Residual</td>
<td>0.0000</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>55295.02</td>
<td>13</td>
<td>4253.46</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5
Model summary test

<table>
<thead>
<tr>
<th>Component</th>
<th>Std. Dev</th>
<th>Adjusted R²</th>
<th>Predicted R²</th>
<th>Press</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Summary of FFA Content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>0.0250</td>
<td>0.5050</td>
<td>0.2313</td>
<td>Suggested</td>
<td>0.0250</td>
</tr>
<tr>
<td>2FI</td>
<td>0.9989</td>
<td>0.2604</td>
<td>-0.8490</td>
<td>-</td>
<td>0.9989</td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.0221</td>
<td>0.9172</td>
<td>-</td>
<td>Suggested</td>
<td>0.0221</td>
</tr>
<tr>
<td>Cubic</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Aliased</td>
<td>-</td>
</tr>
</tbody>
</table>

Model Summary of FFA Conversion

<table>
<thead>
<tr>
<th>Component</th>
<th>Std. Dev</th>
<th>Adjusted R²</th>
<th>Predicted R²</th>
<th>Press</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>0.0249</td>
<td>0.5051</td>
<td>0.2314</td>
<td>Suggested</td>
<td>0.0249</td>
</tr>
<tr>
<td>2FI</td>
<td>0.9989</td>
<td>0.2606</td>
<td>-0.8492</td>
<td>-</td>
<td>0.9989</td>
</tr>
<tr>
<td>Quadratic</td>
<td>0.0222</td>
<td>0.9171</td>
<td>-</td>
<td>Suggested</td>
<td>0.0222</td>
</tr>
<tr>
<td>Cubic</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Aliased</td>
<td>-</td>
</tr>
</tbody>
</table>

predicted R² attained, the quadratic model was found the most suitable model and further analysed using ANOVA. This finding is in line with the result analysis of Maran & Priya (2015), which suggested that the quadratic model was the most appropriate.

The empirical model, expressed using the quadratic model with the interaction obtained from the experimental data based on the RSM, was modified into a polynomial equation. The final equation for FFA content and FFA conversion optimisation is presented in Equations 1 and 2, respectively.
Optimisation of Free Fatty Acid Removal in Nyamplung Seed Oil

FFA Content (%) = 16.5 – 0.306 A – 2.2 B + 0.014 C – 0.0059 AB – 0.000042 AC + 0.0005 BC + 0.0026 A² + 0.54 B² – 0.00014 C²  

(1)

FFA Conversion (%) = 10.63 + 1.66 A + 11.91B – 0.081 C + 0.032 AB + 0.00026 AC + 0.0026 BC – 0.014 A² – 2.94 B² + 0.00075 C²  

(2)

Statistical analysis for the quadratic model using ANOVA regression model is shown in Table 6.

Table 6
ANOVA regression model to predict the FFA conversion using sulfuric acid catalyst

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of square</th>
<th>Degree of Freedom</th>
<th>Mean square</th>
<th>F value</th>
<th>p-value</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ANOVA for FFA Content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>39.73</td>
<td>9</td>
<td>4.41</td>
<td>15.76</td>
<td>0.0221</td>
<td>significant</td>
</tr>
<tr>
<td>X₁</td>
<td>4.15</td>
<td>1</td>
<td>4.15</td>
<td>14.80</td>
<td>0.0310</td>
<td></td>
</tr>
<tr>
<td>X₂</td>
<td>20.51</td>
<td>1</td>
<td>20.51</td>
<td>73.22</td>
<td>0.0034</td>
<td></td>
</tr>
<tr>
<td>X₃</td>
<td>0.8515</td>
<td>1</td>
<td>0.8515</td>
<td>3.04</td>
<td>0.1796</td>
<td></td>
</tr>
<tr>
<td>X₁₂</td>
<td>0.0552</td>
<td>1</td>
<td>0.0552</td>
<td>0.1971</td>
<td>0.6871</td>
<td></td>
</tr>
<tr>
<td>X₁₃</td>
<td>0.0006</td>
<td>1</td>
<td>0.0006</td>
<td>0.0022</td>
<td>0.9653</td>
<td></td>
</tr>
<tr>
<td>X₂₃</td>
<td>0.0036</td>
<td>1</td>
<td>0.0036</td>
<td>0.0129</td>
<td>0.9169</td>
<td></td>
</tr>
<tr>
<td>X₁²</td>
<td>0.1486</td>
<td>1</td>
<td>0.1486</td>
<td>0.5306</td>
<td>0.5191</td>
<td></td>
</tr>
<tr>
<td>X₂²</td>
<td>10.69</td>
<td>1</td>
<td>10.69</td>
<td>38.16</td>
<td>0.0085</td>
<td></td>
</tr>
<tr>
<td>X₃²</td>
<td>0.0343</td>
<td>1</td>
<td>0.0343</td>
<td>0.1224</td>
<td>0.7495</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>0.8404</td>
<td>3</td>
<td>0.2801</td>
<td>0.9688</td>
<td>0.6888</td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>40.57</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adeq prec</td>
<td>12.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ANOVA for FFA Conversion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>1172.75</td>
<td>9</td>
<td>130.31</td>
<td>15.74</td>
<td>0.0222</td>
<td>significant</td>
</tr>
<tr>
<td>X₁</td>
<td>122.38</td>
<td>1</td>
<td>122.38</td>
<td>14.79</td>
<td>0.0310</td>
<td></td>
</tr>
<tr>
<td>X₂</td>
<td>605.35</td>
<td>1</td>
<td>605.35</td>
<td>73.14</td>
<td>0.0034</td>
<td></td>
</tr>
<tr>
<td>X₃</td>
<td>25.35</td>
<td>1</td>
<td>25.35</td>
<td>3.06</td>
<td>0.1784</td>
<td></td>
</tr>
<tr>
<td>X₁₂</td>
<td>1.61</td>
<td>1</td>
<td>1.61</td>
<td>0.1949</td>
<td>0.6888</td>
<td></td>
</tr>
<tr>
<td>X₁₃</td>
<td>0.0240</td>
<td>1</td>
<td>0.0240</td>
<td>0.0029</td>
<td>0.9604</td>
<td></td>
</tr>
<tr>
<td>X₂₃</td>
<td>0.0992</td>
<td>1</td>
<td>0.0992</td>
<td>0.0120</td>
<td>0.9197</td>
<td></td>
</tr>
<tr>
<td>X₁²</td>
<td>4.37</td>
<td>1</td>
<td>4.37</td>
<td>0.5278</td>
<td>0.5201</td>
<td></td>
</tr>
<tr>
<td>X₂²</td>
<td>315.17</td>
<td>1</td>
<td>315.17</td>
<td>38.08</td>
<td>0.0086</td>
<td></td>
</tr>
<tr>
<td>X₃²</td>
<td>1.04</td>
<td>1</td>
<td>1.04</td>
<td>0.1258</td>
<td>0.7463</td>
<td></td>
</tr>
<tr>
<td>Residual</td>
<td>24.83</td>
<td>3</td>
<td>8.28</td>
<td>0.9688</td>
<td>0.6888</td>
<td></td>
</tr>
<tr>
<td>Cor Total</td>
<td>1197.58</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adeq prec</td>
<td>12.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The F-value of the model was 15.76, indicating that the model was significant. There was only 2.22% of noise potential, which could cause the model unsuccessful in predicting the value of the response variable (FFA conversion). The p-value was 0.022 (< 0.05), designating that the variables were significant to the model. In this study, the influential variables were A, B, and B². Table 6 also demonstrates the value of adeq precision. Adeq precision measures the signal ratio to the disturbance (noise), and its value is expected to be higher than 4. A ratio of 12.46 resulted in this work, denoted that the inputted signal was appropriate.

Validation of the model capability in predicting is necessary to ensure the accuracy of the model approach. Figure 3 shows the model validation by comparing the predicted result with the experimental data. Figure 3(a) demonstrates that the predictive value based on the model’s calculation was close to the experimental data. It was indicated by the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{The Result of the Diagnoses for the Quadratic Model Approach}
\end{figure}
point of the prediction and experimental response values just about the 45° line. It specified that the proposed model was successfully identified the correlation of the input variables (catalyst concentration, reaction temperature, and reaction time) to the response (reaction conversion).

The model suitability was further determined by constructing a plot between the externally studied residuals and the prediction value. Figure 3(b) exhibits that all the data were under the limit, meaning that the model was suitable. As shown in Figure 3(c), all the leverage parameters were less than 1. It denoted that there was no significant error that could affect the model approach. Figure 3(d) presents that all the points were under the expected Cook’s Distance Parameter. It implied that there is no significant error in observation in taking the experimental data. All the results of the model diagnoses demonstrated that the quadratic model developed in this analysis was appropriate for FFA content and FFA conversion optimisation in the FFA esterification using a sulfuric acid catalyst. The graphical illustration, termed response surface, is frequently used to justify the individual and cumulative influences of the experimental variables and their successive effect on the response (Liu et al., 2014).

The significant variables affecting the FFA content and conversion were temperature and catalyst concentration as demonstrated in Figures 4 and 5. It can be observed that the FFA content reduced and, in contrast, the FFA conversion rose due to the temperature increase up to

![Figure 4](image-url)

*Figure 4. Three dimensional (3D) response surface of the effect of the process condition to the FFA content. (a) Reaction time = 90 min; (b) Catalyst concentration = 5 (g/g RNSO); and (c) Reaction temperature = 50°C.*
60°C. Additionally, increasing catalyst concentration from 1 to 3% significantly enhanced the FFA conversion and lowered the FFA content. However, an additional amount of catalyst employment did not result in the higher reaction conversion and the FFA removal. Reaction time considerably improved the reaction conversion and FFA removal from 0 to 60 minutes. After 60 minutes, reaction time slightly affected the esterification reaction.

In this work, the Derringer method was employed for the FFA conversion and FFA removal optimisation in the esterification using a sulfuric acid catalyst. In the complex system, various experimental variables have to be considered simultaneously to determine the optimum condition. It is known as a multi-response problem based on Multi-criteria Decision Making. In this case, the desirability approach is often employed as a vigorous instrument for optimisation in a multi-response system. The Derringer method is among the popular desirability method. The desirability function values are between 0 and 1. The value 0 means that the factors provided an undesired response. On the other hand, the value 1 indicates the optimal condition of the parameter evaluated (Amdoun et al., 2018).

Based on the RSM simulation, it was revealed that the optimum conversion and the FFA content were 78.27% and 4%, respectively, achieved at the reaction temperature of 59.09 °C, catalyst concentration 1.98% g/g RNSO, and reaction time of 119.95 minutes. At this operation condition, the value of the desirability ramp

![Figure 5. Three dimensional (3D) Response surface of the effect of the process condition to the FFA conversion.](image-url)
was 1 (Figure 6). The result fitted the experimental data and indicated the accuracy of the model. A similar method of optimisation applying desirability function was also described by (Mourabet et al., 2017).

Extrapolation was performed using RSM to predict the operating conditions and achieve a maximum of 2% FFA content. As shown in Figure 7, the FFA content can be lowered up to 2% with the reaction condition as follows: reaction temperature, catalyst concentration,

![Figure 6. Optimisation of FFA conversion using RSM (Quadratic model)](image)

![Figure 7. RSM prediction of operation condition on the FFA esterification using sulfuric acid catalyst to decrease the FFA content to 2%](image)
and reaction time were 58.97°C, 3%, and 194.9 minutes, respectively, whereas the molar ratio of oil to methanol was fixed at 1:30. Therefore, the FFA conversion achieved was estimated at 89.3%.

The result has shown that RSM is simple and effective for process optimisation. Furthermore, the RSM and desirability function combination lead to the more accurate finding of the optimal condition. The identical deduction was reported by Amdoun et al. (2018). This study is significant in providing the optimum operating condition for reducing the FFA in CNSO to fulfil the allowable level of FFA content before being used as feedstock for biodiesel production via base catalysed transesterification reaction.

CONCLUSION

The experimental work of FFA esterification in RNSO with methanol in the presence of sulfuric acid catalyst has shown the optimal reaction condition at the reaction temperature of 60°C, a reaction time of 120 minutes, the molar ratio of RNSO) to methanol of 1:30, and the reaction times of 120 minutes, which yielded the reaction conversion of 78.18% and the FFA concentration of 4.01%. This value did not match the maximum acceptable FFA content value for alkaline catalyst transesterification (2%). The RSM was performed to estimate the optimal operation condition for achieving the FFA content of 2%. The RSM model analysis demonstrated that the quadratic model was the most suitable for optimising this process in future work. The RSM extrapolation predicted that the FFA content of 2% could be obtained at the reaction temperature, catalyst concentration, reaction time of 58.97°C, 3%, and 194.9 minutes, respectively, and the fixed molar ratio of oil to methanol of 1:30.
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ABSTRACT

Missing values are often a major problem in many scientific fields of environmental research, leading to prediction inaccuracy and biased analysis results. This study compares the performance of existing Empirical Orthogonal Functions (EOF) based imputation methods. The EOF mean centred approach (EOF-mean) with several proposed EOF based methods, which include the EOF-median, EOF-trimmean and the newly applied Regularised Expectation-Maximisation Principal Component Analysis based method, namely R-EMPCA in estimating missing values for long gap sequence of missing values problem that exists in a Single Site Temporal Time-Dependent (SSTTD) multivariate structure air quality (PM10) data set. The study was conducted using real PM10 data set from the Klang air quality monitoring station. Performance assessment and evaluation of the methods were conducted via a simulation plan which was carried out according to four percentages (5, 10, 20 and 30) of missing values with respect to several long gap sequences (12, 24, 168 and 720) of missing points (hours). Based on several performance indicators such as RMSE, MAE, R-Square and AI, the results have shown that R-EMPCA outperformed the other methods. The results also conclude that the proposed EOF-median and EOF-trimmean have better performance than the existing EOF-mean based method in which EOF-trimmean is the best among the three. The methodology and findings of this study contribute as a solution to the problem of missing values with long gap sequences for the SSTTD data set.

Keywords: Air quality, empirical orthogonal functions, imputation, long gap missing values, PM10
INTRODUCTION

Usually, missing values in the air quality data set occurs when the values are unobserved, or the values were missing due to several reasons such as failure of monitoring instruments during some bad seasonal weather, computer system crashes, routine maintenance, human errors, calibration process and staying off-line for several days at the monitoring stations (Ghazali et al., 2020; Shaadan & Rahim, 2019). The impact of the missing data on the statistical analysis results depends on the mechanism that made the data to be missing and on the way the data analyst deals with them (Plaia & Bondi, 2006). In environmental studies, three types of missing data were taken into account, which is Missing Completely at Random (MCAR), Missing at Random (MAR) and Missing Not at Random (MNAR). For most air quality data sets, the mechanism of missing air quality data is MAR; the probability of a missing that a value is not dependent on the missing part themselves (Josse & Husson, 2016; Plaia & Bondi, 2006; Shaadan et al., 2015).

In the presence of missing data, treatment to replace the missing values is crucial in many fields, especially in air quality data sets where high percentages of data are being missed with long gap sequences (Ghazali et al., 2020). Many existing imputation methods that deal with missing values were proposed in the literature. The methods include a simple approach such as using mean or median substitution, a model-based approach including Regression-based imputation (REGEM), nearest neighbour (NN), K-nearest neighbour (KNN), expectation-maximisation (EM), maximum likelihood method and other hybrids methods (Junninen et al., 2004). Ruggieri et al. (2013) claimed that the Empirical Orthogonal Functions (EOF) based method is among the most promising method of imputing missing values to solve long gap sequences of missing data present in the air quality data set. Several applications of EOF methodology on the observed data by a Singular Value Decomposition (SVD) in handling the missing values have been discussed in several areas. However, the issue of long gap missingness in air quality data set and the experimentation is limited in the number. Moreover, long gaps of missingness often occur due to a longer sequence of hours, which is more than 6 hours and occur within several days or weeks and months (Bartzokas et al., 2003).

A study conducted by Beckers and Rixen (2003) was among the earliest investigation that used EOF calculations and procedures to fill in missing data. The study had used the imputation method in spatial-temporal data sets in the oceanographic field of studies. Next, another research was conducted by Sorjamaa et al. (2010) that proposed an improved EOF methodology for filling missing values in spatial-temporal climates data sets using EOF Pruning which was based on an original linear projection method. Among other closely related research that is continuously being explored was the paper by Beckers and Rixen (2003), Hannachi et al. (2007), Sorjamaa et al. (2010), Ruggieri et al. (2010) and Di Salvo et al. (2016). In Ruggieri et al. (2013), the authors proposed spatial-temporal Functional
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Principal Component Analysis (FPCA) and used the EOF procedure to fill in long gap sequences of missing data to investigate the temporal variation of multiple pollutant datasets measured at multi-site and multivariate at the same time.

Even though the large proportion of missing values and long gap sequences of missing values have been considered in the above studies, noticeably, the scope was mostly focused on the imputation methods for Multi-site and Spatial-temporal Multivariate data structures. In a study by Bai et al. (2020), the authors propose a novel gap-filling method that used the EOF procedure; the method is known as diurnal cycle constrained empirical orthogonal function (DCCEOF) that used to fill in missing data gaps in hourly PM2.5 concentration of air quality data and the data existed the long gaps about 40% of days missing in the dataset.

However, the study data was focused on the time series of hourly PM2.5 datasets. Therefore, another kind of air quality data format identified as Single Site Temporal Time-Dependent (SSTTD) was rarely highlighted. Meanwhile, for Malaysia, the recorded format of air quality data set for an air quality monitoring station for a single pollutant is usually in the form of SSTTD. The pollutant observations were normally recorded and arranged into daily (row) by hourly (column) matrix format. In conclusion, the application of EOF based methods and their capacity has not yet been explored and compared to be used in the imputation analysis when long gap sequences are present in the SSTTD format air quality data sets. An example of missing values in SSTTD format is shown in Table 1.

<table>
<thead>
<tr>
<th>Day</th>
<th>Hour 1</th>
<th>Hour 2</th>
<th>Hour 3</th>
<th>Hour 4</th>
<th>Hour 5</th>
<th>Hour 24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 1</td>
<td>30</td>
<td>40</td>
<td>60</td>
<td>70</td>
<td>90</td>
<td>140</td>
</tr>
<tr>
<td>Day 2</td>
<td>20</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>120</td>
</tr>
<tr>
<td>Day 3</td>
<td>50</td>
<td>70</td>
<td>90</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day n</td>
<td>70</td>
<td>80</td>
<td>NA</td>
<td>.</td>
<td>.</td>
<td>NA</td>
</tr>
</tbody>
</table>

Thus, to fill the gap, in this paper, several EOF based methods are employed to find the most appropriate method for a good reconstruction of long sequences of missing values in SSTTD multivariate air quality data format with the application for PM10 air pollutant data set.

MATERIAL AND METHODS

Data and Study Area

The data used in this study is a real secondary air quality data of particulate matter with a size 10 micrometre and smaller called PM10 measured in ugm$^{-3}$ of Klang air quality
monitoring station. The data was obtained from the Air Quality Division of the Department of Environmental (DOE) Malaysia. The data was recorded using a Continuous Ambient Air Quality Monitoring (CAQM) system by Alam Sekitar Malaysia Sdn. Bhd. (ASMA), a private sector authorised by the DOE. For experimentation analysis in this study, a complete data set was identified for Klang station, consisting of 479 days observations with 11,496 hourly cell records from 1st June 2014 up to 24th April 2015 and will be treated as reference data.

Figure 1 shows the location of Klang station in the Malaysia map with longitude and latitude (N03°00.620’, E101° 24.484’). Klang station is located at Sekolah Menengah Perempuan Raja Zarina, Klang, Selangor. The area is surrounded by the crowded industries, residential and commercial areas. Klang station was chosen in this study because this station is among the popular stations with high PM$_{10}$ levels recorded by DOE.

![Figure 1. Location maps of air quality monitoring stations, including Klang station (i.e. highlighted in red circle). (Source: Malaysia Environmental Quality Report, 2013)](image-url)
Methodology Framework

In order to achieve the research objective, the following steps of procedure as depicted in Figure 2 was employed in this study. The research methodology consists of four phases of stages; phase 1: Obtaining reference data, phase 2: Generating missing data pattern, phase 3: Imputing missing values and phase 4: Performance comparison.

Phase 1 step aims to prepare a reference data set for experimentation purposes to compare imputation methods. The reference data must be such a compulsory procedure to validate the performance of the imputation method with better accuracy (Shaadan et al., 2015). This study used a whole PM10 data set of hourly-recorded observations at the Klang air quality monitoring station as a reference data set. Selecting the reference data for this study begins with understanding and viewing the whole structure of the SSTTD data and only selecting the data with a complete case. As mentioned earlier, the selected reference data for Klang station consists of 479 days observations with 11,496 hourly cell records from 1st June 2014 up to 24th April 2015.

In phase 2, the simulations of artificial missing data set with several designed patterns were conducted. The patterns were generated according to several percentages of missing values of 5%, 10% and 30% with a different gap size of a sequence of missing points (i.e. hourly points) within 12 (half day), 24 (1 day), 168 (1 week) and 720 (1 month) period. Therefore, 16 missing values patterns need to be designed in this study, as shown in Table 2. Each design pattern will be generated into 100 simulated or artificial datasets.

In the next step, in phase 3, missing values imputation with the existing EOF-based method and several proposed EOF-

<table>
<thead>
<tr>
<th>Pattern of missingness</th>
<th>Percentages of missingness (%)</th>
<th>Gap length of missingness (hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P05_G12</td>
<td>5</td>
<td>12 (half day)</td>
</tr>
<tr>
<td>P05_G24</td>
<td>5</td>
<td>24 (1 day)</td>
</tr>
<tr>
<td>P05_G168</td>
<td>5</td>
<td>168 (1 week)</td>
</tr>
<tr>
<td>P05_G720</td>
<td>5</td>
<td>720 (1 month)</td>
</tr>
<tr>
<td>P10_G12</td>
<td>10</td>
<td>12 (half day)</td>
</tr>
<tr>
<td>P10_G24</td>
<td>10</td>
<td>24 (1 day)</td>
</tr>
<tr>
<td>P10_G168</td>
<td>10</td>
<td>168 (1 week)</td>
</tr>
<tr>
<td>P10_G720</td>
<td>10</td>
<td>720 (1 month)</td>
</tr>
<tr>
<td>P20_G12</td>
<td>20</td>
<td>12 (half day)</td>
</tr>
<tr>
<td>P20_G24</td>
<td>20</td>
<td>24 (1 day)</td>
</tr>
<tr>
<td>P20_G168</td>
<td>20</td>
<td>168 (1 week)</td>
</tr>
<tr>
<td>P20_G720</td>
<td>20</td>
<td>720 (1 month)</td>
</tr>
<tr>
<td>P30_G12</td>
<td>30</td>
<td>12 (half day)</td>
</tr>
<tr>
<td>P30_G24</td>
<td>30</td>
<td>24 (1 day)</td>
</tr>
<tr>
<td>P30_G168</td>
<td>30</td>
<td>168 (1 week)</td>
</tr>
<tr>
<td>P30_G720</td>
<td>30</td>
<td>720 (1 month)</td>
</tr>
</tbody>
</table>
based methods were applied. The analysis was executed on the 100 simulated data sets for each missing pattern obtained in phase 2. The number of simulated missing data sets of 100 for each pattern is decided to be used, following the experimentation conducted by the study of Di Salvo et al. (2016) and Shaadan et al. (2015). Other researchers could also increase the size of the simulated data sets for further detailing the sensitivity analysis, but this sensitivity analysis is not the scope of this research. In this study, the objective of this experimentation based on these 100 simulated data sets for each different designed pattern is to evaluate the performance of the imputation methods towards the consistency of the performance results. Thus, further, validate the performance obtained based on the average value approach, which at the same time can be used to evaluate the performance of the methods towards the complexity of the missing patterns.

Several performance indicators will then be applied to assess the performance of the imputation at phase 4, which includes Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Coefficient of Determination (R-Square) and Agreement Index (AI).

**Imputation Methods**

**Empirical Orthogonal Functions (EOF) Method.** The Empirical Orthogonal Functions is a deterministic method for reconstructing the new data matrix through data reduction and identifying temporal variation relationships in the data. In solving the missing values, the EOF allows a linear, continuous projection to a high-dimensional space. The EOF method is performed using Singular Value Decomposition (SVD) by extracting the salient empirical modes of variation from the temporal dependent singular vectors of the data matrix and construct a new set of variables that capture most of the observed variance from the data through a linear combination of the original variables. In understanding the concept of EOF, let us consider a data matrix $X$ containing the observations, which is arranged such that the element of SSTTD data field $t, h$ of the matrix called $x(t, h)$ where $t$ and $h$ denote respectively time and hours position and $M$ is the number of modes contained in the field, using an optimal set of basis functions of temporal dependent $U_k(s)$ and expansion functions of time $C_k(t)$, as below in Equation 1:

$$x(t, h) = \sum_{k=1}^{M} C_k(t) U_k(s)$$  \hspace{1cm} (1)

In this study, the EOF is performed on SVD. The SVD aims to extract the loading of the principal components, EOFs time (score) and EOFs temporal (loading). SVD is computed for the 2 dimensional of temporal dependent singular vectors of the n x p data matrix X, where n is the time-series (days), and p is the temporal-dependent (hours), $U$ and $V$ are a collection of eigendecomposition of vectors of $X$, as in Equation 2:
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\[
\hat{X} = UDV^* = \sum_{k=1}^{r} \rho_k a_k^* u_k
\]  

(2)

The column \(a_k = (a_{1k}, a_{2k}, \ldots, a_{nk})\) of \(U\) which the score and \(u_k = (u_{1k}, u_{2k}, \ldots, u_{pk})\) of \(V\) which the loading are respectively the left and right singular vectors of the data matrix \(X\). \(D\) is the diagonal matrix with the singular values \(\rho\) in its diagonal, the diagonal elements are \(\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_r \geq 0\) of \(D\), are singular values of \(X\). Where \(r\) is the smaller dimension of \(X\) with \(r \leq \min(n,p)\) the rank of \(X\). The singular values and the singular vectors have been sorted in decreasing order.

From the SVD, the EOF removes the noise from the data. Only the selected singular values and vectors are used for the reconstruction of a new data matrix. This study selects the optimal number of dimension \(k^{th}\) using Generalised Cross-Validation (GCV) methods. The GCV value can be interpreted as a classical model selection criterion where the residual sum of squares is penalised by the number of degrees of freedom. Equation 3 is as follows:

\[
GCV(S) = \frac{n p \sum_{i=1}^{n} \sum_{j=1}^{p} \left( x_{ij} - (\hat{x}_{ij})^S \right)^2}{np - p - nS - pS + S^2 + S}
\]  

(3)

The EOF cannot be directly used with a database that contains missing values. In the common practice, in the existing EOF imputation method, the column mean was normally treated as the initial value for the missing cells (Beckers & Rixen, 2003; Ruggieri et al., 2010; Sorjamaa et al., 2010). However, the existing EOF imputation method has a drawback because it uses data matrix centralisation based on statistic mean for EOF computation. To be applied for the air quality dataset, the existing EOF need to be improved because the dataset often consists of extreme observations due to climatic variations and random processes. In this study, a robust statistic of statistic median and trimmed mean is employed in the matrix centralisation computation and proposed as initial values for the missing values. In this paper, four EOF-based imputation methods are introduced, and the capability of the methods for estimating missing values for long gap missingness problems in Malaysia air quality of SSTTD multivariate datasets is investigated. The existing of EOF method based on the mean (EOF-mean) is compared with the several proposed EOF based on median (EOF-median), EOF based on the trimmed mean (EOF-trimmean) and the newly applied Regularised Expectation-Maximisation Principal Component Analysis (R-EMPCA), which an iterative-based imputation method that is iteratively performing the EOF analysis by means of EM algorithm on the incomplete data sets. Up until now, the performance of R-EMPCA is not yet being explored for solving long gap missingness problems in air quality with SSTTD datasets.
The Existing method: EOF based on the Mean (EOF-mean) Method. Given that a few data points are missing with a long gap of missingness, the aim was to replace the missing value \(x_{\text{miss}}^{t}\) at time \(t\) with a value on the estimated data point from EOF based imputation, which \(\hat{x}_{ij}(t,h)\) at the same time \(t\) is missing, where \(\hat{x}_{\text{miss}} = x_{ij}(t,h)\). This procedure of EOF-mean starts from allows the generated missing values at time \(t\) to be initially replaced with the mean of the observed values column. Next, the completed data are centralised using the mean centralisation. Then, the EOF procedure is applied to the centralised data matrix, and a new reconstructed matrix of the EOF-mean is built. Finally, the formula for the initial values of the mean column is written as Equation 4:

\[
\text{Mean}, \bar{x} = \frac{\sum_{i=1}^{n} x_{ki}}{n}
\] (4)

The Proposed Methods: EOF based on Median (EOF-median) and EOF based on Trimmed Mean (EOF-trimmean) Methods. These methods propose an enhancement approach on the existing EOF-mean by using a different strategy in the initialisation step. The EOF-median and EOF-trimmean initially replace the missing values using robust median statistics trimmed mean, respectively, before performing any EOF procedure. The enhancement focuses on using the values from the median and trimmed mean of the observed values as the initial values to replace missing values in the data matrix \(X\). These initial values are calculated from the available data in the dataset to form a completed data matrix. Finally, the completed data are centralised using the median and trimmed mean centralisation, respectively. The formula for the initial values of the median column is written as Equation 5:

\[
\text{Median}, m = l + \left( \frac{N - F_i}{\frac{2}{f_m}} \right) \times C
\] (5)

where \(l\) is the lower-class boundary of the median class, \(N\) is the total frequency, \(F_i\) is the cumulative frequency before the median class, \(f_m\) is the class width of the median class and \(C\) is the frequency of the median class. Another proposed method is EOF-trimmean. The formula for the initial values of the trimmed mean column is written as Equation 6:

\[
\text{Trimmedmean}, T = \frac{1}{|R|} \sum_{|k| \leq k} X_{ij}
\] (6)

where \(n\) is the number of observations, \(k\) is an integer of the trim proportion with the calculation of \(k = na\) with \(a\) the percentages to trim, and \(R\) is the denominator of trimmed
mean where $R = n - 2k$. In particular, the algorithm of EOF-based methods to impute the missing values using the different initialisation approach by applying three different initial values, which are column mean, the proposed median and trimmed mean, can be stated as follows in Table 3.

**Table 3**  
*Algorithm of EOF-mean, EOF-median and EOF-trim mean methods*

<table>
<thead>
<tr>
<th>Start</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Identify the missing values, $x_{mis}$ in the data matrix $X_{M}$.</td>
<td></td>
</tr>
<tr>
<td>Step 2: Initial values are filled into missing using the column mean/median/trimmed mean (hours), of the data matrix $X$ and turned into a new completed matrix $X_{M}$.</td>
<td></td>
</tr>
<tr>
<td>Step 3: After the initial value replacement, centralised the data matrix $X_{M}$ by subtracting the new completed matrix $X_{M}$ using the column mean/median/trimmed mean of $X_{M}$.</td>
<td></td>
</tr>
</tbody>
</table>
| Step 4: Computed a Singular Value Decomposition (SVD) in Equation 2 on the centralised matrix $X_{M}$.  
  a) The loading and scores EOFs $U$ and $V$ are extracted from the SVD  
  b) An optimal number of EOFs are selected using cross validation method of GCV formula in Equation 3. |  |
| The selected EOF loadings and EOF scores are used to make the reconstruction by multiply the loadings and scores and adding the subtracted column mean/median/trimmean to form a new reconstructed data matrix $X_{M}$. |  |
| Step 5: Replace the missing values, $x_{mis}$ in the data matrix $X$ by their new estimated value obtained from the reconstructed data matrix $X_{M}$ of EOF-mean/EOF-median/EOF-trimmean. |  |

**End**

The Newly Applied: Regularised Expectation-Maximisation Principal Component Analysis (R-EMPCA) Method. Another application of the EOF-based imputation method proposed in this study to solve the long gap of missingness is the Regularised Expectation Maximisation Principal Component Analysis (R-EMPCA), with the regularised iterative EOF approach that was previously introduced in Josse & Husson (2016). However, this method is not yet explored for solving the long gap missing data problem.

Generally, the regularised iterative EOF is very similar to iterative EOF. Both methods use an iterative approach and are based on the EOF model, extracting the EOF score and loading. This regularised iterative method starts with the initialisation step of the missing values by mean values. Then, an estimation step of the parameters where the appropriate optimal number of EOFs modes is predefined from the temporal covariance matrix. The third step is the imputation step of missing values. The estimation of the mean matrix for the missing values is to be updated after each iteration during the imputation process. Finally, the last step is to reconstruct the new matrix of completed data using the updated or converge mean matrix from the imputation step. The R-EMPCA has extended the normal EOF analysis by replacing the centralisation process by using a weighted least squares criterion as in Equation 7:
\( \mathbf{W}_{np} \ast (\mathbf{X}_{np} - \hat{\mathbf{X}}) \| \leq \text{rank}(r) \leq S \)  \hspace{1cm} (7)

Then the missing values are imputed in an iterative loop with the fitted matrix with noise variance as Equation 8:

\[
\hat{x}_y = \sum_{s=1}^{S} \left( \frac{\sqrt{\hat{\lambda}_s}}{\sqrt{\hat{\lambda}_s'}} \right) x_{uv}^{s} v_{i}^{s},
\]  \hspace{1cm} (8)

The noise variance estimated as Equation 9:

\[
(\hat{\sigma}^2)_{i} = \frac{\| \mathbf{X}_{i}^{-1} - \mathbf{U}^{i} \mathbf{D}^{i} \mathbf{V}^{i\ast} \|^2}{np - nS + pS + S^2},
\]  \hspace{1cm} (9)

\( \mathbf{1}_{np} \) is a matrix filled with values one. In addition, only the missing values are replaced with estimated values, and the mean matrix is re-centred and updated after each iteration to give the same weight to each variable. Then, the estimation and imputation steps are repeated until the difference between two successive estimated matrices is less than the threshold or the iteration number exceeds the maximum fixed iterations. The algorithm for R-EMPCA is shown in Table 4. Thus, the iteration will make full use of useful information in the process of missing values imputation.

Table 4
Summary of the R-EMPCA algorithm of the EOF based method by applying an iterative approach for filling the missing values

<table>
<thead>
<tr>
<th>Start</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: An optimal number of EOFs are selected using cross validation method of GCV formula in Equation 3</td>
</tr>
<tr>
<td>Step 2: Identify the missing values, ( x_{miss} ) in the data matrix ( \mathbf{X} ).</td>
</tr>
<tr>
<td>Step 3: Initialisation ( \ell = 0 ). Initial values are substituted into missing values using the mean of the column (hours), ( \mathbf{x}_{\text{mean}} ) of the original data matrix ( \mathbf{X} ).</td>
</tr>
<tr>
<td>Step 4: The step ( \ell \geq 1 ) are:</td>
</tr>
<tr>
<td>a) Performing the reconstruction of PCA analysis to estimates EOF scores and loadings using the SVD formula in Equation 2,</td>
</tr>
<tr>
<td>b) Missing values are imputed with the fitted values with the noise variance estimated. Then, update and replace the missing values in the data matrix ( \mathbf{X} ) by their new estimated values from the reconstruction.</td>
</tr>
<tr>
<td>Step 5: Step at 4(a) of estimation of parameters by SVD and 4(b) the imputation step are repeated until the convergence criterion is fulfilled.</td>
</tr>
<tr>
<td>Step 6: Replace the missing values, ( x_{miss} ) in the data matrix ( \mathbf{X} ) with the new estimated value, ( \hat{\mathbf{X}}_{R,EMPCA} ) obtained from the final reconstruction of data matrix</td>
</tr>
</tbody>
</table>

Performance Evaluation

The performance indicator involved in this study is Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Coefficient of Determination (R-Square) and Agreement
Index (AI) from (Junninen et al., 2004) are considered. The formulas for the performance indicator are given by the following Equations 10-13:

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (x_i - \hat{x}_i)^2}{n}}
\]  

(10)

\[
\text{MAE} = \frac{\sum_{i=1}^{n} |x_i - \hat{x}_i|}{n}
\]  

(11)

\[
\text{R-Square} = \left[ \frac{1}{N} \sum_{i=1}^{n} \left( \hat{x}_i - \bar{x} \right) \left( x_i - \bar{x} \right) \right]^2 \frac{\sigma_y}{\sigma_y}
\]  

(12)

\[
\text{AI} = 1 - \left[ \frac{\sum_{i=1}^{n} (\hat{x}_i - x_i)^2}{\sum_{i=1}^{n} (\hat{x}_i - \bar{x}_i) + (|x_i - \bar{x}_i|)^2} \right]
\]  

(13)

where \( \hat{x}_i \) is the observed value, \( \hat{x}_i \) is the imputed value, \( \bar{x}_i \) indicates the average of the actual data, and \( \bar{x}_i \) is the average of the imputed data with \( \sigma_y \) and \( \sigma_y \) are their standard deviations respectively. RMSE and MAE are used to assess the accuracy of the methods by looking at the residuals (i.e. the difference between the imputed and the observed values). At the same time, R-Square measures the imputation methods capability in predicting or estimating missing observation while AI measures the correlation between the imputed and the observed value. The ideal imputation method is the one that gives small error measures; the RMSE and MAE and high R-Square and AI.

**RESULTS AND DISCUSSION**

This section discusses the performance results of the imputation methods. The imputation methods were applied for the Klang station dataset, and the experiment was conducted for each missing data pattern using all four EOF based imputation methods. The results were then calculated as average results of the 100 simulated datasets for each missing pattern. The following Table 5 and Figure 3 represent the average score of each performance indicator based on error measures, the RMSE and MAE, while Figure 4 shows the performance based on R-Square and AI. The complexity evaluation was conducted according to the performance of the methods with respect to the different patterns of missing values with different levels of \% and gap size–from low to higher percentage and from small long gap to larger long gap.

Table 5 indicates the average RMSE, MAE, R-Square and AI values for the four EOF methods computed from 100 artificial data sets for each missing pattern. Overall, the
R-EMPCA method has a very excellent performance indicated by the lowest RMSE and MSE values and the highest R-Square compared to the other three methods; the EOF-mean, EOF-median and the EOF-trimmean. Furthermore, it shows a stronger capability of the R-EMPCA method to estimate the missing values with higher accuracy and higher predictive power for each type of missing pattern except that for pattern P30_G720, whereby all methods are shown to have quite a similar performance for this pattern. Figures 3 and 4 also shows that among the EOF-mean, EOF-median and EOF-trimmean, the proposed EOF-trimmean method having a better performance, which are indicated by lower RMSE and MAE values and higher AI and R-Square values in comparison with EOF-mean and EOF-median methods. Therefore, this study has proven that the R-EMPCA method is the most suitable imputation method for a data set with a long missingness gap.

Noticeably, in this investigation, the value of R-square for R-EMPCA is not more than 0.7 for all the sixteen patterns of missingness. At the same time, the AI is relatively high with 0.78744 for the P05_G12 and become lower as this result depends on the pattern of missingness. It is also observed that there is a reduction in the performance of the methods when the proportion of missingness increases as the gap size increases. These findings are supported by Junger and Ponce de Leon (2015), who mentioned that the performance of the estimated value would be decreased when the missing values and the gap size increase in the data set. Even though the R-EMPCA method is found the best in terms of performance, it is believed that R-Square and the AI values recorded are due to the performance’s ability when the methods experimented within the condition of long gap missingness situation. The results would be much better when the method is applied for a not so complex missing data set (i.e. data set with a small percentage and short gap sequence of missingness).

EOF-mean was the worst identified imputation method among the EOF-based imputation methods, while the proposed EOF-median has moderate performance. The following Figures 5-7 provide the analysis of the consistency of the results.

Table 5

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Performance Indicators</th>
<th>Klang Station</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>EOF-mean</td>
</tr>
<tr>
<td>P05_G12</td>
<td>RMSE</td>
<td>38.11721</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>23.87387</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00835</td>
</tr>
<tr>
<td></td>
<td>AI</td>
<td>0.15670</td>
</tr>
<tr>
<td>P05_G24</td>
<td>RMSE</td>
<td>38.17311</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.51937</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00359</td>
</tr>
<tr>
<td></td>
<td>AI</td>
<td>0.20054</td>
</tr>
<tr>
<td>P05_G168</td>
<td>RMSE</td>
<td>35.96443</td>
</tr>
</tbody>
</table>
Table 5 (continue)

<table>
<thead>
<tr>
<th>Patterns</th>
<th>Performance Indicators</th>
<th>Klang Station</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EOF-mean</td>
<td>EOF-median</td>
</tr>
<tr>
<td>MAE</td>
<td>25.80377</td>
<td>24.20227</td>
</tr>
<tr>
<td>R-Square</td>
<td>0.00033</td>
<td>0.00037</td>
</tr>
<tr>
<td>R</td>
<td>0.32522</td>
<td>0.30319</td>
</tr>
<tr>
<td>P05_G720</td>
<td>RMSE</td>
<td>35.92638</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>27.10393</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00038</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.31892</td>
</tr>
<tr>
<td>P10_G12</td>
<td>RMSE</td>
<td>39.01796</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.05786</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.01737</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.13102</td>
</tr>
<tr>
<td>P10_G24</td>
<td>RMSE</td>
<td>39.29717</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.74710</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00616</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.14871</td>
</tr>
<tr>
<td>P10_G168</td>
<td>RMSE</td>
<td>37.30235</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>25.52515</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00049</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.27288</td>
</tr>
<tr>
<td>P10_G720</td>
<td>RMSE</td>
<td>34.89105</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.72334</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00014</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.31434</td>
</tr>
<tr>
<td>P20_G12</td>
<td>RMSE</td>
<td>41.37989</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.34981</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.02221</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.13507</td>
</tr>
<tr>
<td>P20_G24</td>
<td>RMSE</td>
<td>41.47086</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.96108</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00953</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.12699</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>25.08108</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00049</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>0.19992</td>
</tr>
<tr>
<td>P20_G720</td>
<td>RMSE</td>
<td>37.01653</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.82146</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00014</td>
</tr>
</tbody>
</table>
Table 5 (continue)

<table>
<thead>
<tr>
<th>Patterns</th>
<th>Performance Indicators</th>
<th>Klang Station</th>
<th>EOF-mean</th>
<th>EOF-median</th>
<th>EOF-trimmean</th>
<th>R-EMPCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>P30_G12</td>
<td>RMSE</td>
<td>40.66486</td>
<td>41.86543</td>
<td>41.58401</td>
<td>31.40857</td>
<td>0.29133</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.02346</td>
<td>22.40867</td>
<td>22.40350</td>
<td>14.25771</td>
<td>0.70575</td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.03081</td>
<td>0.02896</td>
<td>0.03038</td>
<td>0.44710</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AI</td>
<td>0.14768</td>
<td>0.25175</td>
<td>0.23628</td>
<td>0.70575</td>
<td></td>
</tr>
<tr>
<td>P30_G24</td>
<td>RMSE</td>
<td>41.52809</td>
<td>42.65726</td>
<td>42.37999</td>
<td>36.08452</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>24.76144</td>
<td>23.02723</td>
<td>23.03267</td>
<td>18.84405</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.01278</td>
<td>0.01076</td>
<td>0.01168</td>
<td>0.27366</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AI</td>
<td>0.11905</td>
<td>0.22828</td>
<td>0.20970</td>
<td>0.54812</td>
<td></td>
</tr>
<tr>
<td>P30_G168</td>
<td>RMSE</td>
<td>40.38344</td>
<td>40.76528</td>
<td>40.54024</td>
<td>39.51843</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>25.45146</td>
<td>23.41158</td>
<td>23.43521</td>
<td>24.44615</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00070</td>
<td>0.00044</td>
<td>0.00078</td>
<td>0.04593</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AI</td>
<td>0.19293</td>
<td>0.20585</td>
<td>0.19629</td>
<td>0.27885</td>
<td></td>
</tr>
<tr>
<td>P30_G720</td>
<td>RMSE</td>
<td>40.96781</td>
<td>41.25684</td>
<td>41.00958</td>
<td>40.79544</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>26.15329</td>
<td>24.69441</td>
<td>24.62649</td>
<td>25.94850</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R-Square</td>
<td>0.00012</td>
<td>0.00005</td>
<td>0.00015</td>
<td>0.01002</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AI</td>
<td>0.24747</td>
<td>0.26452</td>
<td>0.25627</td>
<td>0.26770</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. Imputation methods performance based on average error measures: (a) RMSE; and (b) MAE

Figure 4. Imputation methods performance based on correlational measures: (a) R-Square; and (b) AI
As depicted in Figure 5, the distribution of RMSE for each method shows an increasing pattern when the proportion and the gap size increase. Among the four methods, R-EMPCA clearly shows the lowest RMSE median for the data set with gap sizes 12 and 24 at levels of missing percentage (5, 10, 20, and 30). However, for the data set with a larger gap size, 168 and 720, R-EMPCA has shown a slight reduction in the performance indicated by a slight increase in RMSE score. The RMSE distribution also has a consistently decreasing performance pattern for EOF-mean, EOF-median and EOF-trimmean methods when the gap size increases. Figure 5 also shows that the distribution pattern of RMSE for all methods are similar for the largest missing gap size with 720 consecutive missing points (i.e. within a month duration of missingness).

In contrast, R-EMPCA keeps a better performance at different percentages of missingness and gap sizes of missingness when the RMSE produce the lowest error amongst other methods. It can be seen from the boxplots that EOF-mean, EOF-median and EOF-trimmean at all levels of missingness patterns have quite a similar pattern of boxplot where the lower and the upper whisker show a similar range. In addition, EOF-trimmean shows a lower median and variance compared to the EOF-mean and EOF-median. On the other hand, the median of EOF-mean shows slightly higher compared to the EOF-median ad EOF-trimmean. Therefore, EOF-trimmean outperforms the EOF-median in estimating missing values for long gap missingness, whereas EOF-mean demonstrates the worst performances.

Figure 5. Box plot on RMSE distribution
Figure 6. Box plot on R-Square distribution

Figure 7. Box plot on AI distribution
The summary of the boxplot of R-Square score distribution for four EOF based imputation methods is shown in Figure 6. A higher value of R-Square that close to 1 indicates that the estimated values were almost close to the observed values, the boxplot of R-Square showed that R-EMPCA outperforms EOF-mean, EOF-median and EOF-trimmean with the highest value of R-Square for all the patterns of missingness from 12 gaps to 720 gaps of missingness. This plot directly explained that R-EMPCA has a good performance in terms of accuracy measure of R-Square for the generated long gap of missing data. However, the other three EOF-mean, EOF-median and EOF-trimmean, show a very short and thin boxplot, indicates that these three methods have a very low median and variance below that 0.01.

The pattern is also similar for AI score distribution. As shown in Figure 7, R-EMPCA possessed a very excellent AI score (high score) for missing data set with 12 and 168 gap sizes. However, the performance gradually decreased as gap size increase at all levels of missing percentage. Among the EOF-mean, EOF-median and EOF-trimmean, the EOF-mean has the lowest AI median for gap size 12 and 168 but having equal performance with EOF-median and EOF-trimmean when gap size increase to 168 and 720, indicated by quite similar median values. The results shown in Figures 5 to 7 have provided evidence and justification for the consistency of the imputation results obtained to validate and support the findings as summarised from Figures 3 and 4. These results indicate that R-EMPCA has consistent results as the best imputation method. EOF-trimmean is the second-best imputation method for the long gap missingness problem in the air quality dataset in Klang station.

CONCLUSION

In this study, four EOF-based imputation methods, which are EOF-mean, EOF-median, EOF-trimmean and R-EMPCA, were used and compared for the treatment of long gap missing values problem for a Single-Site Temporal Time-Dependent (SSTTD) type of multivariate air quality (PM10) data using real data set of Klang air quality monitoring station. The results have found that R-EMPCA outperformed the other EOF based methods, including the existing method, EOF-mean and the two proposed methods, EOF-median and EOF-trimmean, in some long gap sizes. The performance of R-EMPCA has proven its superiority as the method having the best result for not so large missing gap but gradually decrease and become at par with the other methods for enormous gap size; such as for one month (720 hourly consecutive missing points). However, the results also lead to a conclusion that the proposed EOF-median and EOF-trimmean give better performance as compared to the existing EOF-mean based method. Overall, the R-EMPCA provides a realistic and promising way to handle the long gap missingness presented in multivariate hourly air quality (PM10) of SSTTD data sets. To conclude, the use of various applications
on the imputation techniques based on the characteristics of the air quality dataset is recommended. A more general comparison of this method with many other different methodologies such as smoothing techniques or functional data analysis approach will be conducted in the future to evaluate further the performance and accuracy of the R-EMPCA method in handling long gaps of missingness. The data set was used generally in the experimentation without considering the seasonal influence on the imputed values. However, for the application in practice, it is suggested to apply the method according to season.
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ABSTRACT

In this paper, we encapsulated ginger bioactive components in maltodextrin nanocapsules. Ginger nanocapsules were characterised using Transmission Electron Microscope (TEM) and Particle Size Analyser (PSA). The results show that the nanoparticles have a generally globular shape with particle size under 200 nm. In addition, the simulation of gingerol and dextran, as a representative for maltodextrin, was also investigated using Density Functional Theory (DFT) calculation. From the DFT calculation, gingerol exhibited a physisorption interaction with dextran by forming hydrogen bonds. Furthermore, the density of state analysis shows that the gingerol-dextran system has a conductive-like behaviour that promotes the nanocapsules’ cell uptake.

Keywords: DFT, encapsulation, ginger, gingerol, TEM

INTRODUCTION

Ginger (Zingiber officinale Roscoe) has been widely used for beverages, food, and medicine since ancient times due to its...
health benefits (White, 2007). Ginger is ubiquitously grown in Indonesia due to the suitable climate for ginger cultivation; therefore, ginger-based products are widely popular among Indonesians, particularly those who seek to use it for medicinal purposes. Traditionally, people process ginger by boiling the roots in water to get the extract as herbal drink or using ginger roots directly in foods as a spice. However, these traditional processing methods need a large amount of ginger to produce the desired benefit, not to mention the short durability of the processed product. It is, therefore, necessary to seek new methods for ginger processing to enable its effective utilisation.

Bioactive compounds of ginger include hydrophobic phenolic compounds (gingerol, shogaol, gingerdiol, and gingerdione) and hydrophilic polysaccharides (Kou et al., 2018). Gingerol has many pharmacological benefits such as antioxidant, anticancer, anti-inflammation, analgesic, and antipyretic (Shahrajabian et al., 2019). The main challenge to utilize hydrophobic compounds such as gingerol in the pharmaceutics and the food industry is the low bioavailability and sustainability of these hydrophobic compounds that can be overcome by using the nanoencapsulation technique. Nanoencapsulation is one of the most recent techniques that can be an excellent strategy to protect hydrophobic compounds against unsuitable environments and processing conditions such as light, high temperature, and humidity. In addition, the Nanoencapsulation technique could also enhance the bioavailability of hydrophobic compounds such as controlled release, improvement in water solubility, and increase in antioxidant activity (Rezaci et al., 2019).

In practice, nanoencapsulation involves incorporating of ingredients, bioactive compounds, or other desired materials into the encapsulated material for the delivery of the contents at the appropriate time (King, 1995). On the other hand, encapsulation is a process to entrap active agent within another wall material to improve the quality of foods by protecting micronutrients through processing and storage until the foods are consumed (Ghayour et al., 2019; Ahmad et al., 2019; İnanç Horuz & Belibağlı, 2018). The wall material used for coating or encapsulating ginger bioactive compounds must be food-grade, biodegradable, and form a barrier between the internal phase and its surroundings (Nedovic et al., 2011). It may be made from sugars, proteins, gums, and natural and modified polysaccharides, but polysaccharides are the most widely used.

Since previous studies of encapsulation technique show the stability of functional food components and toxicity reduction (Suganya & Anuradha, 2017), nano-encapsulated ginger bioactive compounds could theoretically exhibit faster gastrointestinal absorption compared to the traditionally processed ginger, as well as a slower degradation without compromising its unique taste and flavour (Lakshmi et al., 2012). Therefore in this study, a maltodextrin-based nanoencapsulation method of ginger bioactive compounds was performed to synthesise ginger nanocapsules used in a food product. Synthesised nanocapsules were then characterised using Particle Size Analyser (PSA) and Transmission Electron Microscope (TEM) to clarify the shape and size of the nanoparticle.
To understand the encapsulation process of nano-encapsulated ginger bioactive compounds, theoretical methods from an atomistic scale point of view can help describe the interaction within the system (Setzer, 2010; Khayer & Haque, 2020; Michailidou et al., 2020). Thus, to seek the physical-chemical properties and the electronic properties and elucidation of interaction between ginger bioactive compounds and nanocapsule wall, we performed a computational analysis based on a quantum-mechanical description of the electron-core interaction using the Density Functional Theory (DFT) method. It has been predicted that DFT could offer to solve advanced quantum chemistry and material science problems.

**MATERIALS AND METHODS**

**Materials**

*n*-hexane (CAS-No:110-54-3) and Tween 80 (CAS-No:9005-65-6) were obtained from Merck KGaA (Germany). Maltodextrin was obtained from a local commercial market. Both reagents, *n*-hexane and Tween 80, used without purification because it is already in the pro-analysis grade category. While for maltodextrin, there is no purification to maintain the low production cost, especially for mass-scale production.

**Nanoencapsulation of Ginger Bioactive Components**

Fresh ginger was washed, cut, and dried at 60°C for 24 hours. The dried ginger was soaked in *n*-hexane for 24 hours to extract the bioactive compounds, which were put in a rotary evaporator at 70°C and 150 rpm to eliminate the solvent. The evaporated extract was then prepared to create nanocapsules with maltodextrin as the capsule material. The first step of nanoencapsulation was preparing oil-in-water nanoemulsion based on the method described by Silva et al. (2011) and Jaganathan and Kumar (2017) with slight modifications described as follows. First, an organic solution of 0.3% (w/w) extract was dissolved in *n*-hexane at 40°C. Then, an aqueous solution of 0.5% (w/w) Tween 80 in the distilled water was prepared. The organic solution was then added to the aqueous solution with the volume ratio of 1:6 and homogenised by ultrasonication at 20 kHz to create the oil-in-water nanoemulsion. Next, the *n*-hexane was removed from the nanoemulsion using a rotary evaporator at 70°C and 150 rpm. The next step was to create a separate maltodextrin solution by adding 2% maltodextrin and 0.5% Tween 80 to 100 ml distilled water. Finally, the maltodextrin solution was added dropwise to oil-in-water nanoemulsion under constant stirring at 2000 rpm for 3 hours. The final ginger nanocapsule dispersion was stored at 4°C before being characterised.
Nanocapsule Characterisation

PSA. The ginger nanocapsule dispersion was diluted in distilled water until it reached 0.1% to 1% (w/w) concentration and homogenised with ultrasonication at 20 kHz for 2 min. Then, the dispersion was placed in a disposable plastic cuvette, and PSA measurements were done with Horiba SZ-100 Particle Size Analyser. The settings used for the measurements were as follows: water as the dispersion medium, measurement temperature 25°C, three measurement repeats, and monodisperse and narrow size range for the calculations.

Morphological Analysis using TEM. TEM Hitachi HT7700 at the Research Center for Nanoscience and Nanotechnology, Bandung Institute of Technology, was used for morphological observation of ginger nanocapsules. The operational voltage was set to 100 kV with the magnification of 40,000 times. The diluted nanocapsule dispersion used for PSA characterisation was further thinned by distilled water and then sonicated for about 5 min to prevent the agglomeration of nanocapsules. After that, 2-3 drops from the thinned dispersion were dropped onto a carbon-coated TEM copper grid. The nanocapsules were observed with TEM after the n-hexane was evaporated from the TEM grid.

Model and Computational Analysis on the Nanocapsule System

Gingerol was reported as the main bioactive compound in ginger roots and had antioxidant, analgesic, anti-inflammatory, and antipyretic properties (Kundu & Surh, 2009; Ippoushi et al., 2003; Koo et al., 2001; Suekawa et al., 1984). Therefore, the model used in our calculation was limited to gingerol (C_{17}H_{26}O) as the representative bioactive compound and dextran (H(C_{6}H_{10}O_{5})_{n}OH) as the encapsulation material. Aside from maltodextrin, the use of dextran was also considered in the calculation. All calculations were performed using the density functional theory (DFT) with plane-wave basis set as implemented in the Vienna Ab-initio Simulation Package (VASP) (Kresse & Furthmüller, 1996a; Kresse & Furthmüller, 1996b). The projector augmented wave (PAW) method was used, and the generalised gradient approximation (GGA) within the Perdew-Burke-Ernzerhof (PBE) functional was applied for the exchange-correlation energy (Blöchl, 1994; Perdew et al., 1996). The energy cutoff used was 520 eV, and the Brillouin zone was sampled using 3×3×3 k-points of Monkhorst-Pack grids (Monkhorst & Pack, 1976). In this work, optimisation was done for gingerol alone and dextran alone. We designed a gingerol-dextran system after the optimisation was done by combining gingerol and dextran in an extensive vacuum system, as shown in Figure 1. Then, a full relaxation calculation was done to get the optimised gingerol-dextran system.
The binding energy of dextran on gingerol, \( E_b \), was determined using Equation 1:

\[
E_b = E_{(\text{gingerol-dextran})} - \left[ E_{(\text{gingerol})} + E_{(\text{dextran})} \right]
\]

where \( E_{(\text{gingerol-dextran})} \) is the total energy of gingerol-dextran system, \( E_{(\text{gingerol})} \) is the total energy of isolated gingerol, and \( E_{(\text{dextran})} \) is the total energy of isolated dextran.

RESULT AND DISCUSSION

Nanocapsule Characterisation

Size distribution and homogeneity particle characterisation were done with a PSA and transmission electron microscopy (TEM to determine the nanocapsules’ shape). PSA was employed to determine the average particle size and overall size distribution of the nanocapsules. This method can provide a more extensive statistical sampling size than electron microscopy observation and therefore, is useful for quantitative judgments.

The particle size distribution profile (Figure 2) shows that most of the nanocapsules (39.518 %) are in the 50-100 nm range. 1.11% of the nanocapsules were observed at the smallest measurement size range of 0 to 49 nm, and 0.059% of the nanocapsules were observed at the biggest measurement size range of 551 to 600 nm. Overall, the nanocapsules were measured in all size ranges in varying degrees of frequency, which means the nanocapsules are possibly not homogenous. It could be caused by inadequate optimisation of the ultrasonication process, which produced a non-uniform droplet size of the ginger extract before being encapsulated by maltodextrin. However, we cannot discount the possibility that some nanocapsules measured at the more extensive size ranges were aggregates. However, the percentage of the nanocapsules measured under the size of 200...
nm was 67.99%, which means the encapsulation was successfully performed in the nanoscale range.

Polydispersity Index (PI) of nanocapsules solution was measured at 0.347, showing that the particle size on the solution has a good size distribution. PI values range from 0 to 1, where the PI value < 0.1 shows a very homogeneous particle size. Materials intended for general purposes require PI values of 0.3 and 0.5 (Shah et al., 2014). The PI value of 0.347 in this study shows that the ginger nanocapsule particle size distribution is already acceptable for the intended purpose as food products.

As PSA only measures the diameter of the nanocapsules, there was also the possibility that the synthesised nanocapsules were not globular in shape, which made the size measurement varied. Therefore, qualitative analysis by TEM was employed to see the shape of the nanocapsule, to ensure the encapsulation of the ginger bioactive compounds inside the maltodextrin walls, and, to a lesser degree, confirming the size of the nanocapsules measured by PSA.

TEM results in Figure 3 show that the nanocapsules have a perfectly globular shape. The dark area located at the centre of the nanocapsule indicates the bioactive component at the core of the nanocapsules. The dark circle surrounding the outer surface of the nanocapsule

Figure 2. Distribution of nanocapsule size

<table>
<thead>
<tr>
<th>Nanocapsules Range Size</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-49</td>
<td>1.11</td>
</tr>
<tr>
<td>50-100</td>
<td>39.518</td>
</tr>
<tr>
<td>101-150</td>
<td>12.539</td>
</tr>
<tr>
<td>151-200</td>
<td>14.823</td>
</tr>
<tr>
<td>201-250</td>
<td>11.603</td>
</tr>
<tr>
<td>251-300</td>
<td>5.559</td>
</tr>
<tr>
<td>301-350</td>
<td>4.969</td>
</tr>
<tr>
<td>351-400</td>
<td>7.142</td>
</tr>
<tr>
<td>401-550</td>
<td>2.678</td>
</tr>
<tr>
<td>551-600</td>
<td>0.059</td>
</tr>
</tbody>
</table>

Figure 3. The TEM results showing nanocapsules
is composed of maltodextrin, which acts as a shell material for the nanocapsules. The observed nanocapsule size was small enough to categorise the nanocapsules as nano-scaled particles, even though TEM observation also shows slight varieties on nanocapsule size.

**Computational Result**

**Geometry.** The DFT studies confirmed the interaction between dextran and gingerol, wherein the binding energy of dextran on gingerol is -0.34 eV. The initial and optimised structures of gingerol-dextran are shown in Figures 4 and 5. It was observed that the interaction between dextran and gingerol occurred via the rotation of the hydroxyl moiety.
from dextran (O\textsubscript{1}H\textsubscript{1}) towards the oxygen moiety from gingerol (O\textsubscript{2}). This rotation was due to Coulombic repulsive interaction between a dextran (H\textsubscript{1}) and a hydrogen atom from gingerol (H\textsubscript{2}) hydrogen atom. As listed in Table 1, the O\textsubscript{1}H\textsubscript{1} rotation increased the C-O\textsubscript{1}-H\textsubscript{1} angle by 5.94\(^\circ\), and this caused the H\textsubscript{1} to approach the oxygen moiety from gingerol and form a hydrogen bond with a length of 2.01 Å. This hydrogen bond is considered physisorption because of its relatively large distance. Table 1 also shows that the H\textsubscript{1}-O\textsubscript{2} bond length was shortened by 0.1 Å, indicating the initiation of the encapsulation process. As the encapsulation was formed by physisorption, it should be theoretically accessible for the nanocapsules to be dissolved after consumption.

Table 1

<table>
<thead>
<tr>
<th></th>
<th>O-O (Å)</th>
<th>H-H (Å)</th>
<th>H-O (Å)</th>
<th>C-O-H (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>2.10</td>
<td>2.39</td>
<td>2.11</td>
<td>107.82</td>
</tr>
<tr>
<td>After</td>
<td>2.60</td>
<td>2.33</td>
<td>2.01</td>
<td>113.76</td>
</tr>
</tbody>
</table>

**Density of States.** The density of states analysis was employed to study the electronic structure of the gingerol-dextran system. Figure 6 shows the density of states (DOS) of isolated gingerol, isolated dextran, and gingerol-dextran systems. The DOS intensity near the Fermi level for isolated gingerol and isolated dextran is much higher than in the gingerol-dextran system. Furthermore, the peak height decreased when dextran and gingerol were bound together—from Figure 6, isolated gingerol, isolated dextran, and bound gingerol-dextran show conductive-like behaviours as shown by the density of states crossing the Fermi level.

In biological environments, conductivity is especially relevant to cell membrane permeability. It is because conductivity depends on the particle surface charge, which is one of the major variables determining particle uptake into the cells, particularly in human cells.
Nanoparticle Surface Charge and Cell Uptake

Nanoparticle uptake into cells is affected by several factors, including shape, size, and surface charge. The outer structure of animal cells consists of a phospholipid bilayer barrier and transmembrane proteins, which regulate whether the particle may be imported inside or exported outside the cell. The DFT calculation result, particularly from the density of states, shows that the interaction within the nanoparticle (between the dextran and gingerol) exhibits conductive-like behavior, assuming that changing ions in molecules will affect the electronic structure of the nanoparticle and thus the cell uptake. A previous computational model shows that the negative charge of the phospholipid bilayer is relatively stable at a specific location due to the depth of the potential wells where the ions can be found (Pekker & Schneider, 2014), thus tweaking the surface charge of the nanoparticle will have a major effect on its interaction with the cell surface, and by extension, the cell uptake.

Admittedly, the surface charge of the phospholipid bilayer varies significantly in different cells and species as a result of the heterogeneous spatial distribution of macromolecular structures across the phospholipid bilayer (Klausen et al., 2016). However, as a general rule, this phospholipid bilayer has polar heads facing the external environment and lipid tails in the reverse direction. The interaction between polar or charged nanoparticles with the polar heads of the phospholipid bilayer is usually strong enough to make the nanoparticles unable to pass this barrier freely, and the nanoparticles tend to adhere to the membrane surface. These nanoparticles possibly use active transport methods of cell uptake with the aid of transmembrane proteins. Likewise, less charged nanoparticles are more easily passed through the cell membrane.

The nanoparticles used in this study are intended for gastrointestinal absorption to circulate in the cardiovascular system. Therefore, the nanoparticles should not strongly adhere to the gastrointestinal cell membrane surface. We can assume that more conductive nanoparticles will adhere to the cell membrane surface due to strong surface charge interactions and thus are difficult to penetrate further into the mucosal cells. Less charged nanoparticles are predicted to pass more easily through this barrier and thus are more desirable. The benefits and disadvantages of nanoparticles’ ability to pass the cell membrane depend on the intended use. As a carrier for drugs intended to treat stomach ulcers, it is indeed more advantageous to have the nanoparticles adhere to the cell membrane surface, as the ulcer lies on the surface. On the other hand, nanoparticles are intended to reach systemic circulation. Therefore, they have to pass the cell membrane barrier.

It has been observed that the cell uptake mechanism differs between positively and negatively charged nanoparticles. In contrast, the positively charged particles tend to stick to the inner hydrophobic part of the phospholipid bilayer; negatively charged particles usually only interact with the outer hydrophilic surface and are difficult to pass the phospholipid bilayer (Tatur et al., 2013). From our DFT study, it can be seen that the nano-encapsulated ginger is less conductive compared to free gingerol. Less conductive particles tend not to
adhere strongly to either the phospholipid bilayer’s inner hydrophobic or outer hydrophilic side. Therefore, they can be assumed to be able to pass through the phospholipid bilayer. Although a certain amount of conductivity is still needed to adhere to the outer hydrophilic side in the first stage of absorption through the phospholipid bilayer, predicting the exact conductivity value needed for optimal absorption through the phospholipid bilayer is beyond the scope of this study.

Other studies observed that the cell uptake of nanoparticles was more influenced by individual cell membrane composition than the different uptake routes taken by the nanoparticles of different charges (Fröhlich, 2012). However, these two factors may also be linked. Furthermore, the relations between nanoparticle surface charge and cell viability has also been recently explored, with increasing evidence to support that higher nanoparticle charge content may lead to structural cell damage to some extent (Tatur et al., 2013; Fröhlich, 2012; Hosseinidoust et al., 2015), which urges the need to tailor the surface charge of nanoparticles, such as by encapsulation. Our study proves that nano-encapsulated gingerol is less charged than free gingerol, and based on the previous studies by Tatur et al. (2013), Fröhlich (2012), Hosseinidoust et al. (2015), it can be inferred that nano-encapsulation of gingerol potentially lessens structural damage. However, further studies of nano-encapsulation with different materials should be done before we can safely assume that this is caused by nano-encapsulation and not a singular observation from a specific nano-encapsulated material.

**SUMMARY AND CONCLUSION**

In this study, we conducted the synthesis and characterisation of nano-encapsulation of ginger bioactive components and computational studies to analyse the geometry and the density of states of the ginger-dextran system. The bioactive components of ginger were encapsulated by maltodextrin. Particle characterisation was done using a PSA and TEM. PSA results show that the particle size of the ginger nanocapsules had a relatively homogenous particle distribution, with most of the particles measured under 200 nm. TEM observation confirms the nano-scale size of the ginger nanocapsules and shows that the ginger nanocapsules are perfectly globular in shape. The DFT calculation of the dextran-ginger system was conducted to measure the electronic properties and geometric structure. The hydrogen bond formation between dextran and gingerol indicates that the ginger nanocapsules were formed via physisorption. The density of states analysis shows that the gingerol-dextran system has a conductive-like behaviour to promote cell membrane permeability of the nanocapsule system. Ginger nanocapsules have similar characteristics to the gingerol-dextran system. Hence, they are expected to have a good cell membrane permeability to be easily absorbed by human cells.
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ABSTRACT

Augmented Reality (AR) technology has become increasingly popular due to its potential use in an indoor environment. AR technology enables virtual information, such as navigation instructions, to be merged into the actual environment via a mobile screen. Using an AR-based Indoor Navigation speeds uptime while also being interactive in searching for a particular building location. Every year when new semester students enrol in the university, some students will have difficulty finding a particular location on the campus. The most searched for building upon arrival at the university is the student halls of residence. While searching for it, students waste time asking others for information or looking for a nearby campus map. Therefore, this project investigates the requirements needed for an AR-based indoor navigation application to be applied within the student halls of residence and identifies technical issues through a small-scale prototype development within a small navigational area. Seventy-one students participated in the feasibility study by responding to a set of questionnaires related to the Student Residence AR indoor navigation application. At the same time, four users with and without previous experience with AR applications evaluated the prototype application. The results identified that the more the students have difficulty searching, the more they require additional time to reach their destination and seek help from others, an excellent reason to implement the Student Residence AR indoor navigation. In addition, the prototype evaluation results discussed issues related to arrow path confusion, distance accuracy,
assistive guideline, and software development challenges in AR development that could be beneficial to future developers and researchers.

Keywords: AR indoor navigation, AR prototype development, augmented reality, design perspective, student halls of residence

INTRODUCTION

Augmented Reality (AR) navigation technology has allowed indoor navigation in buildings for various users and environments. AR indoor navigation has guided users to navigate easily within complex buildings (Gerstweiler, 2018). Verma et al. (2020) carried out an AR indoor navigation application within a hospital and reported that the application provided a better user experience to the users rather than 2D Maps. Meanwhile, Yoon et al. (2019) reported that implementing an AR indoor application through a smartphone for visually impaired people was significant, and they presented a guideline for future studies. The latter motivates our study to apply an AR indoor navigation application in student residence halls in a branch campus.

Every year when new students enrol into the university, there will be those who will have some difficulty searching for a specific location on the campus. The most searched for building upon arriving on campus is the student halls of residence. Upon arrival and registration, a student begins to search for their accommodation to keep their bulky belongings. Roaming around in search of a building with their belongings in hand would not be a pleasant first-day experience at the campus for them. Furthermore, the environment layout of campus as compared to hospital wards and hotel rooms are quite different. Hospitals prioritise the safety of their patients; hence rooms are designed differently. Some have single rooms, double rooms, and a whole ward layout, while hotels have different room layouts. In this study, every room in the student halls of residence has the same layout. Therefore, this study aims to comprehend the requirements for university students implementing a Student Residence AR indoor navigation application. The contribution of this study is threefold; first, analyse the possibility of implementing the Student Residence AR indoor navigation application among the students. Second, to identify the user requirements needed for the Student Residence AR indoor navigation application among the students. Third, to identify technical requirements for developing a Student Residence AR indoor navigation application through a pilot study before implementing it on a bigger scale.

AR is the technology that blends the real-world environment with the virtual world via digital objects (Siltanen, 2012). It is a technology platform that integrates digital visual content into the real-world environment of the user. AR has brought significant advancement in several application areas such as education (Sani et al., 2020; Cai et al., 2019; Vargas et
AR in navigation has helped people by giving them a reference or direction in wayfinding, which has changed how people explore a new place. Currently, AR navigation applications are widely performed outdoors, such as for test car navigations (Uchida et al., 2017), pedestrian wayfinding (Dong et al., 2021; Tran & Parker, 2020), and sightseeing navigations (Kato & Yamamoto, 2020; Sasaki & Yamamoto, 2021). Nevertheless, indoor navigation has also gained plausible attention in research as well as in technology adoption. For example, Codina et al. (2019) investigated AR navigation in buildings for emergencies or low visibility conditions and reported that AR navigation was significantly beneficial for the staff in finding their ways in that state of urgency or particular events. Furthermore, de Oliveira et al. (2017) added the usefulness of indoor AR navigation for users with limited mobility, such as wheelchair users sustained safe navigation.

Additionally, this paper surveyed a number of AR navigation articles in the literature to comprehend the AR application in the field. Table 1 summarises the surveyed articles and their study objectives and outcome or results obtained from the study. Findings show that indoor navigation can be used widely, whether it is for any navigation purposes or direction precision and effectiveness. Therefore, this study has strong support in implementing a Student Residence AR indoor navigation application, particularly for students entering the student halls of residence for the first time.

There are six types of AR technology, and they are classified into two categories (Figure 1): triggered-based and view-based augmentation (Edwards-Stewart et al., 2016). The widely known triggered-based augmentations are the marker-based AR and location-based AR, while the general view-based augmentation is the markerless AR. The marker-based AR approach uses a marker presented in a paper-based or physical object to trigger the augmentation (Siltanen, 2012). In comparison, the location-based AR is activated by the Global Positioning System (GPS) location and pairs the desired destination (Chanphearith & Santoso, 2016). Thus, the combination of GPS, compass sensors, trackers, and computer displays determines the location-based AR implementation (Billinghurst et al., 2014).

Conversely, the markerless AR method uses a real-world static view or real-life object as a marker. Thus, the tracking method combines the natural features of a particular real-life object by detecting the targeted object’s edges, corners, and texture (Jumarlis & Mirfan, 2018). In addition, markerless AR also uses GPS and compass to provide data based on the user’s location. This data then determines what AR contents the user receives in a particular area, producing maps and directions at the end.
Table 1
Summary of several indoor augmented reality navigation studies

<table>
<thead>
<tr>
<th>Articles</th>
<th>Study Objective</th>
<th>Outcome/ Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>D. Khan et al. (2019)</td>
<td>Time efficiency/ Distance accuracy</td>
<td>AR navigation is efficient, accurate, and user friendly.</td>
</tr>
<tr>
<td>Codina et al. (2019)</td>
<td>Distance accuracy</td>
<td>AR system is useful in low visibility situations and proved to be helpful.</td>
</tr>
<tr>
<td>Vidhyavani et al. (2019)</td>
<td>Object recognition accuracy</td>
<td>The mobile camera allows various objects to be supplied into the AR application.</td>
</tr>
<tr>
<td>R. U. Khan et al. (2019)</td>
<td>Human cognitive workload/ Time efficiency</td>
<td>Indoor AR system provides useful information without having any physical equipment or connection.</td>
</tr>
<tr>
<td>Ghantous et al. (2018)</td>
<td>Distance accuracy</td>
<td>AR navigation results are positive and satisfying.</td>
</tr>
<tr>
<td>Gerstweiler (2018)</td>
<td>Distance accuracy</td>
<td>Good performance was reported in guiding users with AR.</td>
</tr>
<tr>
<td>De Oliveira et al. (2016)</td>
<td>Optimal routes</td>
<td>AR has the ability to identify the best routes and reduce potential hazards for wheelchair users.</td>
</tr>
<tr>
<td>Yang &amp; Saniie (2017)</td>
<td>Distance accuracy/ Position estimation</td>
<td>The position estimation error is reduced by a larger AR marker or by using higher resolution images.</td>
</tr>
</tbody>
</table>

Figure 1. Augmented reality technologies classified by Edwards-Stewart et al. (2016)

The Student Residence AR indoor navigation application will adapt the marker-based AR technology to trigger augmentation for this current study. A marker-based AR technology is more relevant for a dedicated indoor navigation system that does not demand extensive installation or strong wireless connections.

MATERIALS AND METHODS
Figure 2 illustrates the study as a whole, consisting of four phases: Initial phase, Design phase, Implementation phase, and Evaluation phase. However, this paper only reports the first two phases; the initial phase and the design phase. The initial phase includes reviewing
the literature, reviewing previous AR navigation studies, and conducting a preliminary investigation to identify user requirements reported in the results and discussion section. In the design phase, a small scale prototype pilot was built and implemented to identify technical requirements before building the larger scale prototype for the student halls of residence. As continuous work from this study, the following articles will report the other two phases; implementation and evaluation.

In the initial phase, using a simple random sampling approach, seventy-one students participated in the preliminary feasibility study conducted among 1,900 university students living in the student halls of residence of the branch campus. Online questionnaires were distributed across Year 1 to Year 4 students via google forms. Unfortunately, only a few students completed the questionnaires due to the Covid-19 Pandemic, which forced most students to return home. Approximately 36 male and 35 female students answered the survey question. The questions were divided into three sections: (1) Demographic profile, (2) User experience on current halls of residence system, and (3) User opinion on a Student Residence AR indoor navigation application. The outcomes of this feasibility study are discussed in the results and discussion section.

In the design phase, the Student Residence AR indoor navigation application utilises marker-based technology. Software such as Unity 3D and Visual Studio is used in the development of the application. Vuforia SDK package is added to the Unity 3D application to enable augmented reality functions. C# Programming Language is also used to write...
scripts that allow certain functions to be called on the application’s component (object). Before a large-scale application is developed in the implementation phase, a small-scale prototype was developed and reported in this paper. This small-scale prototype was done to identify technical issues and to optimise resources.

Figure 3 presents the algorithm flow for both the small-scale and large-scale prototype. This application uses the AR-codes as markers because they are much easier to be recognised by the camera and user. The AR code, known as the Augmented Reality Code, is a 2D barcode in the form of pixel squares in a box and redirects the user to an AR website or mobile application. Once the Student Residence AR indoor navigation application recognises the marker (scans image) and identifies the user location at this point, the application displays the navigation options (e.g., Living Room, Store, Kitchen, Room, Room 2). After a selection has been made, the application calculates both the marker’s position and destination. The position of the computer-generated content can be affected by any change in the position of the real-world object. Therefore, the more refined the application can identify a particular physical object, the more accurate the digital data layout will be. These calculations and measurements are conducted through the Vuforia Engine Platform. Whenever a user changes routes by accident, the Vuforia Engine Platform recalculates the destination and displays the user’s corrected path.

RESULTS AND DISCUSSION
A preliminary study was conducted to assess the feasibility of implementing a Student Residence AR indoor navigation application for students in the student halls of residence. Table 2 demonstrated that students had difficulty finding their particular room when they
first arrived at the university’s halls of residence. In addition, there was a significant relationship between Searching Difficulty and both Genders ($x^2(1) = 5.04; p < .05$), with female students struggling more than male students.

Table 3 reports Searching Difficulty and the practice student applied when searching a particular room in the residence halls. The relation between Searching Difficulty and Searching Support practice was significant, $x^2 (4) = 24.26; p < .01$. From the data, the majority of students struggled with searching and sought assistance from others. There were only a few students who had no problems.

**Table 3**

**Searching difficulty on searching support**

<table>
<thead>
<tr>
<th></th>
<th>Yes</th>
<th>No</th>
<th>Chi-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>By Floor Map</td>
<td>26</td>
<td>23</td>
<td>df = 4</td>
</tr>
<tr>
<td>Ask Help From Others</td>
<td>39</td>
<td>39</td>
<td>$x^2 = 24.26,$</td>
</tr>
<tr>
<td>Own Explore</td>
<td>38</td>
<td>30</td>
<td>$p = .00$</td>
</tr>
<tr>
<td>No Need Assistance</td>
<td>6</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>109</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4**

**Searching difficulty on time spent and AR awareness**

<table>
<thead>
<tr>
<th>Searching Difficulty</th>
<th>Yes</th>
<th>No</th>
<th>Chi-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Need (Spends) More Time Had Difficulty</td>
<td>44</td>
<td>16</td>
<td>df = 1</td>
</tr>
<tr>
<td>No Difficulty</td>
<td>4</td>
<td>7</td>
<td>$x^2 = 5.80,$</td>
</tr>
<tr>
<td>Total</td>
<td>48</td>
<td>23</td>
<td>$p = .01$</td>
</tr>
<tr>
<td>AR-Based Indoor Navigation Awareness Had Difficulty</td>
<td>33</td>
<td>27</td>
<td>df = 1</td>
</tr>
<tr>
<td>No Difficulty</td>
<td>10</td>
<td>1</td>
<td>$x^2 = 0.09,$</td>
</tr>
<tr>
<td>Total</td>
<td>43</td>
<td>28</td>
<td>$p = .93$</td>
</tr>
</tbody>
</table>

Table 4 reports the number of students having difficulty finding their particular room when they first arrived at the university’s residence halls and the need to have extra time when searching. The result shows a significant association between the two variables, $x^2 (1) = 5.80; p < .01$. It indicates that when students are having difficulty searching, they will require additional time. Also in Table 4 reports the number of students having difficulty searching and their awareness of existing AR-based indoor navigation applications. There was no significant association between the number of students who had difficulty searching and their awareness, $x^2 (1) = 0.09; p > .05$. However, Table 4 shows that students who had difficulty searching are primarily aware of AR-based indoor navigation in the
Therefore, it could be a good reason for fostering the Student Residence AR indoor navigation.

Table 5 reports the students’ experience in using any existing AR-based indoor navigation applications. Both male and female students have never used any AR-based indoor navigation applications, and the proportion between both genders shows no difference, $x^2 (1) = 1.00; p > .05$. Also, Table 5 reports the preferable practice of searching for a room in the residence halls between conventional or an AR-based indoor navigation application. Again, there is no difference in proportion ($x^2 (1) = 0.12; p > .05$) between both genders as to the preferable practice in searching a room. Nevertheless, both genders show interest in using a Student Residence AR indoor navigation application within the campus.

The preliminary study results reported that most of the respondents were aware and interested in having an AR-based indoor navigation application. Although most respondents have not previously experienced or used AR-based indoor navigation applications such as the proposed Student Residence AR indoor navigation application, they are still interested in using it because of its convenience. This preliminary study also identified that the more the students have difficulty searching, the more they require additional time to reach their destination and seek help from others. Only a tiny percentage of students did not ask for assistance when they first arrived at the university’s halls of residence.

Furthermore, a small-scale prototype of the Student Residence AR indoor navigation application within a house was developed to test and identify technical requirements for a more significant scale application development. The aim was to minimise the technical errors that could result in a delay or ineffective large-scale application. Figure 5 presents the interfaces and flow of the application.

Table 5

<table>
<thead>
<tr>
<th>Genders</th>
<th>Yes</th>
<th>No</th>
<th>Chi - Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience in using existing AR Indoor Application</td>
<td>Male (n=36)</td>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>Female (n=35)</td>
<td>1</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4</td>
<td>67</td>
</tr>
<tr>
<td>Preferable Method (Conventional Vs AR)</td>
<td>Male (n=36)</td>
<td>29</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Female (n=35)</td>
<td>27</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>56</td>
<td>15</td>
</tr>
</tbody>
</table>
to the ‘Path Display pages’, as shown in Figures 4(d) and 4(e). These pages show the path with arrows leading to the preferred destination. Users can follow the arrows until they reach the intended destination. Upon arrival at the destination, a message ‘You’ve reached Destination’ will appear, as shown in Figure 4(f). Users can then quit the application by going back to the ‘Selection Page’ and tap on the ‘Exit’ button, as shown in Figure 4(g).

In this prototype development, the canvas allows users to interact with the AR device via buttons, as presented in Figure 5. Panel 1 and 2 of the canvas layers have different button functions that help direct users to specific destinations.

Also, a floor plane (the 3D flat surface in Unity) is created to allow the application to understand the navigational area, as shown in Figure 6. The blue area of the floor plane represents walkable areas, whereas the pink and grey 3D objects represent non-walkable areas. A baking process is carried out to allow the application to understand these two distinct areas. In addition, the AR camera object is used as a first-person view of the application and acts as a virtual human on the floor plane. In this situation, the AR camera object will also move when the user moves the application.

Furthermore, to guide the users to go from the current location to the destination location via the indoor application, a navigation controller script was created using the C# programming language to display a 3D path. Nevertheless, in this prototype, the line was replaced with an arrow-pattern-like path to make it more visible and pleasant for the users.

![Figure 4](image1.png)
*Figure 4. Interface design and the AR Indoor navigation prototype flow*

![Figure 5](image2.png)
*Figure 5. Panel 1 and Panel 2 of the Canvas layers created*
[Figures 7(d), 7(e) and 7(f)]. A voice narrative is also integrated along the arrow-pattern-like path to assist navigation. Demonstration of the AR-based indoor navigation prototype, which leads to the kitchen of a house (pilot scale), is presented in Figure 7.

Four evaluators were involved in the prototype test. Two of the evaluators had experience with AR development, one had used AR before, and the other had never used any AR application before. In a closed experimental area, the evaluators were given the AR-based indoor navigation application and were informed to use the application to reach a destination. However, the evaluators had no idea how the closed experimental area was set up. Overall, the development of a small-scale prototype resulted in a number of practical technical issues.

**Improving Arrow Paths**

Although the arrow path correctly directs users to their destination with the help of the voice narration, the arrow-pattern-like path makes it irritating and confusing for users to follow because the arrow-pattern-like path occasionally appears in mid-air or above eye level when panned around. Since it is critical to avoid potential user confusion when designing a UI navigation app (Huang et al., 2020), the arrow-pattern-like path will be
An Augmented Reality Indoor Navigation for Students Residence

improved in the large-scale development phase by including a standard line alongside the arrow-pattern-like path to avoid confusion.

**Distance Accuracy**

Two evaluators discovered problems with distance accuracy due to the small number of AR markers used in the navigation and floor plane to reach the destination. Compared to markerless AR navigations that use GPS, this indoor navigation employs AR markers. However, the number of AR markers used will affect the distance accuracy as each AR marker can only cover a small navigation area. According to Rehman & Cao (2017), a more complex environment and longer route may improve accuracy and performance. Therefore, for large-scale development, more AR markers are needed to reduce distance accuracy errors.

**Assistive Guidelines**

The application was confusing in the beginning because the evaluators did not know what to do. This situation made the application challenging to use and non-user-friendly. Therefore, in the large-scale project, it is necessary to add an assistive guideline to provide users with clear step-by-step recommendations when using the application in contrast to Rehman and Cao (2017) suggestion of not to use any assistive guideline to study retention routes in indoor navigations.

**Complicated Software Development Kit**

Both AR Core and Vuforia are useful software development kits (SDKs) that enable AR application development. However, the AR navigation in the pilot study is developed using Unity. When using AR Core, all AR components were stored in separate folders causing the developer to unfold each folder, learn one by one, understand and use each component. However, when using Vuforia, the components were nicely arranged on a fixed panel in Unity, ready to be used. This arrangement makes the development process easier and smoother. Furthermore, AR Core dedicates to location-based navigation using SLAM (Simultaneous Localisation and Mapping) algorithms (Morar et al., 2020). In contrast, Vuforia dedicates to marker-based navigations using their plane-find technology, as in Figure 6 (Vuforia Library, 2021). Therefore, Vuforia will be applied in the large-scale development due to the project implementation in an indoor static environment.

The implementation of this small-scale prototype revealed a few other issues that must be addressed before moving forward with the large-scale prototype in the university. Because the student residence halls cover such a large area, multiple routes may arise when using the AR indoor navigation application. As a result, a more complicated rerouting process is required. One solution to this could include a feature in the application that
allows users to choose a route based on the total time to get to their destination before continuing their journey. Aside from that, the ease of use of the AR indoor navigation application should also be taken into consideration. Allowing the user to interact with the app with ease will increase engagement and encourage long-term usage. Incorporating a mixed reality environment, such as allowing users to interact with the application using gesture recognition or an assistant avatar, could be convenient. However, keeping confusion and burden to a minimum should be regarded.

CONCLUSION
Searching for a place or room in the student halls of residence for new students is sometimes an unpleasant experience, especially when there is so much luggage to carry during registration. This paper aims to perform a feasibility study of applying a Student Residence AR indoor navigation application and identify technical issues through a small scale prototype development within a small navigational area. The four critical issues discussed include improving arrow paths, distance accuracy, assistive guidelines, and software development kit difficulty.

The next phase of this study is to implement the Student Residence AR indoor navigation application on a larger scale, the university’s halls of residence, and to evaluate the application among new students entering the university. In addition, the Covid-19 Pandemic has introduced a new norm for physical distancing in the fight against the outbreak. Therefore, this application may embrace physical distancing during this challenging time, and at the same time, expose the student to a virtual campus environment.
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ABSTRACT

Noise is a harmful pollutant that leads to an unsanitary environment in urban areas. Electric backup generators, widely used in developing countries, have been one of the most common noise sources. This study identifies workers’ public health in public electrical backup generators in Mosul City, Iraq. Workers’ health was assessed by measuring blood parameters, including Hb, RBCs, WBCs, PLT, and PCV. In addition, other biochemical parameters have been tested, such as; TP, ALB, F.B.S, Bilirubin, Blood Urea, and Cholesterol. General Urine Examination (GUE) was implemented for all samples. The results show a significant change in the blood samples studied compared to the control sample. Hb increased to 15.72±0.9 and 16.12±0.74 g/dl, at noise levels 92.5 and 94.8 dB, respectively, compared to the control group (14.07±0.20 g/dl). RBCs and PLT increased with the high noise level, whereas TP shows a decrease of about 6.43±0.46 and 6.75±0.14 g/dl at 92.5 and 94.8 dB, respectively, compared to the control group. Similarly, F.B.S, blood urea, and total cholesterol were increasing compared to the control group. Depending on the results obtained, up to 30% of the workers tested have severe hearing troubles. This percentage was classified as acute Hypacusis (57%), severe Hypacusis (40%), and complete deafness (3%). Therefore, public electrical backup generators, which were randomly distributed in the public areas of developing countries, are a source of noise pollution.

Keywords: Biochemical parameters, blood, generator, noise pollution

INTRODUCTION

People living in cities have risen over the last few decades, which has caused a number of health problems (Flies et al., 2019). In addition, the urban environment has become increasingly crowded, leading to a significant increase in pollution problems.
such as heat, noise, and air pollution. Therefore, these areas need continuous assessment and suggest technologies to reduce pollutants’ exposure and density risks (Hussien et al., 2020; Mohammed et al., 2020; Paull et al., 2020).

Noise pollution is defined as a heterogeneous mixture of unwanted continuity sounds, usually due to industrial progress. This type of pollution is closely related to developed places, especially industrial places. Noise pollution has been placed in the second grade after water pollution in the cities. The technological development had resulted in many risks, despite the significant benefits provided by the urban technology to humankind, the advanced achievements that contributed to man’s well-being, and the provision of his requirements. Still, there are great dangers and problems brought by this technology between its folds and contributed to causing great suffering for most of humanity. Noise is considered the most dangerous environmental pollutants and one type of physical environmental pollution due to its negative impact on psychological health. It also has physiological and social effects on humans. It is an invented pollution component that resulted from modernity’s progress that depends on the use of machines, tools, means of transportation, conductors, and traffic signals that led to making significant changes in the sound environment (Adimalla et al., 2020; Dzhambov & Dimitrova, 2016; Eduardo et al., 2015).

The World Health Organization (WHO) has announced that large cities’ noise has harmful impacts on public health. These effects depend on the period and level of exposure of a person. WHO also reported that the acceptable limit for daily exposure to noise in residential areas is 55dB (van Kempen et al., 2018; WHO, 2011). Noise at a certain sound level could cause damage to the ability of human hearing. When a person is subjected to a sound with an intensity of 85 dB, he starts getting disturbed, and when the intensity of the sound becomes more than 90 dB, the body organs start getting impacted. Continuous exposure to high sound levels, which caused further damage to the nerve cells in the inner ear, caused people to be deaf. The nerve cells are gradually eroded, and this issue has been known as neurodevelopmental hearing loss (Dzhambov et al., 2016; Sygna et al., 2014).

Noise is linked to a number of industries, such as textile and cement industries, as workers in such factories are exposed to the noise of more than 90-115dB, causing psychological and organic influences with temporary or permanent hearing loss (Jadaan et al., 2016; Vladimir & Madalina, 2019). In addition, airports and highways in many countries have been recorded as a major noise source with a measuring sound between 56-65dB (Amoatey et al., 2020). Backup electric power generators are diesel-powered outdoor machines that supply temporary electrical power up to a specific voltage (Ashmore & Dimitroulopoulou, 2009; Cuesta & Cobo, 2000). During statutory power outages, most people depend on these types of generators to meet their commercial, industrial, and domestic electricity needs (Parvathi & Gopalakrishnan, 2003). However, the noise caused
by aerodynamic forces generated in such machines, which can reach 92.4 dB (Ibhadode et al., 2018), has a detrimental effect on the health of their operators. Therefore, the risk of exposure to noise from these sources, which may cause serious health problems for workers, must be assessed. Therefore, this study aimed to evaluate some blood parameters (biological and biochemical) for workers in public electrical backup generators. In addition, the workplace conditions have been assessed based on the slight hearing problems and the severe hearing problems resulting from this type of noise.

**MATERIAL AND METHODS**

Mosul is Iraq’s second-largest city, with a population of around 1,800,000. It is located on the Tigris River in northern Iraq and was chosen as a case study to assess the effects of backup generator noise on the workers’ health.

Eighty blood and urine samples were collected from operators of electrical backup generators in the study area. Men 35 and 40 years of age, with no social differences were targeted in this study. The collected samples were divided into two groups based on working time and noise levels. The first group consists of 60 samples, while the second group consists of 20 samples, as shown in Table 1.

The apparatus of sound level determination (Testo-815) was used to measure acoustic noise intensity level. In addition, the blood pressure was spatially checked using a Mercury Sphygmomanometer with a stethoscope (Yuyue) (Measurement range: 0-300mmHg and Sensitivity: >2.25 mmHg).

The total protein amount was estimated using a ready-made analysis kit from the English company (Fortress/ UK). The method includes forming a coloured complex resulting from the interaction of the protein in the serum with a solution of basic copper potassium tartrate (Cu$^{++}$ ions in the basic environment). It is known as the biorite detector to give a complex of purple colour whose intensity is proportional to the amount of protein, and the intensity of the solution is measured at the wavelength (550) nanometres (Arneson & Brickell, 2007). The bilirubin concentration was estimated using ready-made Kit solutions. The method is based on bilirubin’s interaction with the reagent Diazotized sulfalinic acid to form the Azobilirubin coloured compound. Dimethyl sulfoxide (DMSO) was added to estimate the total bilirubin (Arneson & Brickell, 2007). The intensity was measured at a wavelength of (550 nm), proportional to the amount of bilirubin present in the blood serum. The ALB concentration was determined using the Bromocresol green method, in which a ready-made test kit was used from a company from (Biolab /France). It depends
on the amount of albumin that binds with the reagent (3, 3, 5, 5-tetrabromocresol green) (Bromocresol green) BCG). The Albumin-BCG complex, which is green in colour, was measured at a wavelength of 630 nm (Arneson & Brickell, 2007). The enzymatic method (Urease-Modified Berthelot Reaction) was used to quantify urea.

The method includes ready-made solutions from the French company (Biomerieux) containing the enzyme urease, which releases ammonia into the basic environment. Ammonia reacts with salicylate and hypochlorite to form 2, 2-dicarboxyndophenol, measured at a wavelength (580) nanometres by a spectrophotometer. The total serum cholesterol was determined using the Kit from Biolab/France. It is an enzymatic method based on converting cholesterol and cholesterol esters to the tincture of Quinoneimine. The analysis kit contains the enzyme cholesterol esterase, which works on the analysis of cholesterol in the blood serum into cholesterol and fatty acids and in the presence of oxygen and cholesterol oxidase, which works on free cholesterol due to the first reaction to cholesterol-4-en-3-one and hydrogen peroxide. The formed peroxide interacts with phenol and 4-amino antibairben in the presence of the peroxidase enzyme (peroxidase); a pink colour is formed resulting from the compound (Quinoneimine), and the intensity of the colour is directly proportional with the concentration of cholesterol in serum (Richmond, 1973). 10 ml of urine was taken and placed in a test tube and was centrifuged for 3 minutes, then we kept the precipitate, which is placed on a glass slide, and a microscopic examination was performed on it to know the types of cells in the urine sample (Brunze, 2016).

A practical experiment was carried out using a random design. The obtained data were statistically analysed for each of the studied groups using the Duncan Multiple Range Test. The results were considered significant at the probability level ≤ 0.05, using SAS’s statistical program (Asker et al., 2021).

RESULTS AND DISCUSSION

Nowadays, the Iraqi environment can be considered a dangerous source of psychological and physiological impact on a person’s health due to traffic chaos and the high intensity of electric generators. Noise is sonic waves that are transferred as electro-signals into the neurofibrils. The signals reach the cortex agitating its cells. Due to this agitation, such signals are passed to the Autonomic Nervous System, causing a malfunction of the Endocrine glands. Consequently, hormones of Adrenaline, Noradrenalin, Cortisol, and Growth are raised (Brink et al., 2019). The study area’s noise level is 94.8dB at some locations and 92.5dB at other locations.

The Noise Effect on the Hearing Sense

The continuous directed exposure to certain force sound waves can reduce the ability to hear or cause the deaf. The high intensity of sound can cause damage to the nerve cells of the
inner ear. Consequently, the nerve cells are gradually eroded, and the exposed person will be deaf. The noise in such sites is an influential impact on workers’ health and performance. Psychological disturbances can be suffered as it distracts minds, and causes distress, dissatisfaction, increased nervousness, and sensitivity. The noise can also cause gradual damage in the eardrums, causing hard pain for the worker (Evandt et al., 2017; Gori et al., 2014; Oguntunde et al., 2019). The workers in the study area are suffering psychological tension due to the high noise. In addition, the immune system can be affected, leading to less protection to the body, including the middle ear causing buzzing and deafness. The impact of noise levels at 85,120-90 and < 100dB is caused by hearing loss (gradually), disturbances, and torturous pain in the eardrum, respectively (Esch et al., 2002; Sohrabi & Khreis, 2020). Researchers have found that among five workers working in high noise factories, one suffered from hearing loss. The sudden noise from severe explosions greater than 140dB could also cause heart problems in heart patients (Maschke et al., 2002).

The generators’ sites’ noise intensity is measured to be 94.8 and 92.5dB, which lies at the level of 90-120dB. There are many effects noted depending on the noise intensity. Although 40% of the tested workers do not suffer from any impacts, 60% suffer from discomfort and slight disturbances, 30% suffer from severe hearing problems. Therefore, severe hearing problems have been shown that those with severe Hypacusis are 40%, and an acute Hypacusis is 56.66%, while complete deafness is 3.33%, as in Figure 1.

![Figure 1. Percentage of people with hearing problems](image)

**The Noise Effect on Blood Pressure and the Number of Heartbeats**

As shown in Figure 2, the operators working in such sites who suffer from high blood pressure were 40%, and the rate of the heartbeats increased to 41%. In the places where workers are exposed to high noises, the risk of heart disease has increased due to the
increased tension that causes the release of Cortisol hormones, changes in the heart rate, and the widening of blood arteries. Consequently, there is a relationship between exposure to noise, high blood pressure, and heart function disorders. In addition, exposure to a high-sudden noise could cause several physiological reactions within the human body, including adrenaline secretion, high blood pressure, increased heart beating rate, and breathing rate. Previous studies in this field found that workers exposed to noise ranging from 90-100dB per day suffer from high blood pressure (Dzhambov & Dimitrova, 2017; Gori et al., 2014; van Kempen et al., 2018).

The Noise Effect on Hb, PCV and RBCs

The results shown in Table 2 illustrated the concentrations of these variables changes in operators’ blood according to the noise levels. For example, Hb highest concentration reaches $16.12 \pm 0.74$ according to the noise intensity of 94.8dB, while the lowest concentration of Hb was about $15.72 \pm 0.9$ at 92.5dB. In comparison, PCV ranges from 12.41 to 9.28% at different noise levels 94.8 and 92.5dB. On the other hand, RBCs reached $5.82 \pm 0.2$ and $5.67 \pm 0.28$ at 92.5 and 94.8dB, respectively. Besides the relationship between the noise level and the period work, the first group (15 years) showed the highest increase in Hb reached 13.67% compared to their values in the second group’s blood (10 years), 0.7%. Thus, the workers are exposed to noise at different levels, with increasing of the working periods affects the production of red blood cells, leading to changes in the blood components, which usually causes injury (Dongre et al., 2011; Le & Hattingh, 1983).

The Noise Effect on WBCs and PLT

Table 2 shows that the number of WBCs and PLT showed a significant increase compared to the control groups. The highest values reach $8.38 \pm 1.5$ and $207.75 \pm 37.73$ at 94.8dB, while the lowest values reach $7.67 \pm 0.36$ and $165.75 \pm 16.37$ at 92.5dB, respectively. However, the control group’s values were $(5.87 \pm 0.07)$ and $(137.5 \pm 3.23)$. Regarding the periods...
of exposure, the first group showed the highest values at 8.72 ± 0.68 and 211.75 ± 36.34 compared to the second group that reaches 7.3 ± 0.7 and 161.75 ± 15.77. Working with a high noise level of more than 70dB for more than 8 hours per day affects the immune system’s functions and thus increases WBCs, especially lymphatic ones. In addition, exposure to noise leads to changes in the blood components and, eventually, grows PLT that occurs in response to the effort caused by bulging blood cells (Brook & Rajagopalan, 2009; Xiao et al., 2016).

Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Noise level (94.8)dB</th>
<th>Noise level (92.5)dB</th>
<th>Working years (15)</th>
<th>Working years (10)</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hb g/dl</td>
<td>Av ± St error</td>
<td>16.12±0.74</td>
<td>15.72±0.9</td>
<td>16.65±0.75*</td>
<td>14.4±0.6</td>
</tr>
<tr>
<td></td>
<td>Con %</td>
<td>114.57</td>
<td>111.72</td>
<td>114.57</td>
<td>102.34</td>
</tr>
<tr>
<td></td>
<td>Increase%</td>
<td>14.57</td>
<td>11.72</td>
<td>14.57</td>
<td>2.34</td>
</tr>
<tr>
<td>PCV %</td>
<td>Av ± St error</td>
<td>48.45±2.22</td>
<td>47.1±2.71</td>
<td>49.42±2.27</td>
<td>46.2±1.8</td>
</tr>
<tr>
<td></td>
<td>Number%</td>
<td>112.41</td>
<td>109.28</td>
<td>114.66</td>
<td>107.19</td>
</tr>
<tr>
<td></td>
<td>Increase%</td>
<td>12.41</td>
<td>9.28</td>
<td>14.66</td>
<td>7.19</td>
</tr>
<tr>
<td>RBCs *10^6/mm³</td>
<td>Av ± St error</td>
<td>5.82±0.2*</td>
<td>5.67±0.28</td>
<td>5.72±0.12*</td>
<td>5.16±0.4</td>
</tr>
<tr>
<td></td>
<td>Number%</td>
<td>113.67</td>
<td>110.74</td>
<td>111.71</td>
<td>100.78</td>
</tr>
<tr>
<td></td>
<td>Increase%</td>
<td>13.67</td>
<td>10.74</td>
<td>11.71</td>
<td>0.78</td>
</tr>
<tr>
<td>WBC cells per μl</td>
<td>Av ± St error</td>
<td>8.38±1.5*</td>
<td>7.67±0.36</td>
<td>8.72±0.68*</td>
<td>7.3±0.7</td>
</tr>
<tr>
<td></td>
<td>Number%</td>
<td>142.75</td>
<td>130.66</td>
<td>148.55</td>
<td>124.36</td>
</tr>
<tr>
<td></td>
<td>Increase%</td>
<td>42.75</td>
<td>30.66</td>
<td>48.55</td>
<td>24.36</td>
</tr>
<tr>
<td>PLT *10^3/mm³</td>
<td>Av ± St error</td>
<td>207.75</td>
<td>165.75</td>
<td>211.75</td>
<td>161.75</td>
</tr>
<tr>
<td></td>
<td>±37.73</td>
<td>±16.37</td>
<td>±36.34</td>
<td>±15.77</td>
<td>±3.22</td>
</tr>
<tr>
<td></td>
<td>Number%</td>
<td>151.09</td>
<td>120.54</td>
<td>154</td>
<td>117.63</td>
</tr>
<tr>
<td></td>
<td>Decrease%</td>
<td>51.09</td>
<td>20.54</td>
<td>54</td>
<td>17.63</td>
</tr>
<tr>
<td>Bilirubin (mg/dl)</td>
<td>2.60±0.27</td>
<td>2.27±0.16*</td>
<td>2.33±0.17*</td>
<td>2.37±0.19</td>
<td>2.82±0.13*</td>
</tr>
<tr>
<td>Total Bilirubin (mg/dl)</td>
<td>1.11±0.27*</td>
<td>0.75±0.24</td>
<td>1.07±0.42*</td>
<td>0.77±0.24</td>
<td>0.73±0.01*</td>
</tr>
<tr>
<td>Conjugated Bilirubin (mg/dl)</td>
<td>0.59±0.15</td>
<td>0.29±0.11</td>
<td>0.50±0.12</td>
<td>0.47±0.17</td>
<td>0.17±0.04</td>
</tr>
<tr>
<td>Unconjugated Bilirubin (mg/dl)</td>
<td>0.40±0.20</td>
<td>0.33±0.12</td>
<td>0.55±0.18</td>
<td>0.26±0.12</td>
<td>0.24±0.06</td>
</tr>
</tbody>
</table>

The Noise Effect on TP and Urea

As shown in Table 3, the results revealed that TP concentrations decrease at different noise intensity levels compared to the control group. Urea concentrations showed an increase in serum of operators compared to the control group. The decrease in TP is 10.24% and 14.5%, according to the noise levels 94.8 and 92.5dB, respectively. The highest urea concentration reached 55.1 ± 0.65 at 94.8dB compared to the lowest concentration of 39.5 ± 0.06 at 92.5dB. Many environmental pollutants, including noise pollution, affect the formation of proteins in the liver, which is one of the liver’s most critical functions. The amino acids are
necessary for the formation of proteins, as any defect in this member’s work will negatively affect the process of protein formation. Therefore, lower concentrations, which in turn will increase the level of urea as a final product of the amino acid metabolism (Allouche et al., 2011; Anetor et al., 2009; Oiamo et al., 2015).

The Noise Effect on Concentrations of FBS, ALB, and Cholesterol

According to the results, as shown in Table 3, it was found out that the glucose and albumin concentrations increased based on the noise intensity. The highest values reached 13.21 and 9.25% at a noise intensity of 94.8dB. Meanwhile, there was an increase in FBS and ALB concentrations, reaching 21.26 and 2.5%, respectively. Regarding the effect periods work, the first group increased 45.11 and 8.75% compared to the second group, 14.39 and 3.5%. In this field, previous studies have proved that noise exposure has many physiological reactions in humans, including an imbalance in the regulation of the composition of carbohydrates and the effects on the glucose levels in the blood. Therefore, patients with diabetes respond with more sensitivity than others to such noise pollutions (Roswall et al., 2018). At the same time, the cholesterol concentrations have reached the highest values, 16.8%, at a noise level of 94.8dB, as shown in Table 3. The noise levels at 92.5dB showed an increase in cholesterol concentrations in the operators’ serum, reaching 5.57%. Concerning the work duration, the first group revealed an increased rate of 13.40% compared to the second group, 8.20%. The noise pollution resulting from the noises of the various engines caused a high concentration of fat in the serum. This rise has a relationship with some factors, including exposure to noise of different levels and exposure to industrial pollutants (Yeatts et al., 2007).

The Noise Effect on Concentrations of Total Bilirubin and Conjugated Bilirubin

The results shown in Table 3 reported a clear rise in the concentrations of total bilirubin and conjugated bilirubin in the serum of operators exposed to different levels of severity of noise in comparison to the control group. The rise in bilirubin concentrations reached 1.11 ± 0.27 and 0.75 ± 0.24, according to the different noise intensities 94.8 and 92.5dB compared to the control group (0.73±0.01). Whereas the conjugated bilirubin reached the highest concentration of 0.59 ± 0.15 at 94.8dB. Whilst, the lowest concentration reached 0.29 ± 0.11 at 92.5dB compared to the control group (0.17 ± 0.04). This increase results from the malfunction that affects the liver and leads to a lack of the liver’s ability to secrete bilirubin which clogs the bile ducts and the disease known as hepatic jaundice (Arjunan & Rajan, 2020).
Table 3
Impact of noise level and work-years on some of the biochemical variables

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Noise level (94.8)dB</th>
<th>Noise level (92.5)dB</th>
<th>Working years (15)</th>
<th>Working years (10)</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>T.P g/dl</td>
<td>Av ± St error</td>
<td>6.75±0.14</td>
<td>6.43±0.46*</td>
<td>6.75±0.42</td>
<td>6.44±0.22*</td>
</tr>
<tr>
<td>Concentration%</td>
<td></td>
<td>89.76</td>
<td>85.50</td>
<td>89.76</td>
<td>85.63</td>
</tr>
<tr>
<td>Decrease %</td>
<td></td>
<td>-10.24</td>
<td>-14.5</td>
<td>-10.24</td>
<td>-14.37</td>
</tr>
<tr>
<td>Urea mg/dl</td>
<td>Av ± St error</td>
<td>55.1±0.65*</td>
<td>39.5±0.06</td>
<td>50.8±0.84</td>
<td>41.0±0.34</td>
</tr>
<tr>
<td>Concentration%</td>
<td></td>
<td>150.95</td>
<td>108.21</td>
<td>139.17</td>
<td>112.32</td>
</tr>
<tr>
<td>Increase %</td>
<td></td>
<td>50.95</td>
<td>8.21</td>
<td>39.17</td>
<td>12.32</td>
</tr>
<tr>
<td>F.B.S mg/dl</td>
<td>Av ± St error</td>
<td>72.3±6.7</td>
<td>67.5±3.23</td>
<td>86.52±10.1</td>
<td>68.2±4.8</td>
</tr>
<tr>
<td>Concentration%</td>
<td></td>
<td>121.26</td>
<td>113.21</td>
<td>145.11</td>
<td>114.39</td>
</tr>
<tr>
<td>Increase %</td>
<td></td>
<td>21.26</td>
<td>13.21</td>
<td>45.11</td>
<td>14.39</td>
</tr>
<tr>
<td>Alb g/dl</td>
<td>Av ± St error</td>
<td>4.37±0.17</td>
<td>4.10±0.59</td>
<td>4.35±0.48</td>
<td>4.14±0.4</td>
</tr>
<tr>
<td>Concentration%</td>
<td></td>
<td>109.25</td>
<td>102.50</td>
<td>108.75</td>
<td>103.5</td>
</tr>
<tr>
<td>Increase %</td>
<td></td>
<td>9.25</td>
<td>2.50</td>
<td>8.75</td>
<td>3.5</td>
</tr>
<tr>
<td>Total Cholesterol mg/dl</td>
<td>Av ± St error</td>
<td>183.87±25.87</td>
<td>167.5±23.1</td>
<td>179.75</td>
<td>171.5</td>
</tr>
<tr>
<td>Concentration%</td>
<td></td>
<td>±25.87</td>
<td>±23.1</td>
<td>±24.16*</td>
<td>±11.92*</td>
</tr>
<tr>
<td>Increase %</td>
<td></td>
<td>116</td>
<td>105.67</td>
<td>113.40</td>
<td>108.20</td>
</tr>
</tbody>
</table>

The Effect of Noise on the Functions of the Kidney

Figure 3 indicates urine analysis for the operators, which shows different types of cells in the urine. The Pus cells revealed the highest percentage of 35% then, the RBCs were 30%, the Epith cells were 20%, and finally, the crystals were 15%. Exposure to successive and high sounds leads to changes in the body systems. It affects the kidney structure, causing the penetration of proteins from blood to urine through the kidney’s glomeruli. Consequently, this situation created signs of imbalance in the kidney’s functionality lead to observing these different types of cells in the urine (Farong et al., 2018). However, causing much disorder

![Figure 3. The percentage of various cells in the urine](image)
and abnormal impacts in the human body are related to this type of noise pollution, which is the response to the physiological damage-causing sediment of many kinds of stuff in the urinary tracts, thereby increasing the possibility of salt sediments in the urinary tracts especially in the case of ureter and bladder inflammation. The workers in such places do not have good personal hygiene habits and are not committed to stopping eating protein or meat. Also, the workers do not regularly visit doctors and medical centres.

**CONCLUSION**

Previously, it has not been directly addressed such this type of pollution caused by (random distributed backup electrical generators) in the Middle East. Therefore, this study can be considered the first to highlight such pollution, which can cause severe health conditions after long-term exposure. The exposure of these noise sources leads to significant differences in some blood parameters (Hb, RBCs, WBCs, PLT, PCV, TP, ALB, FBS, Bilirubin, Blood Urea, and Cholesterol. It was confirmed by comparing the control group results with those of the exposed group (workers). The noise intensity of the measured sites has reached 94.8 and 92.5dB. The first noise level, 94.8dB, showed a higher effect than the second level, 92.5dB. The operators exposed to the noise for 15 years are affected more than those with less exposure time (10 years). Therefore, it is recommended that workers take precautionary measures in the workplace (the backup electrical generators), including temporary work that involves various employment conditions, i.e. on-call and seasonal work.
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ABSTRACT

In the development of transportation systems, Application-Based Transportation is an innovation to adapt to technological advances. It offers users an alternative mode that is cheap, easy, and flexible according to their needs. The Application-based travel demands can be seen from its socio-economic and travel characteristics. In Indonesia, previous studies have concentrated on study areas on a city scale, with diverse land use classifications not only on the residential area which is the most users of app-based transportation. The modelling results in this study were obtained from spatial simulation and partial linear regression analysis with the T-test as the final stage of analysis. As a result, demand for App-Based Transportation is affected by two factors which include age and travel costs. They are inversely proportional to the frequency of travel. In this case, this mode is mostly used by the population with young age and low cost of travel. Also, this mode is only used on short-distance trips and trips during rush hour in the morning. During the afternoon rush hour, the trip is transferred to public transportation, which has a lower cost. Therefore, this study aims to determine the application-based transportation demand model for household units in Tlogosari, Semarang, Indonesia. An additional in-depth study is needed to be carried out on the degree of motorcycle safety to improve services.
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INTRODUCTION
For convenience and flexibility, the significant growth of the urban population has been accompanied by an increase in the number of private vehicle use. High mobility has led to various environmental problems such as congestion, air pollution, lack of parking space, high accident rates, and excessive energy consumption (Zhao et al., 2018). In developing countries such as Indonesia, public transportation tends to be inefficient in cost and time (Rithoma & Rakhmatulloh, 2013). This condition was also supported by Jaśkiewicz and Besta (2014), who discovered that public transportation is not optimal due to various factors. It includes travel time, inadequate cleanliness, access, travel safety, and less than optimal driver ability. In addition, public transportation is considered difficult to access due to its location, which tends to be far from the user’s home (Cheng & Chen, 2015).

As a result of the industrial revolution 4.0 and the development of technology, App-Based Transportation was developed to solve increasingly massive personal use and less optimal quality of service for public transportation modes. The implementation of an app-based transportation model connects motorists and drivers using only the applications on smartphones. Furthermore, the development of App-Based Transportation in the world is often referred to as “ridesharing” or “peer-to-peer mobility” with the concept of sharing rides with the same destination. However, this term is considered inappropriate with the development of technology and science. The driver and passenger do not share the same destination, but the driver provides a service similar to a limousine or taxi (Regina & Clewlow, 2018). In 2013, California Public Utilities officially terminated the service as Transportation Network Companies (TNCs), recently referred to as “ride-hailing.” Also, the term ridesourcing is an app-based transportation system that provides transportation services on demand with higher reliability and less waiting time (Rayle et al., 2014). The number of terms that appear implementing application-based transportation modes has led to a misperception of implementing the concept in various countries. Furthermore, the same source stated that it could replace private and complement public transportation in reaching areas it cannot serve. The App-Based Transportation services were also chosen due to the reduced waiting time with a door-to-door system. It is cheaper, faster, and require half the waiting time compared to traditional taxi services (Smart et al., 2015; Hou et al., 2016; Anderson, 2014). Also, this service is trackable; therefore, it is advantageous compared to other modes because it reduces parking demand, improves driver welfare by providing new jobs, and affects user travel patterns and travel destinations (Henao, 2017).

Like other modes of transportation, App-Based Transportation relies heavily on user demand characteristics to provide its services. Furthermore, socio-economic characteristics and user movement patterns influence these requests. Age is one of the socio-economic factors that most influence the travel demand for users of App-Based Transportation modes (Efthymiou et al., 2013). Meanwhile, Rayle et al. (2014) stated that parents tend not to be
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Adapt at using technology. Therefore, the ability to use App-Based Transportation services such as ridesourcing decreases with age. Apart from age, Shaheen et al. (2016) discovered that employment status is the next factor most influences App-Based Transportation modes. Furthermore, work activities and the implications for the income generated will influence a person to use App-Based Transportation modes. According to Lavieri et al. (2018), a person with low income tends not to use App-Based Transportation services due to the consideration of travel costs. On the other hand, a person with high and middle income tends to use these services. Also, it was discovered that most users do not own private vehicles, forcing them to choose App-Based Transportation modes as their daily mobility mode. Meanwhile, Lekshmi et al. (2016) identified the five variables that most significantly influence the choice of these modes. It includes age, income, vehicle ownership, travel time, and travel costs.

In addition to the socio-economic factors, users’ travel demand trends can also be seen based on movement patterns such as travel destinations. Users often use it for social/recreational activities, including going to bars, restaurants and concerts, and family and friends gatherings (Rayle et al., 2014). It is also the case in Slovakia, which shows that the average travel time spent on recreational purposes is more significant than travelling for work or other activities (Šimeček, 2019). According to Lavieri et al. (2018), areas with a high density, such as residential areas, are the origin of App-Based Transportation users. Furthermore, land use should be considered as one of the factors that make a person travel. Generally, it can be concluded that age, gender, vehicle ownership, travel time, travel costs, employment status, income, vehicle ownership, and purpose of travel are some of the variables that affect the demand for App-Based Transportation trips (Rayle et al., 2014; Lekshmi et al., 2016; Shaheen et al., 2016; Efthymiou et al., 2013; Lavieri et al., 2018).

Based on Figure 1, the application of App-Based Transportation in the Southeast Asia region commenced in 2010 with the presence of Gojek in Indonesia. Furthermore, this has continued to increase since 2013 in various countries and systems. For example, Grab in Malaysia, the Philippines, Cambodia, Gotaxi in Myanmar, Viviantaxi in Laos, and Comfortdelgro in Vietnam (Phun et al., 2018). For example, in Malaysia, application-based transportation is dominated by cars with a ride-sharing system to alleviate traffic congestion. The availability of transportation rules also has a significant impact. App-Based Transportation in Malaysia only reaches a few cities, such as Johor Bahru, Kuala Lumpur, Kinabalu City, Penang, and Melaka (GrabCarMalaysia, 2018). The study carried out by Sakaran et al. (2018) used socio-economic factors such as gender, age, and monthly income to identify an App-Based Transportation demand model in Kinabalu City, Malaysia. The results showed that the demand for App-Based Transportation in Kinabalu City was dominated by female residents aged 30 years with lower middle income. Meanwhile, the study carried out by Adam et al. (2020) in the City of Penang and Bayan Lepas, Penang
showed that factors that influence App-Based Transportation demand are user age, gender, and vehicle ownership. With the dominance of 21 to 30 years and women, most are not private vehicles owners.

The embryo for the growth of App-Based Transportation in Indonesia commenced with the existence of Uber Taxi. However, along with technological developments and society’s current needs, the existence of Uber Taxi has been displaced by Gojek and Grab platforms (Ristantia & Hayah, 2018). Figure 1 shows that the Gojek application has been operating since 2010. However, the on-demand system commenced operating in 2015. Meanwhile, Grab commenced operating in Indonesia in 2014. These two platforms are growing, wherein in 2018, Gojek and Grab had served 62 districts/cities and approximately 100 districts/cities, respectively. As of December 2017, the Grab and Gojek application services users reached 9.7 million (Bohang, 2017). In Indonesia, Semarang City is one of the cities with the highest internet usage, with an average contribution of 64% of usage per year and 93% of the population using smartphones to access the internet network (Sukma, 2016). That has become one of the factors that have influenced the rapid increase in App-Based transportation modes in the city of Semarang in the last quinquennium. Unlike what happened in Kinabalu City, Malaysia, App-Based Transportation in the city of Semarang mostly uses motorbikes, which often leads to problems such as congestion. Furthermore,
The Demand Model of App-Based Transportation

The use of technology in its operation causes the App-Based Transportation mode to depend heavily on user demands related to a person’s characteristics and needs.

The concept of App-Based Transportation mode procurement has the advantage of reducing transportation costs, reducing fuel consumption, minimising air pollution, and reducing congestion provided that the user demand is well controlled (Morency, 2007; Caulfield, 2009; Chan & Shaheen, 2012). Furthermore, the household unit is one of the smallest areas that determine the travel demand characteristics of transportation modes users in more detail. However, most study on App-Based Transportation demand characteristics, especially in Indonesia, is still limited to a regional or city scale, leading to more generalised characteristics. Therefore, this study aims to select the analysis area to the household level to obtain a demand model with more specific characteristics towards App-Based Transportation modes, especially in Semarang. Moreover, this study question that needs to be answered in this case is what factors affect the travel demand of users of household-scale application-based transportation modes in the Tlogosari Household Semarang, user characteristics (gender, age, income, vehicle ownership, typo of work) and travel characteristics (purpose of trip, mode choice, travel time, travel distance, cost).

METHODOLOGY

Semarang Study Area

App-Based Transportation usually only focuses on service targets in massive downtown areas in economic activity (Hall & Krueger, 2016). However, the growing demand for community movement has led to this service reaching more suburbs on a smaller scale, such as households. Previous studies have been dominated by observations of App-Based Transportation service demand models on a larger scale including cities to countries. Therefore, it is necessary to obtain a smaller study scope, such as households that need to be carried out to pay attention to the community’s need for more detailed transportation. For example, Figure 2 shows that Semarang City is one of the cities in Indonesia that dominates land use in the form of settlements. Therefore, the basis for using this transportation application serves many household units and the surrounding area. Furthermore, Tlogosari Household is a form of household unit in Semarang with a dense activity every day in an area and a high-density level. Therefore, the intensity of the movement is relatively high. It was supported by Lavieri et al. (2018) that areas with a high density, such as residential areas, are the origin of App-Based Transportation services.

Since 1986, this housing has been built by the Government of Indonesia and implemented by Perum Perumnas Regional V. This was a form of providing justice-based housing, especially for the middle to lower class. The housing with 170.74 hectares was included in Muktiharjo Kidul and Tlogosari Kulon Village, Pedurungan District, Semarang City, Central Java, Indonesia, which can be seen in Figure 2. Based on the data obtained...
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from the field survey, there are 9,598 and 7,445 Heads of Families in Tlogosari Kulon and Muktiharjo Kidul District, respectively. Furthermore, both districts are dominated by people of productive age (<50 years). The dominant livelihoods in this area are entrepreneurs and service providers, labourers, and traders. A large number of school-age and working (productive) population has led to this area being traversed by commuters. Therefore, the application-based mode of transportation was selected as an alternative for daily transportation to work and school.

Quantitative Analysis

This study implemented quantitative methods with nonprobabilistic sampling techniques. That is, these techniques do not provide equal opportunities for population members. Also, the accidental sampling technique was used in which the sample’s determination is carried out by chance. Sampling is based on whom the user meets while carrying out this study (Leedy & Ormrod, 2010). Furthermore, this technique was used because the study population, in this case, the exact number of the App-Based Transportation users at Tlogosari Household, was unknown. The number of samples in this study was 100 respondents, with sampling carried out at community activity centres, including parks, rice fields, and residential areas. Based on Figure 2, it can be seen that main roads, public

Figure 2. Study area orientation of Tlogosari Household
spaces, and trade and service locations are sample points with activities that tend to be massive. Therefore, the App-Based mode of transportation has a higher chance of being in these locations. The variables used in this study were based on previous literature studies’ results which can be seen in Figure 3.

Furthermore, the acquisition of study data was processed by quantitative methods, i.e., linear regression utilising mathematical data processing applications. This study was built based on a simple analytical approach using descriptive statistical analysis and linear regression analysis. The depiction of data acquisition results combined the concept of descriptive diagrams and spatial data simulation to clarify the real conditions in the field. Meanwhile, implementing the linear regression analysis method is quite suitable for identifying the factors that influence App-Based Transportation demand. It is because it involves the dependent and independent variables in the process. In data analysis, the linear regression implemented the partial t-test method by looking at the T value and significant results to examine the relationship between variables. These variables are related to the T-Test > T-Table value, and the significance value is greater than 0.05 (> 0.05). Furthermore, the dependent variable used was the frequency of modal usage in a week (Y), and the independent variables are age, gender, type of occupation, income, vehicle ownership, the purpose of travel, travel time, mode choice, and travel costs. The linear regression process results will obtain a model with the equation, as seen in Equation 1.

\[ Y = a + bn(Xc.d) + e \]  

[1]
Where:
Y : the frequency of mode usage within a week
a : constant
bn : coefficient (b1-b10)
Xc.d : number of variables (X1: socio-economic characteristics; X2: travel characteristics)
e : another variable that is not observed/detected by the observer

RESULT AND DISCUSSION
Identification of User Characteristics
The characteristics of App-Based Transportation users can be divided into two types of variables: the users’ socio-economic variables and travel characteristics. The socio-economic variables consist of gender, age, income, vehicle ownership, and type of work. Meanwhile, travel characteristics can be divided into destinations, travel times, mode choice, and travel costs. The travel frequency, in this case, is a dependent variable that affects those in the socio-economic and travel characteristics. Based on Figure 4, it shows that from its characteristics, users of the App-Based Transportation in Tlogosari Household are dominated by female residents with ages ranging from 17 to 25 years, have status as students, have an income of between 1 to 3 million rupiah, and own private vehicles, especially motorcycle. Furthermore, the female population tends to use app-based transportation more than the male population. That can be due to the large number of female residents that cannot use private vehicles. This condition is the same as what happened in Kinabalu City, Malaysia. The female population dominates the App-Based Transportation modes because of the ease of access, convenience, and most of them cannot use private vehicles (Adam et al., 2020).

Half of the respondents are in the young age group (17 to 25 years). 51% of respondents, followed by the 26 to 35 years age group (20%), and the age group 12 to 16 years (13%), with the old age group as the smallest. This young age group’s dominance is in line with the activities carried out by that age group, which is higher than that of other age groups. With the high activity level, young age groups often use transportation modes (App-Based Transportation) compared to other age groups. Furthermore, based on the study carried out by Rayle et al. (2014), the elderly have limitations in using technology. Therefore, it is challenging to use App-Based Transportation. As one of the cities with the highest level of internet consumption in Indonesia, the Semarang City community’s opportunity to use App-Based Transportation is relatively high.

Student residents dominate the young population (17-25 years) in Tlogosari Household, and some of them head to the city centre to access education. Also, the door-to-door system causes parents to feel safer choosing this type of transportation as their child’s
main transportation to and from school. Furthermore, the student-age population that does not have an income causes the income of App-Based Transportation users in Tlogosari Household to be from the middle to lower level. Based on the study carried out by Rayle et al. (2014), App-Based Transportation in various countries was mostly used for recreational purposes than for schools. It is due to differences in systems, cultures, and customs between Indonesia and other countries, in which this type of transportation in other countries operates more cars than motorbikes.

Apart from being reviewed based on the user’s socio-economic condition, trip characteristics are another variable in identifying App-Based Transportation modes in Tlogosari Household. Generally, Figure 4 shows that App-Based Transportation is widely used in the morning, i.e. during the busy hours of activity from 06.00-09.59 WIB. Furthermore, the population aged 17 to 25 led to app-based transportation to travel to or from school. During peak hours, most of them use this mode of transportation as an alternative to their mobility. Motorcycles are the most popular mode of transportation, which account for 76% of all trips, compared to just 24% for cars. Because the cost system is adjusted to the distance travelled in which the farther the distance, the more expensive the price will be issued, the residents of Tlogosari Household, on average, only use it at a distance of 4 to 8 kilometres. Therefore, the travel costs incurred to use App-Based Transportation in a day average only around 10 to 20 thousand IDR according to the abilities and needs of Tlogosari Household residents.

The Origin-Destination (O-D) analysis aids the examination of movement patterns according to land use in an area. An additional analysis variable that can better understand App-Based Transportation users’ travel patterns in Tlogosari Household. This was carried
out to support the regional development policy for Semarang, which is contained in the Regional Regulation of the City of Semarang Number 14 of 2011 concerning the Spatial Plan for the city from 2011-2031. Generally, the purpose of travel for App-Based Transportation users at Tlogosari Household is to go to areas with land use as trade and services and offices, transportation, education, industry, and surrounding settlements. Furthermore, the trips made were only limited to the closest areas identified in the previous section, which states that the average distance travel. Based on Figure 5 in the symbol D, the most prominent travel attraction for App-Based Transportation users in Tlogosari Household is in the central area of Semarang City with the use of the largest land for offices and trade and services (including education). Also, it can be indicated that there was a rotating demand-pull in the downtown area. This is because of the area of the facilities’ completeness, and diversity of land uses that are offered compared to other areas around Tlogosari Household.

The population density in the centre of Semarang City is getting more significant due to travel attractions from its surrounding area of the Tlogosari Household. The areas with high density tend to be locations with much mobility. Therefore, the use of App-Based Transportation modes is potentially higher than in areas with low density (Lavieri et al., 2018). The App-Based Transportation originating from Tlogosari Household is part

![Figure 5: Trip origin-destination (OD) app-based transportation in Semarang City](image)

*Figure 5. Trip origin-destination (OD) app-based transportation in Semarang City; (S) Tlogosari settlement; (a) industrial area; (b) station; (c) terminal; (d) city centre; (e) educational area; (p) other settlement*
of the Transit-Oriented Development (TOD) concept in Semarang City. Furthermore, the Household-scale movements in the area contribute to improving the TOD system by integrating public transportation centres such as stations and terminals for further movement. Based on Figure 5, travel attraction also occurs at locations with industrial land uses. It implies that App-Based Transportation has also become a forum for the labour movement in Semarang. Therefore, land use is an essential factor to be considered in planning an App-Based Transportation system. A person’s movement is strongly influenced by the needs of activities for specific land uses.

**Travel Demand Model Analysis**

The linear regression analysis of the partial T-test was carried out using the frequency of trips by the app-based transportation users per week on eight independent variables. It was in the form of the socio-economic characteristics (gender, age, income, type of work) and travel characteristics (purpose of trip, mode choice, travel distance, cost). Previously, the data normality test was carried out, and two variables with abnormal patterns were discovered, namely vehicle ownership and travel time. However, they were not included in the regression process. After testing the eight dependent variables with good normality, two variables that directly affected the increase in user travel requests in age and travel costs were obtained (Table 1). From the Collinearity Statistics component in Table 1, all tested variables did not show signs of multicollinearity. It is because the Tolerance and VIF value were >0.10 and <10.00, respectively. It indicated that the independent variables, especially cost and age, did not have a strong correlation.

\[ Y = 7.226 - 0.54 (X1.b) - 0.795 (X2.e) \]  

Based on the results of the regression equation shown in Equation 2, several findings of the travel demand model are obtained in the form of:

- The constant 7.226 showed that provided the independent variable is considered constant, the average App-Based Transportation demand is 7.226,
- The age regression coefficient (X1.b) of \(-0.54\) indicates that a yearly increase in age will reduce App-Based Transportation demand by 0.54.
- The travel cost regression coefficient (X2.e) of \(-0.795\) indicated that each additional trip cost of 1 IDR reduces fashion demand by 0.795.

In developing countries such as Indonesia, the age and cost of travel are highly considered by App-Based Transportation users. The young population contributes more to increasing users of transportation modes to the household scale in Semarang City. It also proves that Semarang’s position as one of the highest contributors to internet users affects the ease of access of its people to App-Based Transportation. Although the equation results showed that the other eight variables were not affected, they indirectly contributed to the
Table 1

Linear regression results

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>T</th>
<th>Sig.</th>
<th>Collinearity Statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Code</td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td>T</td>
</tr>
<tr>
<td>(Constant)</td>
<td></td>
<td>7.226</td>
<td>0.762</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Socio-Economic Characteristics (X1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X1.a</td>
<td>Gender</td>
<td>0.078</td>
<td>0.177</td>
<td>0.046</td>
<td>0.437</td>
</tr>
<tr>
<td>X1.b</td>
<td>Age</td>
<td>-0.054</td>
<td>0.023</td>
<td>-0.226</td>
<td>-2.360</td>
</tr>
<tr>
<td>X1.c</td>
<td>Income</td>
<td>-0.047</td>
<td>0.077</td>
<td>-0.071</td>
<td>-0.616</td>
</tr>
<tr>
<td>X1.e</td>
<td>Work</td>
<td>-0.097</td>
<td>0.057</td>
<td>-0.220</td>
<td>-1.719</td>
</tr>
<tr>
<td>Travel Characteristics (X2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X2.a</td>
<td>Purpose of Trip</td>
<td>0.026</td>
<td>0.075</td>
<td>0.039</td>
<td>0.350</td>
</tr>
<tr>
<td>X2.b</td>
<td>Mode Choice</td>
<td>0.103</td>
<td>0.194</td>
<td>0.058</td>
<td>0.531</td>
</tr>
<tr>
<td>X2.c</td>
<td>Distance</td>
<td>0.070</td>
<td>0.074</td>
<td>0.100</td>
<td>0.949</td>
</tr>
<tr>
<td>X2.e</td>
<td>Cost</td>
<td>-0.795</td>
<td>0.248</td>
<td>-0.307</td>
<td>-3.202</td>
</tr>
</tbody>
</table>

Note. Dependent variable: frequency, number of T table 1.860

Table 2

Correlation of indicators

<table>
<thead>
<tr>
<th>Model</th>
<th>Mode Choice</th>
<th>Travel_Purpose</th>
<th>Cost</th>
<th>Gender</th>
<th>Travel_Distance</th>
<th>Income</th>
<th>Age</th>
<th>Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlations</td>
<td>Mode Choice</td>
<td>1.000</td>
<td></td>
<td>0.031</td>
<td>0.125</td>
<td>-0.152</td>
<td>-0.185</td>
<td>-0.138</td>
</tr>
<tr>
<td>Travel_Purpose</td>
<td>0.092</td>
<td>1.000</td>
<td>0.049</td>
<td>-0.174</td>
<td>0.113</td>
<td>-0.057</td>
<td>0.102</td>
<td>-0.365</td>
</tr>
<tr>
<td>Cost</td>
<td></td>
<td></td>
<td>0.031</td>
<td>1.000</td>
<td>-0.121</td>
<td>-0.243</td>
<td>0.010</td>
<td>-0.086</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>0.125</td>
<td>-0.174</td>
<td>1.000</td>
<td>-0.004</td>
<td>0.203</td>
<td>0.065</td>
</tr>
<tr>
<td>Travel_Distance</td>
<td>0.013</td>
<td>0.113</td>
<td>-0.243</td>
<td>0.004</td>
<td>1.000</td>
<td>0.022</td>
<td>-0.021</td>
<td>0.089</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
<td>-0.152</td>
<td>-0.057</td>
<td>0.010</td>
<td>0.022</td>
<td>1.000</td>
<td>-0.234</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td>-0.185</td>
<td>0.102</td>
<td>-0.086</td>
<td>-0.021</td>
<td>-0.234</td>
<td>1.000</td>
</tr>
<tr>
<td>Work</td>
<td></td>
<td></td>
<td>-0.138</td>
<td>-0.365</td>
<td>-0.014</td>
<td>0.089</td>
<td>-0.177</td>
<td>-0.361</td>
</tr>
</tbody>
</table>

*aDependent variable: frequency*
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age and travel costs variables’ influence. Based on Table 2 shows that others influence the formation of several independent variables in the study. Furthermore, the variables that produced a correlation value of <0.05 are considered to have a close relationship with another one. The variable of travel costs is related to the choice of the transportation mode used, the purpose of the trip, income of service users which is also relevant to the type of work. Meanwhile, the user age variable relates to a person’s ability to travel or the distance between locations. It is because older people tend to have limited mobility compared to younger ones.

These results are relevant to the study carried out by Sakaran et al. (2018) in Kinabalu City, Malaysia, which states that the factors that influence travel demand for App-Based Transportation modes are age and income (indirectly related to travel costs). It was also supported by Lavieri et al. (2018) statement, which states that basic income is a factor that influences people in choosing to use transportation. In this case, low-level people tend to choose cheap and affordable transportation due to the low cost of travel. It suggests that the area scale between urban and household has the same result. Although the policies and concepts for providing App-Based Transportation modes that are implemented are also different, Kinabalu City uses more cars. Meanwhile, in Indonesia, especially in Tlogosari Household Semarang, there is more usage of motorbikes.

The number of motorcycles used in app-based transportation is due to the relatively affordable price compared to cars. As a developing country, prices are considered for local people in choosing the mode of transportation. It has led to the procurement of application-based transportation in Indonesia, especially in the Tlogosari Semarang Household, which is very vulnerable to the safety and security of passengers. Furthermore, several platforms, such as Gojek, have provided safety insurance for drivers and passengers in the event of an accident while using the service (Gojek.com, 2019). In addition, vehicle equipment and safety standards have been implemented. It includes mandatory use of national standard helmets, special raincoats, and ensuring motorcycles meet operating requirements or are in good condition. Surprisingly, a feature is provided in the application to report complaints about the condition of the motorbike or service driver if it is not satisfactory for the company to follow up. Certainly, further study is still needed on the safety factor in application-based transportation, especially motorcycle services. It is because there are still many violations of service standards on application-based transportation in Indonesia.

CONCLUSION
The travel demand model derived from the App-Based Transportation in the Tlogosari Household area household unit produces two factors: age and travel costs, which can directly affect user demand. Both socio-economic and travel characteristics influence each other and are formed through the influence of other variables. Furthermore, the frequency
of travel requests is inversely proportional to the variable age and travel costs. Therefore, the older a person is or, the cheaper the transportation costs, the more frequent the use of transportation modes in Tlogosari Household will increase. In detail, it was discovered that students were the population that dominated the usage of application-based transportation from the point of its generation (Tlogosari Household). It often occurs in the morning because of the ease of access to technology and to save travel time. However, application-based transportation to Tlogosari Household decreased in the afternoon because most students return with their working parents or use public transportation such as Bus Rapid Transit.

Furthermore, this study also discovered a strong influence of land use at the point of attraction on the choice of application-based transportation as a mode of the residents’ movement in Tlogosari Household and its surroundings. The downtown area that is dominant in land use as trade and services were the strongest attraction as a point of awakening for the movement of application-based transportation users. Apart from trade and services, land use as education also plays an important role in influencing the use of application-based transportation because most users are students. Furthermore, acknowledging the characteristics of the demand for App-Based Transportation modes on the household scale can guide the government and stakeholders to make detailed plans in providing these modes by the characteristics of users in the future. Also, the cost variable is very sensitive and influences the public in choosing motorcycle services in application-based transportation. In consideration, further study is suggested to be carried out on the safety of motorcycles to improve services of the app-based transportation implementation, especially in Indonesia.

ACKNOWLEDGEMENTS
This study was financially supported by The Faculty of Engineering, Diponegoro University, Indonesia, through Excellent Research Grant 2019.

REFERENCES


The Demand Model of App-Based Transportation


Review article

Roles and Principles of Sterilisation Process in Palm Oil Mills

Yin Mee Thang¹,², Robiah Yunus¹,³*, Mohd Noriznan Mokhtar⁴, David Ross Appleton², Ahmad Jaril Asis², Pei San Kong², Huey Fang Teh² and Abdul Azis Ariffin¹,⁵

¹Institute of Advanced Technology, Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, Malaysia
²Sime Darby Plantation Berhad, Plantation Tower, No 2, Jalan PJU 1A/7, Ara Damansara, 47301 Petaling Jaya, Selangor, Malaysia
³Institute of Plantation Studies, Universiti Putra Malaysia, 43400 Serdang, Selangor, Malaysia
⁴Faculty of Engineering, Universiti Putra Malaysia, 43400 Serdang, Selangor
⁵Dolphin International Berhad, 17 & 19, Jalan Puteri 5/20, Bandar Puteri, 47100 Puchong, Selangor, Malaysia

ABSTRACT

Sterilisation in palm oil mills is considered a pre-treatment process as it affects stripping efficiency and oil quality. Although sterilisation technology has been well-established in the palm oil milling industry, the roles and principles of sterilisation, particularly related to the chemical changes in fruits and stalks occurring during the process, have been rarely reported. The review begins with the background literature on the biochemical properties of the FFBs, such as the compositions of binding carbohydrates and the phenomena of natural fruit detachment. Followed by the harvesting practice to understand the type of FFBs supplied to the industry. In addition, a comparison of the well-established conventional and alternative sterilisation technologies and sterilisation functions is critically reviewed and assessed. Establishing the current sterilisation process initiatives to address the natural fruit’s separation more efficiently in palm oil mills is important. Particularly visualise sterilisation as a breakup of specific binding carbohydrates that leads to strippability. It will provide a further understanding of the sterilisation mechanism, which would benefit the palm oil miller in optimising the processing of fresh fruit bunches. The information provided in this review is necessary to
mitigate the percentage of unstripped bunches and reduce the oil losses and ultimately enhance the oil extraction rate.
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**INTRODUCTION**

Natural fruit detachment in oil palm fruit at the abscission zone occurs in two stages (Henderson & Osborne, 1994; Henderson & Osborne, 1990; Osborne et al., 1992). Fruit separation at a fruit base usually occurs one to three days earlier than in any other position. All harvested FFBs delivered to palm oil mills must be processed regardless of any degree of ripeness to prevent further deterioration of their quality. Therefore, an optimum sterilisation process is important to strip all unripe and ripening fruits from the stalk.

In a typical palm oil milling process, different operations are involved to mechanically extract the oil from fleshy mesocarp fibres of fresh fruit bunches (FFBs). The oil extracted is crude palm oil (CPO). Generally, these involve sterilisation of the FFBs followed by stripping; the stripped fruits undergo digestion and mechanical pressing. Finally, the clarification step is to separate the oil phase from the mixture of oil-water, purification to remove FFBs debris, drying to remove the moisture until the acceptable level. Then the oil would be stored in a storage tank (Siew, 2011, Vincent et al., 2014).

A good sterilisation process has a large impact on the efficiency and effectiveness of the downstream milling process, particularly the strippability of the palm oil fruits and the final oil quality (Babatunde et al., 1988; Siew, 2011; Ariffin, 1991; Vincent et al., 2014). Sterilisation is the heart of the palm oil milling process. Most of the technology development in the palm oil milling industry so far has focused primarily on the alternative sterilisation techniques which aimed at improving the OER (Vincent et al., 2014; Sivasothy et al., 2005; Hadi et al., 2012; Sukaribin & Khalid, 2009; Omar et al., 2017). Still, many incidences of unstripped bunches (USB), where some fruits are still attached to the stalk, occur due to inefficient sterilisation. It suggests that the reasons underlying the high USB issues are not well understood. The oil loss due to USB is reported that approximately 0.77% of the total oil loss occurs in a palm oil mill (Walat & Ng, 2013). It equates to RM 306.5 million based on an average CPO price of RM 2,000 in 2019 (MPOB, 2019).

So far, no attempt has been made to assess the fundamental issues that underline the oil palm fruit strippability or separation in these sterilisers. For instance, the effects of sterilisation conditions on the degradation of binding carbohydrates at the abscission zone of oil palm fruits are not well known. In addition, the conversion of lignocellulosic fibres into simpler sugars affects strippability as it facilitates the detachment of fruits from the bunch. Furthermore, no study on the suitability of current sterilisation parameters in processing the FFBs with different ripeness levels is available. Sterilisation could facilitate the rupture of the cell wall and the release of oil (Owolarafe & Faborode, 2008). Therefore,
a greater understanding of the chemical changes in fruit bunches, particularly the binding carbohydrates at the abscission zone, is necessary to align the sterilisation parameters with mimicking the separation of the natural fruits to gain insights on how to optimise the sterilisation process best to improve the strippability.

**ABSCISSION OF OIL PALM UPON RIPENING**

Oil palm is a sessile drupe; it produces a bunch containing 1000 to 3000 oil palm fruits. Oil deposition in the mesocarp starts at about 15 weeks after pollination (WAP) and continues until fruit maturity at around 20-22 WAP (Sambanthamurthi et al., 2000; Teh et al., 2013). The bunch at this stage is ready for harvesting—lipid content accumulated up to the optimum level. At the same time, sugars such as glucose and fructose and the moisture were decreased to a deficient level. As a result, the carotene content was fluctuated during the development stage and recorded as about 600 ppm to 700 ppm at 20 WAP onwards. The tocopherols and tocotrienols were increased from 20 WAP onwards (Sambanthamurthi et al., 2000).

Natural fruit detachment at the abscission zone occurs in oil palms in two stages (Henderson & Osborne, 1994; Henderson & Osborne, 1990; Osborne et al., 1992). The abscission zone of oil palm is shown in Figure 1. The first stage of abscission is induced at the junction of the fruit and its pedicel, which is regulated by ethylene. It is observed that in ripening fruit, some of the cells are loosely associated at pedicel while others still adhered along the fruit-based pedicel junction. At this point, the fruit is firmly held within the surrounding cup of the rudimentary androecial ring, the tepals, bracteoles, and spiny floral bract; full cell communication remains.

Nevertheless, in the second stage, the cells in this whole perimeter change the cell wall adhesion when the fruit is ripe and then abscised. It generally occurs at the inner face of the rudimentary androecial ring, and this second stage of separation is not directly

![Figure 1. Abscission layer (rectangle area) of an oil palm fruit. A, with tepal attached; B, halve view, C, abscission zone](image-url)
responsive to ethylene. Hence, it suggested that regulating saccharide fragments or other degradation products of middle lamella or cell wall hydrolase such as endo-β-1, 4-glucan hydrolase initiate the second stage cell separation after the first stage (Payasi et al., 2009; Roongsattham et al., 2012). Henderson et al. (2001) found that high pectic polysaccharides are present in the oil palm abscission zone compared to those adjacent mesocarp and pedicel tissue to the abscission zone. They also reported that the cell walls of the abscission zone contain high levels of unmethylated pectin and polygalacturonase enzyme expression during fruit ripening and fruit detachment.

Fruit separation at a fruit base usually occurs one to three days earlier than in any other position. Therefore, even when cell separation at the fruit base is complete, the fruit is not shed (Henderson & Osborne, 1990; Henderson & Osborne, 1994; Osborne et al., 1992). However, unripe fruit will not separate at any position. As a result, this non-synchronous detachment of oil palm fruit as each fruit ripens raises a problem internal harvesting schedule due to the lack of reliable ripeness indicators of these many-fruited bunches in oil palm estates (Sambanthamurthi et al., 2000; Tan et al., 2010; Razali et al., 2012; Zulkifli & Ropandi, 2001). In oil palm plantations, the detachment and fall of the ripe fruit from its oil palm fruit bunches are taken to indicate the readiness for harvesting.

All harvested FFBs delivered to palm oil mills must be processed regardless of any degree of ripeness to prevent further deterioration of their quality. Therefore, an understanding of bunch ripening is important if harvesting is done correctly (Corley & Tinker, 2003; Ariffin, 2010). Furthermore, an optimum sterilisation process is important to strip all unripe and ripening fruitlets from the stalk. Therefore, characterisation of FFBs prior to the sterilisation process is in need. However, no study has sought a profiling pattern between the binding carbohydrates characteristics and the manual ripeness determinations of FFBs delivered to the palm oil mill. These FFBs may differ from those of controlled bunches from the trial plot because of unidentified bunch age and containing a certain degree of damage due to the handling during transportation. Research mainly focuses on palm biomass lignocellulosic composition after the oil extraction.

**STERILISATION PROCESS IN PALM OIL MILLS**

**Conventional Steriliser Technology**

The most common sterilisation process in palm oil mills is in pressure vessels of varying designs: cylindrical vessels lying in horizontal, vertical, tilting or oblique positions, and spherical vessels. All sterilisers share similar operating parameters of 40 psi to 45 psi and residence time of 60 minutes to 90 minutes (Hassan et al., 1994; Halim et al., 2009). In addition, different steam cycles such as single, double, and triple peaks are put in place to improve the heat transfer during the sterilisation by stripping off the air trapped inside the steriliser to enhance further sterilisation efficiency. Sterilisation also can be operated
as a continuous process that works at a lower steam pressure, such as atmospheric steam pressure (Vincent et al., 2014; Sivasothy et al., 2005).

The horizontal steriliser is the most commonly used in palm oil mills. It has a single hinged door at one end in which the FFBs are cooked by direct contact with steam (Halim et al., 2009). The FFBs are spread out uniformly in the cages with a low stacking height. When the pressurised steam is injected, it can reach out to different directions and corners of the contents within the cages. Low stacking height also minimises fruit bunch compression, which consequently minimises the bruising of the fruits. However, poor air removal is observed, especially during the earlier venting stage of the sterilisation. Thus, to remove the air from the pockets of space within the stacked fruit bunches, high steam consumption is required when using horizontal sterilisers, which operate using multiple-peak cycles. KM (2013) reported that about 360 kg to 400 kg of process steam per tonne of FFB is required for a horizontal steriliser operating at a steam temperature of 143°C and 4 bar absolute steam pressure in a triple-peak cycle. The disadvantage of a horizontal steriliser is the extensive maintenance and labour cost (cages management).

Aside from horizontal sterilisers, FFBs can also place directly into tall vertical sterilisers without steel cages. The vessel’s height is restricted by the height of the building and the limited space of the loading ramp. Due to the stacking height in vertical sterilisers, the rate of bruised FFBs is high. It is reported that about 305 kg to 355 kg of steam per tonne of FFB was required for vertical sterilisers operating at a steam temperature of 143°C in triple-peak cycles for about 60 minutes (KM, 2013).

Meanwhile, a smaller capacity is allowable in spherical sterilisation, specifically a 25 m$^3$ spherical steriliser enclosed with a top opening for filling the FFBs and a bottom condensate drain. It can be rotated 360 degrees to facilitate both FFBs feeding and discharge through a single door. Spherical steriliser consumes 220 to 250 kg of steam per ton of FFB over a steaming time of 60 minutes in a two-peak cycle (CIMG, 2015, Kumaradevan et al., 2015).

According to Sivasothy et al. (2005), Tan et al. (1999), and Hadi et al. (2012), the batch sterilisation required a longer steaming period and vast quantities of steam to heat the steriliser cage as well as to ensure complete heating up to the inner layer of the bulky FFB. Therefore, it is slow and inefficient as compared to the continuous sterilisation process. Continuous sterilisation is an alternative to batch process sterilisation, where it is operated at atmospheric pressure (Sivasothy et al., 2005; Sivasothy et al., 2006; Loh, 1994). This type of sterilisation is carried out in a heating chamber subjected to steam at atmospheric pressure continuously. FFBs are transported to a double-roll crusher for crushing before entering the heating chamber to expose to steam at atmospheric pressure through a scraper conveyor. The crushing of FFBs facilitates steam penetration into the inner layers of the fruit bunch (Sivasothy et al., 2006; Sivasothy & Rohaya, 2000, Fatin et al., 2014). The crushed bunches are immediately pre-heated to 60°C to facilitate deaeration, minimise the amount of air entering the chamber, and ensure that the temperature in the
A continuous sterilisation chamber is close to saturated steam. The bunches are heated for about 60 minutes inside the chamber using live steam. The bottom of the feed conveyor is filled with water to seal against steam loss (Sivasothy et al., 2005; Sivasothy et al., 2006). A continuous stream of steam gives consistent steam at the required temperature in a continuous steriliser. Consequently, steam consumption is the highest among the different sterilisers due to prolonged exposure time. It is reported that about 300 kg to 360 kg of steam per tonne of FFB was required for a continuous steriliser operating at a steam temperature of 98°C for about 60 minutes.

In addition, a continuous steriliser requires the second stage of post-heating to maintain a high temperature of stripped fruits to complete its heat treatment (Sivasothy et al., 2006; KM, 2013). Furthermore, Fatin et al. (2014) reported that better heat penetration in the chopped FFBs enhances strippability after sterilisation; however, the chopped FFBs must be sterilised within 30 minutes to preserve a good quality of the palm oil. Sivasothy et al. (2006) indicated that fewer unstripped bunches (USB) were noticed in conventional sterilisation (2.13%) as opposed to continuous sterilisation (24.1%) at the early stage of development in continuous sterilisation. A summary of sterilisation technology in the oil palm industry is tabulated in Table 1.

The continuous sterilisation process is fundamentally different from the batch process in how the material flows. In general, a palm oil mill operating for about 16 hours to 20 hours a day depends on the availability of FFBs and other factors, which diminishes the advantages of continuous sterilisation. The disruption of FFBs supply will result in the loss of the throughput and efficiency of the operation (Aziz, 2003). In addition, issues such as high steam consumption, the extra cost associated with additional facilities such as the bunch crusher and moving scraper conveyor, pre-heating section, the double process of uncooked bunches need to be addressed to make the continuous sterilisation more economically viable.

<table>
<thead>
<tr>
<th>Characterisation</th>
<th>Horizontal</th>
<th>Vertical</th>
<th>Spherical</th>
<th>Tilting</th>
<th>Continuous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooking time</td>
<td>Standard 100-120 mins</td>
<td>Standard &gt;120 mins</td>
<td>Short 60 mins</td>
<td>Short 60-80 mins</td>
<td>Short 70-85 mins</td>
</tr>
<tr>
<td>Pressure</td>
<td>High 40 psi</td>
<td>High 30-40 psi</td>
<td>High 45 psi</td>
<td>High 40-45 psi</td>
<td>Atmospheric</td>
</tr>
<tr>
<td>Numbers of pressure peak cycle</td>
<td>Triple</td>
<td>Triple</td>
<td>Double</td>
<td>Triple</td>
<td>Single</td>
</tr>
<tr>
<td>Presence of cage</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Steam consumption</td>
<td>High 360-400 kg/MT FFB</td>
<td>Moderate 305-355 kg/MT FFB</td>
<td>Low 220-250 kg/MT FFB</td>
<td>Low 200 kg/MT FFB</td>
<td>Moderate 300-360 kg/MT FFB</td>
</tr>
</tbody>
</table>

Table 1
Summary of current sterilisation technology
Alternatives to Steriliser Technology

Intensive studies are carried out to replace the conventional sterilisation process in palm oil mills. Sterilisation technology such as dry heating or coupled with solvent extraction was studied by Chow and Ma (2007) and Hadi et al. (2012). Sivasothy et al. (2006) and Hadi et al. (2012) found that the content of free fatty acid (FFA) of CPO obtained from continuous sterilisation and dry heating are similar to that obtained using conventional batch sterilisation. However, extreme dry heating can potentially cause the burning of oil palm fruits and difficulty in depericarping operation. Therefore, optimum heating time is crucial to loosen the nut from its mesocarp and keep the kernel in good condition for further processing at the same time.

Microwave energy is used in the low-temperature microwave sterilisation approach (Sarah & Taib, 2013; Sukaribin & Khalid, 2009; Umudee et al., 2013). This approach is operated at a low temperature of 100°C as it is aimed to preserve the oil quality compared to the conventional sterilisation that operated at 140°C (Vincent et al., 2014; Chow & Ma, 2007). Sukaribin and Khalid (2009) found that microwave radiation can detach the fruits from the bunch without damage to the other regions of the bunch. They found that the abscission zone contains the highest dielectric properties than other regions, leading to higher microwave power absorbed at this region. The moisture content at the abscission zone was found almost 5 to 7 times higher than the mesocarp, helped in conducting the ionic constituents, subsequently contributed to the enhancement in the dielectric properties. These properties provide a good heating effect to detach the fruits from the stalk. Strippability of 80% was observed after 12 and 14 minutes heating with 1.5 kW and 1kW microwave power, respectively. Khalid et al. (1996) suggested having separate microwave heating for FFBs and losing fruits due to their moisture content variation. Lengthy microwave heating exposure, similar to dry heating, would cause the burning of the oil palm fruits. However, current microwave and dry heating only accommodate spikelets or small amounts of fruitlets at one time. Therefore, industrial-scale microwaves and ovens should be studied to confirm their feasibility for sterilisation FFBs.

Waterless sterilisation, which uses supercritical carbon dioxide, autoclave, and enzymes to recover oil from fresh and sterilised palm fruits, was also reported in literature pieces. For example, Omar et al. (2017) reported the complete inactivation of lipase-producing microbes in ripe loose fruits using supercritical carbon dioxide at 10 MPa pressure, at 80°C for 60 minutes. The treated fruits were found in shining and glossy appearance with the presence of β-carotene.

Domínguez et al. (1994) reported that mixtures of enzymes were used to degrade the cell wall materials to enhance the oil extractability from oilseeds. Enzymes commonly used are hemicellulolytic or cellulolytic enzymes such as amylase, glucanase, protease, pectinase. It is possible via hydrolysis of the cell wall materials to facilitate the release of oil. Eshtiaghi
et al. (2015) investigated the oil extraction using commercially available enzymes such as Cellic CTec2 (a blend of cellulases, beta-glucosidases, and hemicellulose), Cellic HTec2 (endoxyylanase with soluble hemicellulose specificity), and Pectinex Ultra SP-L (an enzyme with rich pectolytic activities). Oil recovery of 88% was achieved by treating the sterilised fruit with the mixtures of Cellic CTec2, Cellic HTec2, and Pectinex Ultra SP-L at the ratio of 0.46: 0.34: 0.2. The enzyme loading was set as 30 mg /10 g substrate, substrate loading of 50% w/v, pH 4.8, and 2 hours of incubation at 50ºC. Silvamany and Jahim (2015) proposed that the enzyme type and concentration and the enzymatic treatment time were important for oil extraction from palm mesocarp to reduce the remaining pressed pulp. The cellulose concentration ranging from 0.05% to 0.15% reduced about 13% to 18% of the remaining pressed pulp, respectively, after 4 hours of enzyme treatment at 50ºC. Oil recovery of 88% to 95% was reported with different concentrations of cellulase, respectively. It is revealed that successful applications of new technology can increase yield without compromising the quality of the oil extracted. The effluent generated in the milling process could also be reduced effectively by applying these technologies. However, these approaches require expensive technological advancement and are mostly still in their early stage; some approaches are labour intensive. Sultana (2007) stated that the best heating method for sterilisation is to use wet steam. Sterilisation under high humidity conditions is effective—hydrolysis and denaturation occur at lower heat and shorter exposure times than in the absence of water.

FUNCTIONS OF STERILISATION

Deactivation of Lipase

The level of FFA is one of the major indications of oil quality. Therefore, various experiments were conducted to study the level of FFA during fruit development. As a result, active endogenous lipase in the oil palm mesocarp was reported (Mohankumar et al., 1990; Henderson & Osborne, 1991; Sambanthamurthi et al., 1991). Furthermore, lipase activity in the oil palm mesocarp is found synchronised with triacylglycerol biosynthesis. The lipase activity was determined at 16 weeks after anthesis (WAP), reached a maximum level at 21 WAP, and declined after 21 WAP.

Therefore, sterilisation’s initial objective was to inhibit lipase activity in the pulp (Mongana report, 1955). It can be easily achieved by heating the palm fruits to about 60ºC. Sambanthamurthi et al. (1991) and Chong and Sambanthamurthi (1993) suggested that lipolytic enzyme is possibly only present in ripe fruits. Therefore, its activity could be related to the degree of ripeness of the fruit. They investigated the loose, ripe, and unripe fruits, which were bruised and left at ambient temperature for 4 hours, followed by sterilisation and then oil extraction. It was revealed that the FFA in the unripe bruised fruits was 0.16%, which is relatively low compared to 2.06% of FFA of ripe bruised fruits.
Notably, 9.45% of FFA was observed in loose bruised fruits. Henderson and Osborne (1990) also reported hydrolase inside the palm fruit that can hydrolyse valuable triglycerides of the mesocarp to undesirable FFA. The autocatalytic and enzymatic hydrolysis occurred spontaneously at a temperature of less than 50°C, in the presence of moisture, dirt, and infection by microbes such as *Pseudomonas fluorescens* and *Geotrichum candidum* that are capable of splitting fat (Menon, 2013).

Ngando-Ebongue *et al.* (2006) found that the calcium-dependent lipase is abundantly present in the mesocarp and represents a few per cent of total proteins. Lipase is compartmentalised within the cell and only comes into contact with the oil if cell membranes are damaged (Mongana Report, 1955; Corley & Tinker, 2003). Therefore, FFB must be processed immediately after harvesting to prevent an unacceptable rise of FFA in oils. In addition, the enzyme is brought into contact with oil when the fruit is bruised, which can be caused by falling on the ground during harvesting, loading, transportation, and discharge from the lorry into steriliser cages (Ngando-Ebongue *et al.*, 2006; Hadi *et al.*, 2009).

**Loosening of Fruits and Softening of Mesocarp Tissue**

The second objective of sterilisation is to soften the mesocarp tissues and loosen the fruits to facilitate the subsequent mechanical stripping step. The deformation properties of both the abscission and mesocarp layers are affected markedly by the thermal softening process. After sterilisation, the fruit’s fracturability at both abscission and mesocarp layers was reduced by 18% and 51%, respectively (Abbas *et al.*, 2006). Furthermore, the hardness values of the sterilised fruitlets for both abscission and mesocarp layers were reduced by approximately 84% compared to that of the fresh fruitlets. In addition, the adhesiveness values for both sterilised abscission and mesocarp layers were reduced by 91% and 60%, respectively, as compared to that of fresh fruit.

**Facilitating Separation of Mesocarp Layer from Kernel Shell**

On top of the sterilisation as mentioned earlier, sterilisation, helps isolate the mesocarp layer from the kernel shell to minimise kernel breakage at the oil pressing stage (Sivasothy *et al.*, 1992). The heat penetrates the nut that might affect the quality of nut-cracking through triple peak sterilisation. If the fruit is hot and the kernel shell may be sufficiently elastic to deform temporarily during pressing. If the fruits are well-cooked using triple peak sterilisation, wet nuts with 15% moisture in the nut and 20% moisture in the kernel can be cracked with 98% cracking efficiency without any broken kernels. Therefore, to minimise nut breakage during pressing, the digested fruit should be at about 100°C at the press station (Menon, 2013).
A NEW PERSPECTIVE OF STERILISATION AS A CHEMICAL REACTION SYSTEM

Different types of sterilisation technology have distinct pros and cons. For instance, issues with an uneven steam distribution occur in horizontal sterilisation, and many bruised FFBs are found in vertical sterilisation. Therefore, chopped FFBs are required prior to sterilisation in continuous sterilisers. Furthermore, research and development are still needed in microwave-assisted sterilisation and enzymatic sterilisation. Multiple pressure cycles with optimum air sweeping and bleed off enhance strippability, but high steam consumption is required in batch sterilisation. In addition, extreme sterilisation conditions lead to water loss and result in poor strippability. Applications of new technology can increase yield and without compromising the quality of the oil extracted. However, the incidences of USB are yet to address, as the efficiency of sterilisation was evaluated by measuring the percentage of USB.

Therefore, the heat transfer phenomena during sterilisation need to be investigated. Poor milling efficiency could be due to the typical palm oil milling process. The stalk is processed together with the FFB, which may cause difficulties of heat penetration, especially to those fruits located at the centre of a large and compact bunch. In addition, insufficient steam supply reduces the steam temperature to the sterilisers. As a result, the heat transmitted to the FFBs might be insufficient to achieve good sterilisation within the fixed period; this will eventually affect the FFBs strippability as reflected in the percentage of USB. Arif et al. (2016) observed that less heat was transferred inside the FFB stalks (0.00054°C/s to 0.00977°C/s) as compared to sections near or beside the stalk (0.01988°C/s to 0.02228°C/s). Moreover, fluctuation of heat transfer was observed due to inconsistent steam penetration towards the inside of the FFB stalks. Babatunde et al. (1988) performed a comparative study that revealed 52% of the sterilised fruits were stripped after sterilisation at 100°C for 120 minutes, compared to about 95% of fruits stripped after 50 minutes of sterilisation at 130°C.

Low strippability was observed if air occluded in the bunch did not remove efficiently; this is due to low thermal conductivity caused by the compact nature of the fruits. The thermal conductivity of air is about 10 times lower than that of oil and 30 times lower than water. Ariffin (1991) and Sivasothy et al. (1992, 1994) reported that the introduction of the pollination by the weevil, *Elaeidobius Kamerunicus*, in 1981 had increased the difficulty of heat penetration to larger and more closely packed multi-layer fruitlets during sterilisation. Therefore, it is important to remove as much air as possible during sterilisation. Air not only acts as a barrier to heat transfer, but oil oxidation increases considerably at high temperatures. Therefore, it can affect the quality, such as the poor bleachability of the product oil. In a horizontal steriliser, different air-steam mixture compositions are observed at various points of the sterilising process after a short time of sweeping, ranging from 0.1
L to 200 L of air/kg of steam from the top to the bottom of the steriliser. Therefore, it is also important to monitor the evacuation of the air content during the sterilisation process slowly and progressively. It is suggested to sweep the air with steam for 10 minutes at a rate of 100 kg/hr to expel almost 90% of air from the steriliser (Menon, 2012; Menon, 2013). Concurrently, the condensate formed will also need to be removed from the vessel to prevent it from interfering with the heat transfer within the steriliser (Sivasothy et al., 1992).

The sterilisation temperature is vital as a sufficiently high temperature is required (above 100°C) for an optimum period (more than 50 minutes) to allow the heat to penetrate the pericarp, especially into the attachment point of the fruits to the stalk. The research found that an hour is required for the bunch core to reach a temperature of 130°C to 135°C (Babatunde et al., 1988; Sivasothy et al., 2005; Leuenberger, 2001; Vincent et al., 2014). However, the optimum temperature and duration required for certain weights and sizes of FFBs are not well known in the actual situation. As there is no indication when the 100% strippability has reached during the sterilisation. Hence, the chances of getting a USB still occur.

Therefore, let us look at sterilisation from a different angle. Particularly visualise sterilisation as a breakup of specific binding carbohydrates that leads to strippability. Sterilisation is viewed as a chemical reaction where the binding carbohydrates are degraded, as illustrated in Figure 2 (modified from Hubbe et al., 2018; D’Alessandro E & Pliego Jr, 2018). Carbohydrates are commonly divided into monosaccharides, oligosaccharides, and polysaccharides. Monosaccharides are polyhydroxy-aldehydes or–ketones, generally with an unbranched carbon chain. Glucose, fructose, and galactose are their common representatives. In contrast, oligosaccharides are carbohydrates obtained from <10 carbohydrate units, formally dehydrated to form monosaccharides. While polysaccharides, consisting of numerous monosaccharides that can up to > 10 units. Hence, the polysaccharides are often considerably less soluble in water than mono- and oligosaccharides. The well-known representatives are starch, cellulose, and pectin (Belitz et al., 2009). Elevated temperatures with sufficient water enhanced
the hydrolysis of cell wall materials into oligo-intermediates before the formation of monomers such as glucose and xylose (Mittal et al., 2009; Jacobsen & Wyman, 2000; Lloyd & Wyman, 2003; Hubbe et al., 2018; D’Alessandro & Pliego Jr, 2018). Some can be further dehydrated and produce hydroxymethylfurfural and furfural (Lloyd & Wyman, 2003).

It is assumed that better heat penetration efficiency during the sterilisation process will result in a higher rate of degradation of lignocellulosic fibres to sugars, thus a higher percentage of strippability. The energy supplied into the steriliser is used to break the binding carbohydrates of the abscission zone, and therefore the fruit can be mechanically detached from the stalk. The heat penetration induces a breakage of the cells connecting the fruit to the stalk during the sterilisation stage. An effective sterilisation process can ensure optimum hydrolytic degradation of the binding carbohydrates within fruits to stalk and consequently maximising the detachment of fruits. However, limited research has been done on the heat treatment to enhance the depolymerisation of cell walls during sterilisation. The binding carbohydrates of oil palm fruits were investigated by Silvamany and Jahim (2015). The result showed that the sterilised oil palm fruits contain extractive, moisture, hemicellulose, α-cellulose, and soluble lignin, as tabulated in Table 2.

On the other hand, Thang et al. (2017) reported that the water-soluble sugar content from oil palm fruits subjected to autoclave treatment ranged from 3.2% to 3.6%. Sucrose and glucose were found between 0.34% and 0.54% for all samples. The water-soluble sugar content was found slightly higher than non-structural carbohydrates due to the hydrolysis of cell wall materials during high-temperature autoclaves. Babatunde et al. (1988) reported that the cell wall materials of the fruit tissue could be depolymerised at temperatures above 48°C and dehydrated at temperatures above 115°C. Besides, the degradation of binding carbohydrates at the abscission zone of FFBs during sterilisation could be established by analysing the sugars compositions in the steriliser condensates. The sugars may be leached into the steriliser condensate during the sterilisation or degraded. Ariffin et al.
(1993) reported that various soluble sugars were analysed in steriliser condensate and sludge obtained from palm oil mill (Table 3). It has been evidenced that sterilisation via hydrolysis of the binding carbohydrates facilitates the release of oil.

Therefore, the mechanism of the heating process and its relationship with cell walls degradation to enhance strippability should be further investigated. FFBs delivered to the mills comprise fruits with different degrees of ripeness. Hence, an optimum sterilisation process is important to ensure all fruits at different ripeness levels are being stripped from the stalk. This action allows specific chemical changes such as rupture of vessels, swelling or elongation of the connecting tissue cells, and modification of pectic compounds (Mongana Report, 1955; Hassan et al., 1994). In addition, the composition of the sugars of the sterilised fruit or the condensate could be used as an indicator to optimise the sterilisation parameter to achieve 100% strippability with zero USB.

CONCLUSION
This review has summarised the current steriliser technologies used in palm oil mills, including horizontal, vertical, spherical and continuous sterilisers. The roles and principles of the sterilisation process in palm oil mills have also been elucidated. To date, it can be concluded that horizontal sterilisers (batch process) and continuous sterilisers (continuous process) are the most promising technologies owing to their large scale production and ability to produce crude palm oil with low FFA. Potential replacements for conventional sterilisers such as solvent extraction and microwave-assisted sterilisation to improve the oil extraction rate and reduce oil losses have also been studied. However, the effects of sterilisation conditions on FFBs with different ripeness categories based on the chemical changes in the binding carbohydrates at the abscission zone and relate the effects to the fruits strippability should be evaluated. An effective and optimised sterilisation process with sufficient heat penetration at the point of abscission zone ensure hydrolytic degradation of these binding carbohydrates and maximise of the detachment of fruits from the bunch to be developed.
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ABSTRACT
Worldwide, the construction industry has acknowledged the future demand for lightweight construction materials, with high workability, self-compacting, and environmentally friendly. Given this demand, recent innovative material namely foamed concrete (FC), has been found to reduce normal concrete’s weight potentially. However, while FC made with Ordinary Portland Cement has good compressive strength, other characteristics such as tension are relatively weak given the number of micro-cracks. Therefore, the study focused on the potential use of oil palm fibres in FC regarding their durability and mechanical properties. Notably, one of the major issues faced in the construction of reinforced FC is the corrosion of reinforcing steel which affects the behaviour and durability of concrete structures. Hence, in this study, oil palm fibres were added to improve strength and effectively reduce corrosion. Five types of fibre generated from oil palm waste were considered: oil palm trunk, oil palm frond, oil palm mesocarp and empty fruit bunch consisting of the stalk and spikelets. Specimens with a density of 1800 kg/m³ were prepared in which the weight fraction of the fibre content was kept constant at 0.45% for each mixture. Testing ages differed in testing and evaluating the parameters such as compressive strength, flexural strength, tensile strength, porosity, water absorption, drying shrinkage and ultrasonic pulse velocity. The results showed that the incorporation of oil palm fibre in FC helped reduce water absorption, porosity and shrinkage while enhancing the compressive, flexural and tensile strength of FC.

Keywords: Bending, compression, foamed concrete, oil palm fibre, porosity, water absorption

INTRODUCTION
Concrete is one of the main materials used in the construction sector, given its versatility in terms of production and its environmental protection and recyclability. Concrete is still preferred as a material used
for construction compared to timber, steel or composite materials. Naturally, concrete has higher compressive strength but lower tensile strength. Structures constructed from concrete materials also have a long service life. Composite’s responses are formed when the concrete is incorporated with reinforced steel bars, and in this way, all types of actions can be sustained. However, the average concrete density is around 2400 kg/m³, which often causes issues in larger open floor plans and high-rise buildings since it will be penalised due to its weight towards the project (Suhendro, 2014). It has become a major issue in the construction industry for the past few years, as the demand for high-rise buildings increases from year to year. Consequently, researchers and engineers continue to focus on addressing and overcoming this issue. Hence, foamed concrete (FC) has become the latest advanced material that could minimise the self-weight of the concrete. It can be made to have a density between 800 kg/m³ to 1800 kg/m³ (Serri et al., 2014). These characteristics have attracted building material manufacturers for construction applications. Therefore, oil palm fibre is one of the additives included in the FC mixture to enhance its properties.

In Malaysia’s agricultural sector, oil palm is one of the main exports, which has helped develop the industry and the economy. Lignocellulosic biomass generated from oil palm industries comprises cellulose, hemicellulose, and lignin and is often referred to as plant biomass (Mohammadhosseini et al., 2016). Oil palm trunks (OPT), oil palm fronds (OPF), empty fruit bunches (EFB) and palm pressed fibres (PPF), palm shells, and palm oil mill effluent (POME) are included in this classification. However, major dumping issues result given the presence and volume of oil palm waste. Therefore, to solve this issue regarding biomass waste, the waste from the by-product of oil palm can be utilised as the infill material in FC to enhance its properties (Momeen et al., 2016). FC is a cellular cemented material acquired through the introduction of preformed foam into the cementitious matrix. Combining these materials leads to air voids built up within the material’s underlying microstructure (Mahzabin et al., 2018). These natural fibres substitute other traditional additives such as steel and glass fibres which have previously been expansively utilised. This change in tendency is due to the added value that natural fibres bring to these materials, particularly from sustainability.

There is increasing attention to developing concrete bonded natural lignocellulosic fibre composites with improved durability and mechanical properties. These fibres provide a superior contact surface with the cement matrix, which significantly enhances its bond, gaining a more homogeneous material, thus, having better mechanical properties. The inclusion of lignocellulosic fibres, such as coconut fibre, oil palm fibre and jute fibre as reinforcement in cement-based composites, has been studied to in part substitute the synthetic counterparts, particularly glass and polymeric fibres in construction materials. Though, in addition to the problem of durability, there is the issue of the interface between the fibres with the cementitious matrix (Ezerskiy et al., 2018). Furthermore, the mechanical
features of cement-based composites strengthened with natural fibres not only depend on the properties of the fibre itself but also on the degree to which an applied load is spread to the fibres by the matrix phase (Ferreira et al., 2017).

Moreover, deviations in the mechanical properties over time can transpire due to microstructural instabilities in the fibre–matrix boundary and bulk, as a sign of the continued hydration process in the fibre surroundings (Hasan et al., 2020). First, though, the growing porosity value of the cement composite in the interfacial region arises, as there is a variation of the water to binder proportion (Hospodarova et al., 2018). Then, there is a further encounter for the fibre-cement; the lignocellulosic fibres’ hydrophilic nature hinges on the lumens, sorptivity, irregularity, chemical compounds and superficial energy in the fibre–matrix boundary (Karade & Aggarwal, 2011). Therefore, it is crucial to control the fibre–matrix interface with lignocellulosic fibre, unlike synthetic fibres such as glass fibre. Lignocellulosic fibres have substantial disparities in chemical composition, diameter, and superficial coarseness ensuing in the important smattering in fibre mechanical properties (Li et al., 2020). For instance, with a non-uniform cross-section and composition along the longitudinal axis, the tensile strength of the oil palm trunk fibre is diverse between 115 to 165 MPa. The lignocellulosic fibre reinforcement bonding in cement-based materials remain comparatively unmapped (Mahmud et al., 2021).

Therefore, problems between the lignocellulosic fibre interface and matrix must be analysed inversely from composites reinforced with synthetic fibres, though comparable durability and mechanical strictures can be employed (Onuaguluchi & Banthia, 2016). The contact can ensue over three mechanisms: mechanical coupling of the two materials, physical coupling such as van der Waals interaction, and covalent bonding between the fibre and the matrix (Kochova et al., 2020). These interactions produce an interphase region which is a three-dimensional region near the fibre with properties different from either the fibre or the matrix (Hasan et al., 2021).

In recent years, foresight groups worldwide have recognised the future demand for light, durable, economical and environmentally friendly construction materials to enhance eco-friendly products. It is anticipated that the current study will benefit many players in the construction industry, especially manufacturers and contractors since they can derive the benefits of the newly formed construction materials (Kamaruddin et al., 2018). FC has several advantageous properties such as low self-weight, especially for low densities, which are important in renovation operations and lowering the loads in the building’s structural elements. As such, the oil palm fibres aid in reinforcing the FC and help to enhance the tensile and flexural strength of the FC.

According to Mohammadhosseini et al. (2016), the strength of EFB spikelet fibres is higher than the EFB stalk, whereas the extension at the failure of the fibre from the stalk is more than that of the fibre from the spikelet. OPT fibre was found to be suitable
reinforcement given the high tensile strength (300-600 N/mm²) retained by OPT, which is regarded as high compared to other natural fibres. OPT also has a high density (1200 kg/mm³), which signifies that the fibre has a strong and high lignin content (23.03%). Moreover, it is considered strong as lignified cellulose fibres hold their strength better than delignified fibres (Majid et al., 2012). Hence this research aims to examine the durability and mechanical properties of FC incorporating different types of biomass waste of the palm oil fibre, namely the stalk, spikelet, frond, trunk and mesocarp.

MATERIALS AND METHOD

Materials

FC is a mixture of lightweight cellular mortar and stable foam. Ordinary Portland Cement (OPC), fine sand, clean water and preformed foam are the main materials used to form FC. The cement used in this mixture is Type 1 Portland Cement under British Standard BS12 (British Standard Institution, 1996), and a portable foaming generator is used to produce the stable foam practically. In this study, a synthetic foaming agent, as the foaming agent, was used to produce the foam. This type of foaming agent is suitable to produce FC since it has a density of 1000 kg/m³ and above. The ratio of foam to water applied was 1:30. This colourless liquid has a specific gravity of 1.05 and is a foaming agent containing sodium sulphate that eases foam formation. Previously, foam generators were used as a preform foaming agent and to mix the synthetic foam with water.

Next, the foam was then applied to the mortar and mixed for 5 minutes. The mixing rotation speed was subsequently decreased to prevent the occurrence of defects. The weight of the foam used in this study was 65 g/litre for each design mix. In addition, the fine aggregate used in this study was natural fine sand obtained through a local distributor. The fine sand had been sieved during the material preparation. The appropriate size of fine aggregates or fine sand used was 1.18 mm using a sieving machine according to British Standard BS882 (British Standard Institution, 1992). Clean water free from debris and other organic materials was used to mix and cure the process in this study. The water-cement ratio was 0.45 based on previous studies that claimed that this ratio could achieve reasonable workability of FC. Oil palm fibres were used in vast quantities of oil palm biomass such as oil palm trunk (OPT), an oil palm frond (OPF), oil palm mesocarp (OPM) and empty fruit bunch (EFB) consisting of the stalk and spikelets generated by the oil palm industry in Malaysia.

The OPF and OPT were produced from oil palm plantations, while the oil palm EFB was from oil palm processing. The OPM is residue attained from oil palm fruits after extracting the oil. All these fibres were extracted and processed in factories and supplied from a local supplier. The fibres were cleaned and rinsed five times using tap
water beforehand to eliminate any unwanted debris (Figure 1). The fibres were then sun-dried for about 72 h until thoroughly dried. Only natural fibres were used in this study, having a length of around 3 cm and 0.01 mm in diameter. The weight fraction used was 0.45% by weight of the total mix. The chemical composition and mechanical properties of these fibres are shown in Table 1. Figure 2 visualises the SEM micrograph images of different types of fibre used in this investigation.

Table 1
Chemical composition and mechanical properties of fibres

<table>
<thead>
<tr>
<th>Composition</th>
<th>Frond fibre</th>
<th>Trunk fibre</th>
<th>Mesocarp fibre</th>
<th>Spikelets fibre</th>
<th>Stalk fibre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lignin (%)</td>
<td>21.4 ± 0.6</td>
<td>20.1 ± 0.8</td>
<td>31.4 ± 3.8</td>
<td>23.6 ± 0.5</td>
<td>17.8 ± 0.7</td>
</tr>
<tr>
<td>Cellulose (%)</td>
<td>31.7 ± 4.1</td>
<td>34.4 ± 0.8</td>
<td>24.5 ± 0.7</td>
<td>25.1 ± 2.6</td>
<td>33.1 ± 0.6</td>
</tr>
<tr>
<td>Hemicellulose (%)</td>
<td>34.3 ± 1.2</td>
<td>14.3 ± 1.6</td>
<td>31.7 ± 4.4</td>
<td>26.2 ± 1.5</td>
<td>32.8 ± 2.2</td>
</tr>
<tr>
<td>Extractives (%)</td>
<td>2.5 ± 0.4</td>
<td>2.4 ± 0.3</td>
<td>4.3 ± 0.2</td>
<td>2.7 ± 0.3</td>
<td>3.2 ± 0.4</td>
</tr>
<tr>
<td>Diameter (µm)</td>
<td>296</td>
<td>275</td>
<td>382</td>
<td>358</td>
<td>329</td>
</tr>
<tr>
<td>Density (kg/m³)</td>
<td>660</td>
<td>635</td>
<td>804</td>
<td>758</td>
<td>722</td>
</tr>
<tr>
<td>Tensile strength (MPa)</td>
<td>96</td>
<td>67</td>
<td>139</td>
<td>116</td>
<td>82</td>
</tr>
<tr>
<td>Young’s modulus (MPa)</td>
<td>6753</td>
<td>3828</td>
<td>14367</td>
<td>10305</td>
<td>5831</td>
</tr>
<tr>
<td>Elongation at break (%)</td>
<td>14.4</td>
<td>17.5</td>
<td>9.6</td>
<td>11.5</td>
<td>14.7</td>
</tr>
</tbody>
</table>

Figure 1. Fibres were properly washed to remove unwanted residue and debris

Figure 2. SEM micrograph of different types of fibre used in this study: (a) mesocarp fibre; and (b) stalk fibre
Mix Design

A total of 6 mixes were prepared in this research. The density used was kept constant at 1800 kg/m³. The fibre weight fraction (weight-to-weight ratio) used in this study was 0.45%. For all mixes, the sand-cement ratio was 1:1.5, and the water-cement ratio was kept constant at 0.45 because it gave adequate workability through the flow table test (Figure 3). The desirable spread for this flow table test is between 20-25cm. For this assessment, spreads of 22 to 24 cm were achieved. Table 2 shows the proportions of the mix used in this study.
Testing

The tests performed in this study involved examining the durability and mechanical properties of the oil palm fibres. The water absorption test, porosity test, ultrasonic pulse velocity (UPV) test and drying shrinkage test were undertaken to examine the durability properties of FC. In addition, destructive tests that included the compression test, flexural test and splitting tensile test were also conducted in determining the mechanical properties of FC. Tables 3 and 4 show details of the specimens and standard codes of these tests for the durability properties and mechanical properties tests.

Table 3
Durability properties test

<table>
<thead>
<tr>
<th>Type of Test</th>
<th>Specimen</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porosity</td>
<td>Cylinder (45 mm diameter × 50 mm height)</td>
<td>British Standard BS1881-122 (British Standard Institution, 1983)</td>
<td>The specimens are fully submerged in the vacuum chamber for 48 h after being removed from the oven and cooled. The mass in water and mass in the air is then recorded.</td>
</tr>
<tr>
<td>Water Absorption</td>
<td>Cylinder (75 mm diameter × 100 mm height)</td>
<td>British Standard BS1881-122 (British Standard Institution, 1983)</td>
<td>The specimens are placed in an oven for 72 h. After being removed and cooled, specimens are weighted and immediately immersed in the tank. The specimens are left immersed for 30 min. Then, after being removed from the water, the specimens are weighed again.</td>
</tr>
<tr>
<td>Drying Shrinkage</td>
<td>Prism (75 mm × 75 mm × 275 mm)</td>
<td>ASTM International C878 (ASTM International, 2014)</td>
<td>A spherical gauge plugs are attached at both ends of the specimens to facilitate length change measurements.</td>
</tr>
<tr>
<td>UPV</td>
<td>Prism (100 mm x 100 mm × 500 mm)</td>
<td>British Standard BS12504-4 (British Standard Institution, 2004)</td>
<td>The ultrasonic pulse velocity (UPV) is examined by measuring the propagation velocity of a transmitted longitudinal ultrasonic pulse across the cross-sectional area. The transducers are placed for testing at a length of 0.5 m.</td>
</tr>
</tbody>
</table>
Table 4

<table>
<thead>
<tr>
<th>Type of Test</th>
<th>Specimen</th>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression Test</td>
<td>Cube (100 mm × 100 mm ×</td>
<td>British Standard BS12390-3 (British</td>
<td>Compressive strength test of FC is performed using GoTech GT-7001-BS300 Universal Testing Standard Institution, Machine. The maximum load and compressive 100 mm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>strength are recorded.</td>
</tr>
<tr>
<td>Flexural Test</td>
<td>Prism (100 mm × 100 mm ×</td>
<td>ASTM International C293 (ASTM</td>
<td>Flexural strength test of FC is conducted using GoTech GT-7001-C10 Universal Testing 500 mm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Machine. The maximum load and flexural strength are recorded.</td>
</tr>
<tr>
<td>Splitting Tensile Test</td>
<td>Cylinder (100 mm diameter × 200 mm height)</td>
<td>ASTM International C496 (ASTM International, 2017)</td>
<td>Tensile strength test of FC is accomplished using GoTech GT-7001-BS300 Universal Testing Machine. The maximum load and splitting tensile strength are recorded.</td>
</tr>
</tbody>
</table>

RESULTS AND DISCUSSION

Water Absorption

The water absorption percentage in FC specimens is shown in Figure 4. It is seen that the mesocarp fibre results had the lowest percentage of water absorption at 7.94%, followed by the percentage of the water absorption of the spikelet fibre at 7.99%. It shows a slight difference between spikelet fibre and mesocarp fibre at 0.05%. The control mix resulted in the highest rate of water absorption of 9.18%. Among all five fibres considered in this study, trunk fibre led to the highest water absorption capacity of FC (9.09%). These results can be related to the chemical composition of the fibre itself. With reference to Table 1, the percentage of cellulose will directly affect the water absorption of fibre reinforced FC. For instance, the cellulose content in trunk fibre is the highest (34.4%), while cellulose content in mesocarp fibre is the lowest (24.5%). Fibre with high cellulose content has a greater diffusion coefficient and transport capacity; thus, it absorbs more water. Additionally, according to Elrahman et al. (2019), water absorption is highly dependent on the voids in the composite itself; the water fills the empty voids quickly by capillary action until the voids are limited. However, with the addition of oil palm fibres, the water absorption in FC can be reduced compared to the control specimens without fibre. Fu et al. (2020) concurred that as fibre content increases, water absorption would increase. This proposition is also supported by Hamad (2014) that water absorption increases as the fibre content increases.

Therefore, in this research, the percentage of fibre content is held constant at 0.45%, the optimum percentage that allows good water absorption in FC. On the other hand, moisture diffusion occurs by transmitting fluid molecules through the porous structure, although this process is inhibited by the required number of fibres that fill up the void in the FC matrix. However, an abundant amount of fibre may cause capillary transport into the gaps and flaws at the interface between the fibre and matrix (Jalal et al., 2017).
During this process, the effect of water begins with the swelling of the fibre after moisture absorption continues with the matrix micro-crack around the swollen fibres. Then, the capillary mechanism, water molecules flow along with the fibre-matrix interface, causing water diffusion through the bulk matrix. Finally, the water-soluble substances leach from the fibres, causing ultimate fibre-matrix debonding. It may result in a reduction of the mechanical properties of the concrete.

![Figure 4. Influence of different parts of oil palm fibre on water absorption of 1800 kg/m³ density FC](image)

**Porosity**

Figure 5 shows the result for the percentage of porosity in FC. Based on this result, FC, including all parts of oil palm fibre, resulted in a lower porosity percentage than the control mix. According to Lim et al. (2013), porosity and pore size distribution in FC may be reduced by using admixtures. Therefore, the inclusion of oil palm fibres helped to initiate blocked pore structures to reduce the diameter of openings and reduce the permeability of the concrete structure. Thus, it can be concluded that the inclusion of fibre can reduce porosity in FC. With reference to Figure 5, the control specimen recorded the highest porosity of 25.91%. The addition of mesocarp fibre gave the lowest porosity of 22.45%, while trunk fibre inclusion led to the highest porosity reading of 24.78%. Same as water absorption, the cellulose content in fibre plays an important role and affects the porosity of FC. When the oil palm fibres were exposed to a process of water absorption, this cellulose swelled. As a result of the swelling, microcracks can appear in a brittle matrix in the cementitious composite of FC, leading to the largest transport of water through the fibre matrix interface and giving high porosity. The formation of microcracks if FC matrix at the interface region, induced by cellulose fibre swelling, can upsurge the diffusion transference of water via them. Additionally, a capillarity mechanism becomes active; water molecules flow through the fibre and FC matrix interface, leading to a greater diffusivity. The difference
of diffusion coefficient values for the same fibre weight fraction in FC can be explained again due to the scattering of natural constituents of the fibre itself.

![Figure 5. Influence of different parts of oil palm fibre on porosity of 1800 kg/m³ density FC](image)

**Ultrasonic Pulse Velocity**

Based on the result shown in Figure 6 below, the highest reading of the UPV is influenced by the mesocarp fibre. A UPV test was conducted to determine the quality of concrete. From Figure 6, the ultrasonic pulse velocity result with the addition of mesocarp fibre was the highest (3217m/s), followed by spikelets (3208m/s), stalk (2995m/s), frond (2966m/s) and lastly, the trunk fibre (2945m/s). The control mix only achieved ultrasonic pulse velocity reading of 2894m/s. According to Moon et al. (2015), concrete with a UPV value between 3500-4000 km/s is in the range reflecting good to a perfect type of concrete; thus, FC with the addition of mesocarp fibre is categorised as good and of a high-quality concrete grade. It shows that the control mix is considered a poor quality of concrete. Therefore, the inclusion of fibre can enhance the quality of concrete. The UPV allows the examination of material homogeneity and ease in the diagnosis of defects. It also allows for examining material homogeneity and ease in the diagnosis of defects. The UPV method is when the material passes through the propagation of a high-frequency sound wave. Wave speed varies according to material density allowing for porosity estimation and discontinuity detection. The quality of most building materials is related to their rigidity. The measurement of UPV can be used to measure concrete structures’ quality, estimate the mechanical properties, compressive strength and modulus of elasticity.

The ultrasonic pulse velocity results obtained from this experimental work can be linked with the cross-section diameter of the fibres themselves. The cross-section diameter of fibre in harden cement matrix will influence the ultrasonic pulse velocity of FC. Individual
cells in fibre cross-sections of larger diameter will fill the gaps well between the void cells of FC and led to a denser cementitious composite, which at the same time improved the ultrasonic pulse velocity of FC (Mydin & Mohd Zamzani, 2018). The inclusion of natural fibres contributes to the modification of the pore structure of FC, leading to reduced gel pores in FC. Among the five types of oil palm fibre considered in this research, mesocarp fibre has the largest cross-section diameter of 382µm, followed by spikelets fibre (358µm), stalk fibre (329µm), frond fibre (296µm) and trunk fibre (275µm). So, it can be seen that the larger the diameter of the fibre, the better will be the result of the ultrasonic pulse velocity. Natural fibre like oil palm is flexible and small in diameter. Intrinsically, they create a small matrix of aggregates within the larger FC matrix. If ultrasonic pulse flows through FC via the cement paste, the fibres create a more tortuous path. The more tortuous the path, the longer it takes for the ultrasonic pulse to traverse through it.

![Graph](image)

*Figure 6. Influence of different parts of oil palm fibre on UPV of 1800 kg/m³ density FC*

**Drying Shrinkage**

Figure 7 shows the result of the drying shrinkage for FC with a density of 1800 kg/m³ and different parts of oil palm fibre. The drying shrinkage of FC with mesocarp fibre increased significantly until day 28 of the testing age. On day 28, the drying shrinkage of this mixture exceeds the drying shrinkage that occurs in the FC with the inclusion of spikelet fibre. It can be seen from Figure 7 that all drying shrinkage in the FC with the inclusion of oil palm fibres slightly increases after day 28 until day 60. It is due to the concrete specimens’ condition during the first seven days, which were not fully hardened, while on day 28 onwards, the concrete specimens hardened completely, thus slowing the shrinkage in the concrete (Tangchirapat & Jaturapitakkul, 2010). Based on Figure 7, the control mix experienced the highest drying shrinkage in the FC. The absence of solid aggregate in FC makes the particles in FC become closer with the evaporation of water; hence, it increases the shrinkage value of the FC.
However, with the addition of oil palm fibres, drying shrinkage in FC can be reduced. Previous studies proved that the inclusion of fibre restricts drying shrinkage. According to Munir et al. (2015), fibre can retain water, thus delaying the water evaporation rate and reducing drying shrinkage. From Figure 4, spikelets and mesocarp fibres gave the best result in terms of drying shrinkage. Spikelets and mesocarp fibres have excellent young’s modulus and elongation at break (Table 1). Elongation at break of mesocarp fibre was only 9.6% and for mesocarp fibre was 11.5%. The other fibres got higher elongation at break. For instance, elongation at break of trunk fibre was 17.5%, almost double that of mesocarp fibre. Therefore, fibre with lower elongation at break percentage will not shrink much when combined with FC cementitious material.

![Figure 7. Influence of different parts of oil palm fibre on drying shrinkage of 1800 kg/m³ density FC](image)

**Compressive Strength**

The result of the compressive strength of FC with the addition of oil palm fibres is shown in Figure 8, where there is a noticeable improvement in the compressive strength of FC beginning from day seven until day 60 of the testing age. It can be seen that FC, without the addition of oil palm fibre, has the lowest compressive strength compared to other mixtures. With the addition of mesocarp fibre, FC achieved the highest compressive strength of 30% increment compared to the control specimen at day 28, followed by FC with the addition of spikelet fibre (21% increment). Besides, there is also a noticeable increase in compressive strength at 16%, 11% and 7% of the FC specimens, including the frond, stalk, and trunk, respectively, at day 28. Here, the fibres and the cement matrix achieved high compaction, which resulted in good mix homogeneity with 0.45% fibre inclusion. This finding is also supported by Muthusamy & Zamri (2016), who proved that compressive strength and bulk density are slightly enhanced with low fibre content ranging between 0.3% to 1.5%.
These results were expected to be related to the young’s modulus of the fibres. Mesocarp fibre has the highest young’s modulus, 14367 MPa, compared to other fibres from oil palm biomass waste. When relating to the single fibre test results in Table 1, mesocarp fibre has the highest value of young’s which was 14367 MPa, followed by spikelet (10305 MPa), frond (6753 MPa), stalk (5831 MPa) and trunk (3828 MPa), thus directly contributing to the higher compressive strength of foamed concrete. By adding mesocarp fibre which has the highest young’s modulus in FC, the resistance of the composite has been suppressed. This result may be explained because fibre with higher young’s modulus provides greater rigidity to the FC matrix.

However, if the fibre content exceeds 0.5%, the compressive strength of mortar samples is reduced, as proven by other studies. According to Mydin et al. (2016a), the high addition of fibre into the concrete mixture will retard the hydration process, thus resulting in low strength concrete. Although it also gains strength after a certain concrete age. As FC contains void gaps of a wide range of sizes and shapes in the matrix and micro-cracks at the transition zone between the matrix, the addition of fibre can aid in the failure of the mode under compression stress (Thakrele, 2014). Therefore, based on the result obtained in this study, it can be concluded that all FC mixes undergo strength development based on age.

![Figure 8. Influence of different parts of oil palm fibre on axial compressive strength of 1800 kg/m³ density FC](image)

**Flexural Strength**

Figure 9 shows the result of the FC specimens’ flexural strength with oil palm fibre. The FC specimens with the inclusion of mesocarp fibre show the highest floral strength compared to the other mixtures. The control mix obtained the lowest flexural strength showing only
a slight increment along with the testing age. However, FC specimens with the addition of oil palm fibres show a significant increment in flexural strength by age. Moreover, there is a noticeable increase of compressive strength at 41%, 74%, 67% and 37% of the FC specimens, including stalk fibre, spikelet fibre, frond fibre and trunk fibre, respectively, at day 28 compared to control specimen. The highest flexural strength at day 28 was achieved with the inclusion of mesocarp fibre with an enhancement of 96% compared to the control specimen.

These results were likely to be related to the tensile strength of the fibres presented in Table 1. Mesocarp fibre has the highest tensile strength, 139 MPa, among other fibres from oil palm biomass waste considered in this research. The tensile strength of a single fibre is defined as the ability of the fibre to resist a force that tends to pull it apart. So, the stronger fibre entanglement such as mesocarp fibre will sturdily keep the fibres together and create tougher fibre–matrix adhesion, which leads to excellent flexural strength properties to the FC specimens under the applied load. Meanwhile, trunk fibre has the lowest tensile strength (67 MPa), followed by a stalk (82 MPa), frond (96 MPa) and spikelet (116 MPa). This relatively low transverse stiffness of fibre creates weak planes of failure for a much stiffer matrix, thus exhibiting the lowest percentage of flexural strength enhancement. Hence, the results obtained increases the possibility that mesocarp fibre is the most effective fibre that can provide stronger fibre gripping in a longer period, thus delaying fracture in composites at early of day seven under flexural.

![Figure 9. Influence of different parts of oil palm fibre on the flexural strength of 1800 kg/m³ density FC](image-url)
Ramamurthy et al. (2009) reported that the flexural strength of FC ranges between 15% and 35% of its compressive strength. Whereas in the current research, the flexural strength of FC is between 20-28% of its compressive strength. The fibre in FC is to strengthen FC mass and transfer the basic material character from brittle to ductile elastic-plastic. Fibre contributes towards enhancing the flexural strength of FC. However, excessive fibre content may also reduce bonding and deterioration (Mydin et al., 2016b). The use of a 0.45% volumetric fraction of fibre content can be considered an optimal percentage for this type of concrete based on the increment of compressive strength and flexural strength. The increase of flexural strength is compatible with the compressive strength increase. High flexural strength is due to reducing porosity in FC mixes (Sari & Sani, 2017). Therefore, based on the result of the strength obtained, it can be concluded that the inclusion of fibre can enhance flexural strength by age.

**Splitting Tensile Strength**

Figure 10 displays the trend of increasing splitting tensile strength in FC, including different parts of oil palm fibre. Based on the result, the FC specimens with mesocarp fibre achieved the highest tensile strength, whereas the control mix obtained the lowest tensile strength. As for the other specimens, each mix achieved a noticeable increment in tensile strength at 22%, 20%, 20% and 18% of FC with the addition of stalk fibre, spikelet fibre, frond fibre and trunk fibre, respectively.
In this research, the splitting tensile strength of FC is 60% of its flexural strength. As shown in Table 1, the elongation at break for mesocarp fibre is low, resulting in high tensile strength (Müller et al., 2014). Elongation at break expresses the ability of fibre to resist changes of shape without crack formation. Natural fibre such as oil palm fibre is more rigid, thus enhancing the splitting tensile strength (Memon et al., 2018). FC is known to have low tensile strength and brittle nature. However, based on the data recorded in this study, the tensile strength was shown to increase due to oil palm fibres slightly. The increase of tensile strength is due to the increase in toughness of concrete due to the presence of oil palm fibres, where 0.45% of fibre content enhances the increment of tensile strength in FC by promoting optimum pozzolanic reaction with OPC content, thus producing denser and stronger concrete. The data obtained in this study indicate that the addition of oil palm fibres enhances the tensile strength of FC.

Correlation Between Water Absorption and Porosity

As shown in Figure 11 below, the relationship between the two variables is almost linear. It shows that lower density mixtures absorb significantly higher percentages of water compared to those with higher densities. According to Jhatial et al. (2017), water absorption can be expressed as either an increase in mass per unit of dry mass or an increase per unit volume. In normal concrete, water absorption results are most likely to be relatively similar, no matter how they are expressed. However, in FC mixtures, there will be a remarkable contrast if expressed by both expressions. The researchers also claimed that FC mixtures with high porosity do not necessarily result in high-water absorption. Kim et al. (2010) also agreed that there was no clear relationship between water absorption and porosity. However, a linear correlation exists between them. The pore structure of the cement

![Figure 11. Correlation between water absorption and porosity of 1800 kg/m³ density FC](image-url)
matrix affects both water absorption and porosity. The distribution of liquid occurs at the surface and flows into the interior. Therefore, this proves that surface water absorption has a significant influence on porosity. In addition, internal water absorption may have little impact on the porosity of FC.

**Correlation Between Compressive Strength and Porosity**

Air voids, capillary pores and gel pores are conditions found in the pore structure of cement-based materials, in which the pores are randomly sized, organised and attached. Porosity is recognised as one of the major elements that directly affect the strength and durability of cement-based materials. Based on Figure 12, it can be observed that the lower porosity of concretes with sufficient binding material content leads to a higher strength of concretes.

![Figure 12. Correlation between compressive strength and porosity of 1800 kg/m³ density FC](image)

\[ y = 1.02x + 37.19 \]

\[ R^2 = 0.94 \]

**Correlation Between Flexural Strength and Water Absorption**

The relationship between flexural strength and porosity is shown in Figure 13 below, where the behaviour of flexural strength is similar to compressive strength. As water absorption increases, flexural strength will decrease. The development of molecules that retaliate and dismantle their chemical stability is the result of high-water absorption. A product consisting of solid and pore systems is obtained through the hydration reaction of cement (Jalal et al., 2017). The pathway for the transfer of fluid into concrete is supplied by opening the network of the cement paste matrix, and its development depends on several considerations, such as the initial condition and its duration, testing age and climatic exposure during drying and conditioning of concrete (Kamaruddin et al., 2018).
CONCLUSION

In this research, with mesocarp fibre, FC attained remarkable results, which proved that the addition of fibre in FC could enhance its properties. FC with mesocarp fibre acquired the lowest water absorption percentage at 7.94%, followed by the percentage of water absorption in spikelet fibre at 7.99%. It shows slight differences between spikelet fibre and mesocarp fibre at 0.05%. For porosity, FC, including all parts of oil palm fibre, resulted in a lower porosity percentage than the control mix. The inclusion of oil palm fibres helps to initiate occluded opening structures to minimise the diameter of openings and reduce permeability through the concrete structure. The highest reading of UPV was influenced by mesocarp fibre. A UPV test was conducted to evaluate the quality of concrete where the FC with the addition of mesocarp fibre was categorised as a good and high-quality concrete grade with a reading of 3.217 km/s. Drying shrinkage of FC with the addition of mesocarp fibre increased significantly until day 28 of the testing age. The drying shrinkage of FC with the inclusion of oil palm fibres slightly increased after day 28 until day 60. In addition, the FC without the addition of oil palm fibre had the lowest compressive strength compared to the other mixtures. With the addition of mesocarp fibre FC achieved the highest compressive strength, followed by FC with spikelet fibre. Here, the fibres and the cement matrix were expected to achieve high compaction, leading to good homogeneity in the mixture with 0.45% fibre inclusion. The addition of fibre in FC strengthens FC mass and modifies the basic material character from fragile to ductile elastic-plastic. As such, the addition of fibre contributes to enhancing the flexural strength of FC. However, excessive fibre content may lead to reduce bonding and disintegration.
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ABSTRACT

Tracking and tracing systems have become basic services for most logistics companies and are particularly essential for the shipping and logistics industry. Dynamic logistics management today need constant supervision and management of continuously-changing supply chains that motivate the necessity of goods-centric logistics monitoring and tracking, which guarantees a chance to improve transparency and control of a company’s multiple logistical activities. However, operational inefficiencies due to the conventional monitoring system for the supply chain management can also result in sales loss, higher cost, poor customer service—and eventually lower profits. Based on research literature, this paper aims to provide a novel approach for tracking and tracing shipment in a logistics organisation by implementing deep natural language processing concepts. The study aims to allow the stakeholders to think in new ways in their organisation and helping them to have a powerful influence on tracking and tracing to make the best decision possible at the right time. The proposed method is compared based on the accuracy of identifying the query, and results are significantly acceptable. This study is of related interest to researchers, academicians, and practitioners.
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INTRODUCTION

The way business operates worldwide has experienced dramatic changes over the past decade, with conventional industrial, political, and geographical borders almost vanishing. The logistics sector was not left
untouched by such changes under global market conditions. Global business logistics played a crucial role in adapting to the changing consumer demand in globalisation and mass adaptation. In times of globalisation, businesses increasingly need versatility and agility to satisfy the rising needs of adaptation and fluctuating consumer demand (Klein & Thomas, 2009). The dynamics of worldwide supply chains have ensured that their manageability has increased (Artto et al., 1998). Supply chains are becoming more complex worldwide (Christopher & Peck, 2004). As a result, a company’s success depends more and more on its supply network, and ‘individual companies are no longer competing as independent entities but as supply chains (Lambert & Cooper, 2000). The world in which logistics and transport managers find themselves is very different today from just a few years ago. Today’s managers in the Logistics service industry have several challenges and opportunities in dramatic contrast to a decade ago. It is, therefore, no wonder that many managers have not entirely adapted to the changing world and have missed chances and success deficits. The prospect of exploiting the transport role as a crucial strategic factor in the supply chain is prominent among the list of missed opportunities. With globalisation, the nature of services, and higher consumer expectations, businesses turn their supply chain into the epicentre of industry innovation using state-of-the-art technologies.

Rising technological advances are widening industry-wide, and logistics and the supply chain can be the most affected industries. Renowned for the substantial use of manual procedures and the vast volume of data processed at various locations and in different ways, logistics has the most significant advantage from adopting emerging technology and pursuing the most creative logistics trends. As digitalisation takes hold and consumer expectancies grow, logistic companies are witnessing a period of unparalleled transition. Innovations make it possible to be more competitive and collaborative, and they re-form the market in ways that only start to emerge. Many advances in current logistics at the global and local level motivate the need for more transparency in supply chain structures or collaboration with creative logistical service providers (Klumpp et al., 2011).

The transparency of the supply chain is the ability to monitor a wide range of goods during transport to obtain a simple overview of each stage of the process. It helps businesses enhance their customer support and cost control through continuous inventory management, constructive status updating, interruption limits, and risk reduction (Gnimpieba et al., 2015). Without adequate systems, businesses face enormous challenges because the requisite supply chain transparency cannot be guaranteed (Baresi et al., 2016). Shipping and tracking are additionally centre segments of a board network like a modern supply chain management system intended to fulfil clients. Tracking shipments in service to customers is considered significant for suppliers and essential to efficient supply networks. Transportation tracking is an integral part of customer service and is essential for logistical services. The tracking system makes it easier to identify the shipment location and informs the client in due course.
The application of information management over the entire strategy of the logistics can be improved by monitoring the carriers in real-time and tracking them.

Responses to questions like “Where is my shipment? Furthermore, “When is my shipment coming?” in logistics is usually not adequately accurate and thus reduces the productivity of logistics service providers. As logistics is dynamic and requires numerous transport modes and carriers, improving productivity and saving the supply chain’s expense is essential to connect between various parties and use real-time data. Product timely delivery is a significant factor in the happiness of customers. Higher levels of customer loyalty contribute to better engagement of consumers and company repeat. Technical solutions will play a key role by increasing the distribution pace and keeping consumers aware of the product delivery plan. It can also provide the customer with a platform for tracking orders, enhancing a sense of self-sufficiency and control for a customer, and translating customer services for saving logistical organisation time and money. Using technology to gain more insight into all aspects of the industry and make data-driven decisions based on real-time information and innovation brings productivity across the logistics process. The information-sharing framework enables manufacturers to improve cooperation with their partners in real-time.

More businesses integrate technologies into their supply chain management processes to remain globally competitive and at the forefront of a complex business environment. AI is a central component of the revolution of Industry 4.0. Organisations can use artificial intelligence (AI) to help turn the unpredictable into the envisaged.

This paper aims to develop further the above concepts and apply an intelligent transport management conceptual model. The purpose of this paper is twofold: first, the analysis and presentation of the deficiencies of conventional tracking systems in logistics networks and second, to propose a new approach for constructing solutions for tracking in logistics networks. This paper is present in six sections. Section 2 discusses the theory of tracking systems by identifying the existing tracking systems from the literature. Section 3 discusses the motivation behind the use of Natural Language Processing (NLP). Section 4 discusses the method of implementation. Section 4 and 5 discuss the objective and significance of this study. Section 6 discusses the method of implementation. The study results are present in section 7 of this paper, and we finally conclude in Section 8 by drawing the future research directions.

LITERATURE REVIEW
There is rising interest in monitoring delivery and supplying consumers with tracking information. It is an essential customer service factor often viewed as industry practices instead of a possible competitive benefit for logistics service providers (LSPs). Industries spend substantial resources to provide their consumers with monitoring services (Töyrylä,
1998). It allows consumers to trace and track transportation shipments in transit and, therefore, schedule and control their activities. Tracking means the IT-supported systems to determine object status in the manufacturing or logistic company’s physical supply chain. A track-and-trace framework for managing interconnected logistical networks is essential and enhances customer support (Shamsuzzoha et al., 2013). In the early days of tracking, a communications system for calling service providers and tracking shipments is an example of technology to add value (Kerr, 1989). EDI and LMS were widespread for regulating the shipment and decision-making (Sullivan & Fordyce, 1989). Loebbecke and Powell (1998) introduced the TRANSPO-TRACK approach for seamless tracking that also uses EDI. It is a technological solution to tracking issues in a logistics chain (Loebbecke & Powell, 1998). Alexander’s intelligent tracking system includes gathering information using RFID, GIS, GPS, and improving tracking efficiencies (Brewer et al., 1999). Chadil et al. (2008) provide the use of a model client-server in the real-time monitoring system. It is an integrated approach to detect shipment location information regularly sent to a server utilising a GPS/GPRS module. This study implements a tracking system using the GPS, GPRS, and Google Earth software for displaying locations (Chadil et al., 2008). A hybrid cargo level tracking system is an infrastructure-based solution that achieves greater precision and lower overall expenses than the existing system. The concept covers some advances and the newest generation of existing infrastructure (Yang et al., 2010).

The literature describes real-time tracking and tracing in various ways. Baresi et al. (2016) define traceability by an attribute that enables the shipment’s current position to be determined. According to Shamsuzzoha et al. (2013), tracking refers to the product’s positioning because it has value and risk of loss. Supply chain networks are an integral approach to coordinating material and product handling and monitoring from source to the final customer (Baresi et al., 2016).

According to Klein et al., tracking of shipments typically takes place via terrestrial systems (Klein & Thomas, 2009). All terrestrial systems are based on and implemented on Earth, whereas satellite-based systems need spatial hardware. Terrestrial systems issue status messages only when they complete each process phase. Mainly satellite-based systems, such as GPS, monitor larger cargo units, covering longer distances (Kothris, 2001). Auto-ID technologies allow the positioning of shipments in the supply chain. According to the study, Auto-ID networks are the subsystem of the logistics system (Shamsuzzoha et al., 2013). A logistics system is an effective freight transfer accompanied by an information flow. GPS trackings are commonly accepted and used for outdoor monitoring, which many articles have already adopted (Sultana et al., 2016).

At the same time, a supply chain network manages large volumes of items. It requires a distribution strategy to minimise the related logistics and labour costs in handling customer claims (Ko et al., 2011). Barcodes, QR codes, WSN, RFID, and GPS successfully monitor
and trace logistics. All these systems collect critical monitoring data like temperature, moisture, and position automatically and continuously (He et al., 2009; Jedermann et al., 2006). RFID technology provides certain distinct advantages to other forms of detecting systems, and for virtually any business enterprise, the potential of RFID technology can bring exciting possibilities. For product safety, visibility, and traceability, many industries use RFID technology. A mature RFID-solution technology allows structural enhancements across many logistics and supply chain systems. However, RFID systems are disadvantaged even with certain benefits as they entail high investment costs and lack data protection (Yuksel & Yuksel, 2011). Musa et al. (2014) provide a thorough overview of product visibility in the supply chain, outlining different criteria, processes, and architectures. Figure 1 depicts the evolution of the logistics tracking system.

Researchers and standardizing organisations still look ahead aggressively to establish global monitoring strategies (Huvio et al., 2002). Company managers have described this monitoring framework to boost their business by enhancing consumer loyalty and incorporating IT. However, most tracking systems are for the advantage of a particular entity, and therefore the tracing and tracking of multi-organisational ecosystems is not available (Kärkkäinen et al., 2004). As a result, companies are only able to monitor their shipments. Larger organisations have developed their monitoring scheme that typically uses the same solution with the same problems. Many companies concentrating on designing global supply chain management solutions construct their systems around a server that acts as a central storage point for monitoring data. Blockchain is an emerging technology to address a range of logistics problems (Christidis & Devetsikiotis, 2016; Kim & Laskowski, 2018). It is due to blockchain’s highly secure, trustworthy, unchangeable, collective repository, and global accessibility features. These characteristics are critical for logistics policymakers and provide end-to-end monitoring capability during transport,

![Figure 1. Timeline of growth in logistics tracking system (GEP, 2018)](image-url)
accountability, and decentralised activity without intermediary intervention (Abbas et al., 2020; Betti et al., 2019; Zhao et al., 2016).

Contemporary tracking systems may perform well if a single organisation manages products, but global supply chain networks do not fit conventional tracking approaches. Multi-company supply networks are typically carried out via a Web page to make tracking information accessible, leading to manual customer interrogation (Ruiz-Garcia et al., 2010). Automated monitoring systems should be there in the customer’s operating systems for the tracking systems. It is generally, though, prolonged and sometimes time-consuming. The industry deals with various issues, including transparency in supply chains, with many end customers unaware of the origins of their shipments, complicated processes involving intermediate freight brokers, and a lack of accountability in losses is an often challenging and opaque process. Logistics and shipping networks use information systems to a different degree. A planning and tracking system must be in place to succeed in various operations and assist decision-making at different points in the supply chain.

Artificial Intelligence (AI) and its subsets are no longer science fiction; they are a digital future for many businesses. Organisations, particularly those in the logistics sector, are on the verge of implementing AI-based solutions to streamline and redefine all of their core objectives. Artificial intelligence is a broad technology phrase that refers to transforming a massive amount of data into actionable insight through algorithmic processing. For the supply chain industry, Natural Language Processing (NLP) provides various advantages. Intelligent products are eventually the secret to saving and monitoring data to the final destination. NLP is computer software that interprets, perceives, and deduces context from human language intelligently and sensitively. NLP is used to analyse text, allowing machines to understand how humans communicate. There are numerous uses of NLP in the business world, including speech comprehension, information extraction, text generation, question answering, sentiment analysis, classification, speech-to-text translation and vice versa, and knowledge acquisition (Chowdhary, 2020; Clark et al., 2010; Garg et al., 2021b; Liu et al., 2017).

NLP is an ideal tool for tackling massive amounts of valuable data. Thus, any organisation that recognises the importance of data analysis—from a single text to a collection of documents that must be summarised—will benefit from NLP. NLP capabilities transform unstructured text into actionable information. Additionally, NLP technology can assist a platform in precisely managing user expectations to boost user satisfaction effectively. NLP is now increasingly being applied to medical education, which has helped to accelerate this process over the past several years. The potential of the NLP to facilitate FOAM (Free Open-Access Medical Education) materials integration with more traditional curricular components (Chary et al., 2019).

Thessen et al. defined the use of NLP to extract biological information such as cellular processes, taxonomy names, and morphological features in their work. According to them,
using natural language processing in biodiversity study promise to develop a semantic web for biology (Thessen et al., 2012). Biomedical and clinical text processing is a significant application area for natural language processing. Neuman et al. (2019) presented ScispaCy as a rapid and robust biomedical model. It is a specialised natural language processing library designed to address the core text processing requirements in the biomedical area (Neumann et al., 2019). In another study, Garg et al. (2021a) proposed a model for personalising news for the logistics business. It is a model that determines the importance of marine news by extracting data from corpora using statistics and deep learning methods. The study employs a natural language processing methodology to recommend news to various stakeholders in a busy media environment (Garg et al., 2021a).

**MOTIVATION BEHIND NLP IN LOGISTICS TRACKING**

The fourth party logistics company (4PLs) is ideal for handling all the customers’ supply chains. It thus serves as their only interface to a diverse network of logistics services providers across various forms: water (sea and barge), air, road, and rail. This position poses considerable challenges for efficient freight transport planning and control while maintaining adequate service standards. Real-time monitoring data is essential to achieve this type of operational excellence.

Industries are on the verge of investing a significant budget in providing their consumers with tracking services. This monitoring and tracking enable the service providers’ customers to identify the shipments in transit; thus, they schedule and control their activities. New tracking solutions may work well in managing products by one organisation, but the tracking of global supply chain networks does not follow conventional tracking approaches. Logistics organisations are spending a considerable amount on value-added services like tracing and tracking to their customers. These services play a significant role in satisfying customer demands as customers can locate shipments in transit; hence, they plan and monitor their operations. Many companies use traditional tracking approaches to handle goods by one company, but this approach might not work well to track global supply chain networks (Goll & Bolte, 2020).

The world economy is on a stunning turnaround. Brexit and the USCMA’s approval would possibly allow freight and global distribution programs to shift towards regional and more localised solutions (Bank, 2019). In 2021, global shipping technology will be a hot topic, and logistics partners need to recognise the best approach diligently. Delays and inefficiencies can vary from few days to weeks in current shipment management processes. It provides a significant opportunity and a necessity to incorporate technology and automation solutions that make timely decisions in the supply chain. This need gap requires developments from the processing of natural languages and machine learning. The Machine Learning (ML) and NLP algorithms can quickly transform large numbers of unstructured...
text into workable insights (Garg et al., 2021c). Natural language technologies have gained substantial focus from business, academia, and government since their inception. Natural language processing for the supply chain and distribution can be implemented in several respects. As supply chains produce broad data sets, it is vital to consult this data to optimise the supply chain correctly. NLP encourages users to ask difficult questions and guides them through the data to provide insights into answering them. It is also easier to simplify customer service with natural language processing. Stakeholders ask questions, and NLP responds to or directs them through the correct details. It decreases administrative costs of customer service centres and increases the supply chain’s satisfaction (Garg et al., 2021b).

The automation of information-based tasks is one of the most popular and efficient NLP usage cases. The advantages of NLP range not just from operational efficiencies and productivity but also from more operational data analysis to a modest benefit. We propose an NLP-based supply chain management solution for NLP-enabled smart tracking based on the fundamental need for a pragmatic solution to the supply chain and widespread NLP technological adoption in various fields (Kota, 2019). NLP-enabled smart tracking may benefit in the following way.

**Monitor Shipment Movement**

NLP algorithms can monitor changes in the shipment in real-time and help to manage master data accurately.

**Reduce Language Barriers**

Most companies operate globally, and language barriers can impede the efficiency of processes. To minimise barriers to regional languages, NLP can translate the question from one language to another language.

**Tailored Stringent Delivery Expectations**

Clients want to know where their orders are and receive the most accurate delivery expectations within tighter delivery periods. In a convenient time frame, users cannot expect the quickest delivery but instead precision. These challenges go well beyond the world of consumers, as they probably have learned from corporations like Walmart, which have similar suppliers’ standards.

**More Effective Order Tracking and Delivery**

The technology provides consistency across the entire production chain to improve insight in any aspect of the market and make real-time data-driven decisions. In supply chain management, the net effect of using technology includes decreased inventory costs, reduced
operating capital requirements, and improved client satisfaction. For all the candidates, this is undoubtedly a victory.

In value-added supply chain management and logistics systems, industry markets today are diverse. In recent years, technological advancement has helped meet the increasing demands of tracking and tracing the logistics or transport chains. Therefore, in terms of effective logistics network management and customer demand, the value of tracking and tracing shipments is considered reasonably large for manufacturing companies (Lund et al., 2019).

RESEARCH OBJECTIVE
The study aims to examine the implementation of natural language processing in a logistics organisation to develop a natural language-based solution to tracking or tracing shipments in the logistics industry. The study’s objective is to allow users to ask shipment-related questions and guide them through the data; providing workable insights to answer those questions enhances the customer experience in a logistic organisation. This research consists of a location monitoring module used to coordinate shipment tracking. Another objective of this study is to create an intelligent system that covers the core application of Natural Language Processing (NLP) to meet smart logistics services.

RESEARCH SIGNIFICANCE
Technology has a significant role to play in this new age for every industry to thrive. As the market is competitive, knowing the client base is critical. Since the prediction of consumer demand and its fulfilment has become complicated, it can be a tedious activity without good cooperation between different business partners. Supply chain management needs to provide the information of products at every stage of the logistics chain and have the correct details related to tracking the object. Each business needs to be aware of the product’s physical position in the supply chain while preserving a sensitive relationship between the third party and the client and balancing costs and time. This study will help to achieve the management of transportation in the supply chain. From an academic viewpoint, the study contributes to NLP’s potential in identifying information related to shipment in the logistics industry.

METHOD OF IMPLEMENTATION
The paper’s work is conducted in Python. The experiment environment consists of Intel Core i5-4590 CPU, memory is 4 GB, and the operating system is Windows 7 professional. This study is a prototype system executed on a sample dataset created from original AIS (Automatic Identification System) data. The process is described broadly in two phases: Phase one involves speech recognition and generating SQL queries from the natural
language; Phase 2 includes the results. The second phase is mainly a DBMS system that runs the SQL query over the database. Figure 2 depicts the pictorial representation of steps in implementation. The steps of implementation are as follows:

**Figure 2.** Steps in implementation

### Data Sources

This experiment uses the dataset of shipment. The dataset is created by considering the original dataset available from AIS and all logistics companies for tracking and other shipment details. Automatic Identification Systems (AIS) monitor ship traffic to improve the safety of navigation worldwide. With these systems, planners can handle long-term movement patterns in the ocean (MarineCadastre.gov, 2013). The original dataset includes a large number of columns. Some of the primary columns are (Flag, IMO, ENI, MMSI, Call sign, Carrier, Vessel Name, Vessel Type, Time of latest Position, Destination Port, Loading Port, Built, Latitude, Longitude, Current port, global Area, Local Area, Reported Destination, Speed, Draught, Course, Navigational status, Length, Width, Capacity, Current Port Country). For this study, the original dataset is trimmed to few columns, including Port of Loading (POL), Port of Destination (POD), Carrier, Latitude, Longitude (Table 1). Another database having the serial number and status of the shipment is defined in Table 2. The serial of the ‘shipment’ table has a key reference with the serial of the ‘status’ table. The data description is given below. Once the data is collected, a machine learning or deeper learning algorithm is not recommended to be directly fitted from raw text data. First, we have to pre-process the text by passing the raw data to a series of filters implemented in Python. Once the data is preprocessed, it is available for further processing. The pre-processing of data mainly includes removing punctuation and lowering the case of data.
Table 1
Structure of table 'shipment' for database entry

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial</td>
<td>Numeric</td>
<td>Serial no. of Shipment (key reference with status.serial)</td>
</tr>
<tr>
<td>Shipmentid</td>
<td>Alphanumeric</td>
<td>Shipment No. For ex. OEIN101 (Ocean Export India-Shipment Serial No.)</td>
</tr>
<tr>
<td>Mode</td>
<td>Alphabetic</td>
<td>Mode of Transportation (Ocean/Road/Air)</td>
</tr>
<tr>
<td>Trade</td>
<td>Alphabetic</td>
<td>Trading Mode (Import/Export)</td>
</tr>
<tr>
<td>Country</td>
<td>Alphabetic</td>
<td>Country of Trade</td>
</tr>
<tr>
<td>Source</td>
<td>Alphabetic</td>
<td>Port of Loading (POL)</td>
</tr>
<tr>
<td>Destination</td>
<td>Alphabetic</td>
<td>Port of Destination (POD)</td>
</tr>
<tr>
<td>Carrier</td>
<td>Alphabetic</td>
<td>Name of the Carrier</td>
</tr>
<tr>
<td>IsTransshipped</td>
<td>Boolean (Yes/No)</td>
<td>Movement of container from one vessel to another</td>
</tr>
<tr>
<td>latitude</td>
<td>Decimal</td>
<td>Latitude Coordinate</td>
</tr>
<tr>
<td>longitude</td>
<td>Decimal</td>
<td>Longitude Coordinate</td>
</tr>
</tbody>
</table>

Table 2
Structure of table 'status' for database entry

<table>
<thead>
<tr>
<th>Field Name</th>
<th>Data Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial</td>
<td>Numeric</td>
<td>Serial no. of Shipment (key reference with shipment.serial)</td>
</tr>
<tr>
<td>Status</td>
<td>Alphabetic</td>
<td>Status of shipment (intransit, reached, delivered)</td>
</tr>
</tbody>
</table>

Speech to Natural Language Text Conversion

The cleaned data is now ready for use with different pre-processing techniques. The primary and essential feature of any speech recognition device is text information extraction. Speech is the most popular communication, and most people rely on speech to communicate. The system of speech recognition primarily converts spoken languages into text. The deep neural network models are standard for speech-to-text conversion. Speech recognition attempts to translate a source speaker's speech into the target language text while retaining the linguistic content (Huang et al., 2019).

Speech recognition recognises spoken terms and sentences and translates them into text readable by a human being. This study uses the SpeechRecognition library to convert speech into text in a Python environment. The advantage of using this library is that no machine learning algorithm has to be developed from starting. Furthermore, this library has easy wrappers for several popular speech recognition APIs (such as Google Cloud Speech API, IBM Speech to Text). Literature shows the quick increases in implementations of speech-to-text (S2T) tasks in end-to-end sequence-to-sequence (S2S) modelling (C. Wang et al., 2020). Figure 3 shows the snapshot of implementing speech recognition to convert speech into text.
Converting Natural Language Text to a Query Language

Relational databases store an immense amount of information and form the backbone of financial and customer affairs monitoring applications such as Customer Relationship Management (CRM). The Natural Language Interface (NLI), a research field on the intersection of natural language processing and human-computer interactions, aims to develop ways for people to communicate through natural language with computers (Bai et al., 2021; Li et al., 2019). This study reports one specific feature of the NLI used for relation databases: translating natural language queries into SQL. Thus, non-expert users may interact with the framework and database using NLI to the database. However, access to connection databases requires knowledge of database query language as it is essential, but for a naive user, it is challenging to expertise it (Ahkouk et al., 2020).

NLI encourages users to ask questions in a natural language without knowing the database structure or the complicated machine language. Questions entered in a natural language are translated in a formal query language in a statement (W. Wang et al., 2020). This study uses the ln2sql approach for generating structured query language. ln2sql is an NLP tool to convert a natural language query into a database query. This tool takes a natural language sentence as an input and converts that into a valid SQL. The other inputs for a tool include a SQL dump file for database modelling, a language configuration file for language learning, and a thesaurus file for keyword filtering. A database dump is a file with a table configuration record and database info. This tool is an English implementation of a French paper that translates French to SQL (fr2sql) (Couderc & Ferrero, 2015). The Graphical User Interface (GUI) interface of ln2sql in Figure 4. Figure 4 depicts the conversion of a natural language query to a database query.

Figure 3. Speech recognition implementation to convert speech into text
RESULTS AND DISCUSSION

As the output from the previous step, we have a database query converted from natural language. After query formation, it is executed to generate the necessary data by the DBMS. This study offers an environment in which a user may ask a question in English, French, Turkish which will be translated into English and interpreted by multiple modules to form an equivalent SQL query that supports naïve users to find a more manageable solution and collaborative. It entirely depends on the use cases, and the applications could be limitless. The Google API can collect data, generate the vector from the database file, and display it on Google MAP view on any GUI platform. The plotting can also be done by using various other libraries on the R platform if, in any case, anyone does not want to consume Google API. The Google API is programmable so that the required performance can be shown in locations vs time or tracking waypoints for the desired logistics. Once the natural language query is translated into a database query, the user can also retrieve tracking information. This study allows users to ask various questions related to the shipment. Table 3 depicts the result generated from executing the natural language query on the proposed system. We have executed the system and gathered the answers for a random natural language query. The results are divided into three categories based on accuracy–High, Medium, Poor. The test case consists of users who know database concepts and related queries. The 20 such users named as known users tested the system by asking two questions each using speech recognition and verified the resulting outcome of the converted query. The ten such queries for a better understanding of readers are shown in Table 3.

• **High**: The correct SQL statement generation from natural language is marked as ‘High’
• **Medium**: The generated SQL statements that are partially correct are marked as ‘Medium’
• **Poor**: The wrongly generated SQL statements or failed to generate are marked as ‘Poor’
Table 3

**Result generated from executing NL query on the proposed system**

| Natural Language Query                                                                 | Generated Query                                                                 | Desired Result                                                  | Decision Comment |
|----------------------------------------------------------------------------------------|---------------------------------------------------------------------------------|                                                                |                  |
| what is status of shipment of serial 101                                               | SELECT *                                                                         | SELECT *                                                        | Medium           |
|                                                                                        | FROM status                                                                      | FROM status                                                     |                  |
|                                                                                        | INNER JOIN shipment                                                             | INNER JOIN shipment                                             |                  |
|                                                                                        | ON status.serial = shipment.serial                                              | ON status.serial = shipment.serial                              |                  |
|                                                                                        | WHERE shipment.serial = OOV;                                                     | WHERE shipment.serial = 101;                                    | High             |
|                                                                                        | SELECT shipment.latitude, shipment.longitude                                     | SELECT shipment.latitude, shipment.longitude                     |                  |
|                                                                                        | FROM shipment                                                                    | FROM shipment                                                   |                  |
|                                                                                        | WHERE shipment.serial = '101';                                                   | WHERE shipment.serial = '101';                                   |                  |
|                                                                                        | SELECT shipment.serial                                                          | SELECT shipment.serial                                          | High             |
|                                                                                        | FROM shipment                                                                    | FROM shipment                                                   |                  |
|                                                                                        | WHERE shipment.source = 'mundra'                                                 | WHERE shipment.source = 'mundra'                                 |                  |
|                                                                                        | AND shipment.destination = 'hamburg';                                            | AND shipment.destination = 'hamburg';                           | Poor             |
|                                                                                        | SELECT *                                                                         | SELECT shipment.serial                                          |                  |
|                                                                                        | FROM shipment                                                                    | FROM shipment                                                   |                  |
|                                                                                        | WHERE shipment.serial = 'hamburg'                                                | WHERE shipment.source = 'mundra'                                 |                  |
|                                                                                        | AND shipment.source = 'mundra'                                                   | AND shipment.destination = 'hamburg';                           |                  |
|                                                                                        | AND shipment.destination = OOV;                                                  | AND shipment.destination = 'hamburg';                           |                  |
|                                                                                        | SELECT shipment.transport, shipment.trade                                        | SELECT shipment.transport                                        | Medium           |
|                                                                                        | FROM shipment                                                                    | FROM shipment                                                   |                  |
|                                                                                        | WHERE shipment.trade = 'export';                                                 | WHERE shipment.trade = 'export';                                 |                  |
|                                                                                        | SELECT shipment.latitude, shipment.longitude                                     | SELECT shipment.latitude, shipment.longitude                     | Poor             |
|                                                                                        | FROM shipment                                                                    | FROM shipment                                                   |                  |
|                                                                                        | WHERE shipment.serial = '101';                                                   | WHERE shipment.serial = '101';                                   |                  |
tell me status of shipment having serial equal to 101 and source equal to Mundra

```
SELECT *
FROM status
INNER JOIN shipment
ON status.serial = shipment.serial
WHERE shipment.serial = '101'
AND shipment.source = 'mundra';
```

tell me serial of all shipment

```
SELECT shipment.serial
FROM shipment;
```

tell me all the status

```
SELECT *
FROM status;
```

What is latitude and longitude of all shipment having country equal to India

```
SELECT shipment.latitude, shipment.longitude
FROM shipment
WHERE shipment.country = 'india';
```

The test set accuracy is shown in Table 4. Test set carries those questions which a known user queries. Overall, the system’s accuracy is acceptable, but further investigation on query reformulation with AIS may improve accuracy. Figure 5 depicts the accuracy graph.

### Table 4
Accuracy of the result generated from the proposed system

<table>
<thead>
<tr>
<th>Query Category</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>60%</td>
</tr>
<tr>
<td>Medium</td>
<td>20%</td>
</tr>
<tr>
<td>Poor</td>
<td>20%</td>
</tr>
</tbody>
</table>
THEORETICAL CONTRIBUTION

Logistics industries are shipping millions of tons of material and goods every year. Due to different risks of damage, delay, and burglary in shipping transit, income, productivity and goods are often lost. The reliability of delivery today plays a crucial role in improving customer service. While it has been possible to track shipments in real-time via modern tracking solutions, these solutions ensure easy monitoring and analysis by providing real-time tracking of shipment location. However, the solutions remain not widely spread throughout the industry. These solutions use GPS, RFID, terrestrial systems, and logistics databases to ascertain the shipment’s position at any time, but usually extremely complicated, slow, and time-consuming. This study provides an overview of the logistics tracking and management theory. The philosophy of logistics management is not a universal measure. Instead, it combines interdisciplinary knowledge and analysis that addresses the customers’ motivating needs and the organisational processes to achieve broader corporate goals. There is an increasing range of methods available for tracking. However, these methods appear to complicate the problems, fail to focus on what is essential, and are burdensome for those concerned, so they do not produce lasting results. In extension to current literature, this study aims to implement AI’s technological advancements using NLP to enhance the shipment tracking and management system in a logistics organisation. This research helps define the ability of NLP to track the shipment using speech recognition to provide the status of shipment in real-time and also help the stakeholders in identifying actionable insights for effective logistics network management and customer demand. This study will help the stakeholders track the shipment at ease without searching the shipment status from master data.

IMPLICATION FOR PRACTICE

The transparency of the supply chain allows a large variety of goods to be monitored during transport to obtain a simple overview of each process step. If a customer is aware of the exact location of a shipment, destination, and intended route, he can alter plans for future shipments and respond to changing circumstances immediately. Using technology to gain more knowledge of every aspect of the industry and make data-driven decisions based on information and innovation in real-time brings productivity throughout the logistics process. A combination of real-time tracking and an easy-to-use system gives naïve users the confidence they need. This study aims to enhance or bring shipment tracking to perfection in a logistics company. The study will also identify the possibilities of implementing the NLP approach and its potential for logistics tracking systems. It will give them the momentum to pursue long-term action plans and to take action to secure fast gains. The study will also assist them in the following way.
NLP in Logistics and Freight Management

- Transparency in delivery—allows all stakeholders to have access to information across the supply chain
- Enable end-users to make decisions in real-time
- Remove Language Barrier—caused by barriers to regional languages
- Reduced cost of trading and logistics operations and their timeframes
- Ease of doing business

CONCLUSION AND FUTURE RESEARCH DIRECTIONS

The growth of supply chain technologies has taken an exciting turn. The available technologies can change existing company operation speed, versatility, and productivity and allow innovative business models and services. In this paper, the method aims at offering a roadmap for refining transport decisions using an advanced supply chain approach. This study aims to develop an intelligent process for supervision, to track and trace the shipment. Furthermore, it provides a method that can be used to collect and communicate logistical information. This study’s findings will provide valuable insight for designing more successful road-sea chain monitoring strategies focused on detected criteria and organisational challenges. Another objective of this study is to establish a partnership between the trade partners and supply chain carriers to minimise the inefficiency of physical delivery and enhance supply chain stability. However, the authors recognise that more empirical research and application are needed to validate or refute this approach’s perceived advantages. The research can be further expanded through the development of an SCM-customized data analysis engine. Since the work is underway, it needs more research to ascertain its efficacy using real-time AIS data, expecting to anticipate it in the next update of this research. Our future work focuses on semantic query reformulation and query expansion and incorporates predictive analysis for routing prediction.
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ABSTRACT
The Weibull distribution is one of the most popular statistical models extensively applied to lifetime data analysis such as survival data, reliability data, wind speed, and recently in financial data, due to its flexibility to adaptably imitate different families of statistical distributions. This study proposed a modified version of the two-parameter Weibull distribution by incorporating additional parameters in the internal rate of return and insurance claims data. The objective is to examine the behaviour of investment return on the assumption of the proposed model. The proposed and the existing Weibull distribution parameters have been estimated via a simulated annealing algorithm. Experimental simulations have been conducted mimicking the internal rate of return (IRR) data for both short time (small sample) and long-term investment periods (large samples). The performance of the proposed model has been compared with the existing two-parameter Weibull distribution model in terms of their R-square ($R^2$), mean absolute error (MAE), root mean squared error (RMSE), Akaike’s information criterion (AIC), and the Kolmogorov-Smirnov test (KS). The numerical simulation revealed that the proposed model outperformed the existing two-parameter Weibull distribution model in terms of accuracy, robustness, and sensitivity. Therefore, it can be concluded that the proposed model is entirely suitable for the long-term investment period. The study will be extended using the internal rate of return real data set. Furthermore, a comparison of the various Weibull distribution parameter estimators such as metaheuristics or evolutionary algorithms based on the proposed model will be carried out.

Keywords: Extended Weibull distribution, investment growth rate, maximum likelihood, simulated annealing

INTRODUCTION
Many physical systems have been observed to generate data that follow the statistical distributions, such as Weibull distribution (Datsiou & Overend, 2018). Real-world
phenomena are often defined using statistical distributions. Since statistical distributions are useful, their principles are extensively studied, and new distributions are created. However, there is still much interest in creating more flexible statistical distribution models to address different types of real-life data (Liao et al., 2020). Recently, researchers in statistical modelling have proposed different model approaches for generating new distributions data analysis. The purpose was to improve the ability to match complex phenomena in the data with high skewness and kurtosis. These extensions allow for greater flexibility when modelling specific data applications. Some studies are conducted on the generalised distribution classes in describing various phenomena (Elmahdy & Aboutahoun, 2013; Alzaatreh et al., 2013; Chauhan & Malik, 2017; Hashmi et al., 2019). It is simple and flexible in handling problems involving computing the modified or extended statistical distributions due to the computational and analytical resources provided in various programming software such as Python, Matlab, R, and Mathematica. A thorough review of methods for generating distributions was conducted by Lee et al. (2013).

Various researchers have developed new families of distributions for different reasons by incorporating one or more parameters into existing distributions. Adding extra parameter(s) to the current probability distribution has been shown to increase the distribution’s versatility and goodness of fit. Several studies were carried out by scholars on the modification or extension of the existing Weibull model. This extension and modifications are well documented in the extant literature. A study by Phani (1987) has often been considered as one of the pioneering studies. The effort of his study was to find a match between two groups of fused silica optical fibres in terms of tensile strength. Following the work of Phani was the study by Marshall and Olkin (1997), who extended the Weibull distribution model by introducing additional parameters to the existing standard Weibull distributions.

Finally, Hirose (2002) proposed another extended Weibull distribution. The aim was to avoid the difficulties which appear in the conventional Weibull distribution models. Another study by Sarhan and Zaindin (2009) was proposed on the new version distribution named modified Weibull distribution. The study was a generalisation of exponential, Rayleigh, linear failure rate, and Weibull. A five-parameter distribution model named a beta modified Weibull distribution was studied by Bidrama et al. (2013). Wang and Elbatal (2015) proposed a new class of lifetime distributions by compounding the modified Weibull, and geometric distributions called the modified Weibull geometric distribution. Another three-parameter Weibull moment exponential (WME) distribution was proposed by (Hashmi et al., 2019). The proposed distribution is flexible because of various shapes of hazard rate functions. Finally, Guerra et al. (2020) proposed two new general families of statistical distributions model based on the unit interval system. A lifetime distributions model, called Marshall-Olkin extended inverse Weibull (MOEIW) distribution was proposed by Okasha and Basheer (2020). The reliability analysis of the new model is examined by employing
various functions, including a compound of survival function, reversed hazard rate function, mean inactivity time and strong mean inactivity time. Recently, another suitable distribution for modelling the carbon fibres data was proposed by Almetwally (2021). The proposed distribution combined the inverse Rayleigh distribution and the extended odd Weibull family to formulate the extended odd Weibull inverse Rayleigh (EOWIR) distribution with three parameters. Abubakari et al. (2021) proposed a distribution-based model based on five parameters named the modified beta flexible Weibull extension distribution (MBFWED). The extended version of the Weibull distribution is increasingly becoming an effective tool for modelling lifetime data. The modification is useful in lifetime analysis (reliability analysis), insurance, economy, finance, and engineering (Almazah et al., 2021).

However, there are a plethora of studies on the application of applications and uses of metaheuristics algorithm (MA) and artificial intelligence (AI) based techniques. These studies include a simulated algorithm (Abbasi et al. 2006), genetic algorithm (Alzaeemi & Sathasivam 2020) and election algorithm (EA) (Sathasivam et al., 2020; Abubakar et al., 2020a; Abubakar Danrimi, 2021) and artificial dragonfly algorithm (Abubakar et al., 2020b). One of the purposes of incorporating MA was to maximise the fitness function for optimal representation. Studies on metaheuristics algorithms in parameters estimation include the earlier work (Thomas, 1995). Genetics algorithms (GAS) was used to determine the parameters of Weibull distribution. Abbasi et al. (2006) proposed estimation of Weibull distribution parameters using simulated annealing for failure distribution modelling in reliability studies. Okafor et al. (2018) proposed metaheuristics named Particle Swarm Optimisation Algorithm (PSOA) in estimating the Weibull distribution parameters for failure distributive analysis. Freitas de Andrade et al. (2019) proposed the use of heuristic optimisation search algorithms such as Cuckoo Search Optimisation (CSO), Harmony Search (HS), Ant Colony Optimisation (ACO) and Particle Swarm Optimisation (PSO) in estimating the parameters of Weibull distribution. Recently, a new metaheuristics optimisation algorithm method, Social Spider Optimisation (SSO), was used in (Alrashidi et al., 2020) to estimate Weibull distribution parameters. Artificial bee colony (ABC) was by Yonar and Pehlivan (2020) based on the ML estimation of the 3-p Weibull distribution. Guedes et al. (2020) compared the performance of four metaheuristic optimisation algorithms; Migrating Birds Optimisation (MBO), Cuckoo Search (CS), Harmony Search (HS) and Imperialist Competitive Algorithm (ICA). Furthermore, a genetic algorithm (GA) with particle swarm optimisation (PSO) was recently used by Kaba and Suzer (2021) in searching for the root-mean-square error using the cumulative distribution function, and many more are increasingly becoming effective tools for optimisation and parameter estimation problem.

With the aim of extending the existing Weibull distribution model, this study proposes another modified version of the model by incorporating the growth rate parameter on the
original two-parameter. To the best of the author’s knowledge, no study has been conducted on modifying the two-parameter Weibull distribution by imposing a growth rate on the original version. In our work, Simulated annealing (SA) based on Abbasi et al. (2006) will be utilised in estimating the parameters of the modified Weibull distribution based on simulated data set mimicking the internal rate return (IRR). However, simulated data based on internal rate return (IRR) has never been analysed based on the new version Weibull distribution (WD) assumption. Therefore, this study is brand-new, focusing on the stock investment modelling on the assumption of the modified Weibull distribution model. The present work aims to evaluate the potentiality of investment return distributed based on the proposed Weibull distribution model. The contributions of the present work include (i) modification of the existing Weibull distribution by imposing growth rate parameters and (ii) estimating the parameters of the proposed Weibull distribution model using a simulated annealing algorithm. This study will benefit investment decision-makers in making appropriate investment decisions with minimum risk and higher investment returns to the insurance company for evaluating investment claims and setting premiums at a level that will cover these claims, and leave an ample profit for shareholders.

MATERIALS AND METHODS

Weibull Distribution Model

Let \( x_i \) be a random sample of size \( N \) from IRR data. Let \( F(x, \alpha, \beta, \eta) \) donate the cumulative density function (CDF) of Weibull distribution (WD) presented in Equation 1 as follows,

\[
F_{\text{wd}}(x, \alpha, \beta, \eta) = \begin{cases} 
1-e^{ \left( \frac{x-\alpha}{\beta} \right)^\beta }, & x > \alpha \\
0, & x \leq \alpha 
\end{cases} 
\]  

(1)

where \( f(x, \alpha, \beta, \eta) \) is used to define the corresponding probability density function (PDF) presented in Equation 2 as follows,

\[
f_{\text{wd}}(x, \alpha, \beta, \eta) = \begin{cases} 
\frac{\beta}{\eta} \left( \frac{x-\alpha}{\eta} \right)^{\beta-1} e^{- \left( \frac{x-\alpha}{\beta} \right)^\beta }, & x > \alpha \\
0, & x \leq \alpha 
\end{cases} 
\]  

(2)

In our study, \( x_i \) is the internal rate of return (IRR) data generated over investment period \( t \); \( \beta > 0 \) is the shape parameter (slope/threshold); \( \eta > 0 \) is defined as the scale parameter (characteristic life) of the distribution showing how spread the internal rate of return (IRR) data is over investment period, and \( \alpha \geq 0 \) is used to denote the location of the distribution. The Weibull PDF satisfies the following properties:
(i) Weibull distributions function $f$ is decreasing with $f(x) \to \infty$ as $x \to 0$ when the value of shape parameter is $0 < \beta < 1$,

(ii) Weibull distributions function $f$ is decreasing with $f(x) \to 1$ as $x \to 0^+$ when the value of shape parameter is $\beta = 0$

(iii) Weibull distributions when $\beta = 0$ the Weibull distribution function $f$ increases and later decreases, with a maximum value at the mode as $x = \eta\left(1 - \frac{1}{\beta}\right)^{\frac{1}{\beta}}$

(iv) For all $f(x) \to 0$ as $x \to 0^+$.

In the case where the parameter $\alpha = 0$, the PDF in Equation (2) reduces to 2-parameter Weibull distribution in Equation 3,

$$f_{\text{weibull}}(x, \beta, \eta) = \begin{cases} \frac{\beta}{\eta} \left(\frac{x}{\eta}\right)^{\beta-1} e^{-\left(\frac{x}{\eta}\right)^\beta}, & x \geq 0, \beta, \eta > 0 \\ 0, & x \leq \alpha \end{cases}$$

(3)

with the respective CDF of Weibull as Equation 4,

$$F_{\text{weibull}}(x, \beta, \eta) = \begin{cases} 1 - e^{-\left(\frac{x}{\eta}\right)^\beta}, & x \geq 0 \\ 0, & x \leq \alpha \end{cases}$$

(4)

In the case where the parameter $\alpha = 0$ and $\beta = c$ ($c$ is constant), the Weibull PDF in Equation 3 reduces to 1-parameter Weibull distribution in Equation 5,

$$f_{\text{weibull}}(x, c, \eta) = \frac{c}{\eta} \left(\frac{x}{\eta}\right)^{c-1} e^{-\left(\frac{x}{\eta}\right)^c}$$

(5)

where only the scale parameter ($\eta$) is unknown in the distribution.

In this study we consider Equation 3, the two parameters Weibull distribution. The expectation of the Weibull PDF is presented as Equation 6,

$$\mu = E(x) = \int^\infty x f(x) dx$$

(6)

The following Equations 7-12 has been derived by substituting $f(x)$ from Equation 3,

$$E(x) = \int^\infty x \frac{\beta}{\eta} \left(\frac{x}{\eta}\right)^{\beta-1} e^{-\left(\frac{x}{\eta}\right)^\beta} dx$$

(7)

$$= \int^\infty x^\beta e^{-\left(\frac{x}{\eta}\right)^\beta} d\left(\frac{x}{\eta}\right)$$

(8)
The variance of IRR Weibull PDF is as in Equation 13,

\[ \sigma^2 = \text{var}(x_i) = E\left(x_i - E(x_i)\right)^2 \]

\[ = E\left(x_i^2\right) - \left[ E\left(x_i\right) \right]^2 \]

\[ = \int_0^{\infty} x_i^2 f(x_i) dx_i - \mu^2 \] (14)

The following Equations 15-18 has been derived by substituting \( f(x_i) \) from Equation 3,

\[ = \int_0^{\infty} x_i^2 \frac{\beta}{\eta} \left(\frac{x_i}{\eta}\right)^{\beta-1} e^{-\left(\frac{x_i}{\eta}\right)^\beta} dx_i - \mu^2 \] (15)

\[ = \int_0^{\infty} x_i^2 e^{\left[-\left(\frac{x_i}{\eta}\right)^\beta\right]} d\left(\frac{x_i}{\eta}\right) - \mu^2 \] (16)

\[ = \int_0^{\infty} \eta^2 \rho^{\left(\frac{1+\frac{2}{\beta}}{\beta}\right)} e^{-\rho} d\rho - \mu^2 \]

\[ = \eta^2 \Gamma\left(1+\frac{2}{\beta}\right) - \mu^2 \] (17)

\[ = \eta^2 \Gamma\left(1+\frac{2}{\beta}\right) - \eta^2 \Gamma^2\left(1+\frac{1}{\beta}\right) \] (18)

where \( \Gamma \) is the Gamma function expression as Equation 19,

\[ \Gamma(d) = \int_0^{\infty} \rho^{d-1} e^{-\rho} d\rho, d > 0 \] (19)

where \( \Gamma(p+1) = p\Gamma(p), \Gamma(n+1) = n! \). The cumulative distribution function (CDF) of the
Weibull distribution can be obtained by integrating Equation 3 expressed as Equation 20,

$$F(x) = P(\rho \leq x) = \int_0^\beta f(\rho) d\rho = 1 - \exp \left[ - \left( \frac{x}{\eta} \right)^\beta \right]$$  \hspace{1cm} (20)

Weibull distribution interpolates between the standard exponential distribution when $\eta = 1$. It can be reduced to another special distribution called the Rayleigh distribution by setting the shape parameter $\beta = 2$. Several techniques have been used in estimating the unknown value of the Weibull distribution. In this study, a simulated annealing algorithm (SAA) incorporated in (MLE) has been utilised to maximise the Weibull distribution’s fitness function. To the best of the author’s knowledge, a simulated annealing algorithm (SAA) was not utilised to estimate the parameters of the modified version of Weibull distribution.

**Mathematical Formulation of the Modified Internal Rate of Return Modelling**

The investment strategy for holding the stock is allocating a level amount of contribution for $K$ years at the beginning of the year. If we wish to hold the stock for the company chosen in the long term period, the stock valuation can also be seen by computing the (modified) internal rate of return (M)IRR. At the same time, if the company declares dividends yearly, the cash dividends are reinvested and together deposited with the level contribution to enlarging the share units. We let all our share units earn the share capital at the end of $K$ years, indicating our investment profit. If our share capital is less than our total contribution, we may expect our MIRR to be in a negative form. The detailed procedure of the investment return was documented in Sabri and Sarsour (2019) is presented as Equations 21 and 22,

$$\text{NPV} = \left[ S_k^{(2)} P_{u_k,1,2} + B_k + \delta_k \right] (1+r) - \frac{u_{k+1,1} - u_{1,1}}{365} - \sum_{k=1}^{K-1} \mu_k (1+r) - \frac{u_{k+1,1} - u_{1,1}}{365}$$

$$\equiv F(K)(1+r) - \frac{u_{K+1,1} - u_{1,1}}{365} - \sum_{k=1}^{K-1} C_k (1+r) - \frac{u_{k+1,1} - u_{1,1}}{365}$$  \hspace{1cm} (22)

where $k \in [1,...,K]$ is defined as the Net Present Value (NPV) of stock investment, computed at time zero. $S_k^{(2)}$ is accumulated share unit after share issuance at the end of the year $k$, which can be computed as Equation 23,

$$S_k^{(2)} = \psi_k \times S_k^{(1)}$$  \hspace{1cm} (23)

where $\psi_k$ is the function of share issuance, $k$ is the share units at the beginning of the year $k$, and $F(K)$ is the terminal value investment fund to be let at the end of the year $K$, which can be computed as Equation 24,

$$F(K) = S_k^{(2)} \times P_{u_{k+1,2}} + B_k + \delta_k$$  \hspace{1cm} (24)
where \( u_{t,1} \) represent the date of share purchased and sold, \( u_{t,2} \), is the date of dividend and share issued based on the stock reported on year \( k \), \( P_{u,t} \) defined the stock price at the date \( u_{t,2} \), \( B_k \) represents the cash balance at the year \( k \), \( \delta_k \) defined as a cash dividend at year \( k \), \( r \) represents the modified internal rate of return (MIRR) of the Malaysian property development companies (MPDS), \( C \) is the yearly fixed contribution which can be computed as Equation 25,

\[
C = \mu_k \frac{1}{C_k}
\]  

(25)

It is very important to choose the best potential stocks to hold in the long term (long term investment). Furthermore, holding a stock for a \( K \)-years period of the investment may vary in terms of MIRR. For example, some might choose the best time to start investing, but it is tough to identify it as the MIRR measure can only be observed yearly. Therefore, assuming the MIRR for all starting times to invest is common, we may define the MIRR, denoted as \( R_{tIK} \), as a random variable having the mean and variance \( \mu_t \) and \( \sigma_t \) according to MIRR distribution.

**Modified Internal Rate of Return on the assumption of Weibull Distribution**

After acquiring the Weibull distribution parameters, a rate of return of the Malaysian property development sector (MPDS) can be observed for both short and long-term investment periods. In investment, we may obtain a positive value of profit (or even be greater than our capital investment) as well as poorly earn nothing. It indicates our capital of investment \( K \) could be infinite or even zero value. For some time \( K \), our terminal investment \( C(1 + R_k)^K \) is in between 0 to infinity Equation 26,

\[
0 < C(1 + R_{nk})^K < \infty \rightarrow -1 < R_{nk} < \infty
\]  

(26)

since the rate of return is non-negative (i.e \( R_{nk} > -1 \)), we transformed the rate of return, \( X_{nk} \) according to Equation 27 as follows,

\[
X_{nk} = 1 + R_{nk}
\]  

(27)

The Weibull distribution (WD) is flexible and easily applied in modelling many different forms of data (Thomas, 1995). The MIRR data will be modelled on the modified Weibull distribution (WD) assumption but the shape and scale parameters are unknown. The transformed MIRR data \( X_{nk} \) is assumed to come from the Weibull distribution (WD) in this study. A continuous random variable \( X_{nk} \) is said to follow Weibull distribution with parameters \( \alpha_k > 0, \beta_k > 0 \) and \( \eta_k > 0 \) to be estimated as follows \( X_{nk} \overset{\text{iid}}{\sim} \text{Weibull}\left(\alpha_k, \beta_k, \eta_k\right) \) if its PDF is given by Equation 28,
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\[ f_{X_k}(X_k, \alpha_k, \beta_k, \eta_k) = \begin{cases} \frac{\beta_k}{\eta_k} \left( \frac{X_k - \alpha_k}{\eta_k} \right)^{\beta_k-1} e^{-\left( \frac{X_k - \alpha_k}{\eta_k} \right)^{\beta_k}}, & X_k > \alpha_k \\ 0, & X_k \leq \alpha_k \end{cases} \]  

From Equation (27), the mean of the three parameters WD is defined as Equation 29,

\[ E(X_{ik}) = \eta_k \Gamma \left( 1 + \frac{1}{\beta_k} \right) + \alpha_k \]  

where \( \Gamma \) signifies a gamma function of the parenthetic expression, defined as Equation 30,

\[ \Gamma(n) = \int_0^\infty e^{-x}x^{n-1}dx \]  

The variance of the three parameters WD is a function of the shape \( \beta_k \) and scale parameters \( \eta_k \) deduced as Equation 31,

\[ Var(X_{ik}) = \eta_k^2 \left[ \Gamma \left( 1 + \frac{2}{\beta_k} \right) - \Gamma \left( 1 + \frac{1}{\beta_k} \right) \right], \]  

A higher variance would generally provide a lower investment return at the same point in time. If we wish to re-write the MIRR based on the Weibull distribution in Equation 28, we may have the following Equation 32,

\[ f_{r_{ik}}(r_{ik}, \alpha_K, \beta_K, \eta_K) = \frac{\beta_K}{\eta_K} \left( \frac{(r_{ik}+1) - \alpha_K}{\eta_K} \right)^{\beta_K-1} e^{-\left( \frac{(r_{ik}+1) - \alpha_K}{\eta_K} \right)^{\beta_K}}, \; r_{ik} > -1 \]  

this will also indicate that mean and variance in Equations 29 and 31 can be re-written in terms of the transformed MIRR in Equations 33 and 34, respectively,

\[ E(r_{ik}) = \eta_k \Gamma \left( 1 + \frac{1}{\beta_k} \right) + \alpha_k \]  

\[ var(r_{ik}) = \eta_k^2 \left[ \Gamma \left( 1 + \frac{2}{\beta_k} \right) - \Gamma \left( 1 + \frac{1}{\beta_k} \right) \right] \]  

**Incorporating Growth Rate Parameter on Weibull distribution**

The Internal rate of investment return (IRR) is usually used as a tool capable of evaluating
the behaviour of cash flows (Sabri & Sarsour, 2019; Sarsour & Sabri, 2020a; Sarsour & Sabri, 2020b). Investigating the behaviour of investment return can be a challenging task due to its non-linearity, non-stationary, and high uncertainty. The Weibull distribution model is flexible in estimating components exhibiting increasing, constant and decreasing failure rate functions; however, it cannot directly fit those products with bathtub shapes or other non-monotonic failure rates functions such as internal rate of return and insurance claims data (Tang et al. 2002; Boonta & Boonthiem, 2019). The importance of such an extension has been proved in recent years on various problems. Many standard distributions have been generalised (Pobočíková et al., 2018). A list of well-being indicators may include profit, risk and uncertainty and failure rate (Boonta & Boonthiem, 2019). Those indicators also represent essential aspects of the investment return. In this context, it is necessary to modify the existing Weibull distribution that takes those characteristics into account.

Parameters are added as viable alternatives to deal with the complexity and the multiple objectives that financial decisions can possess. The model considers the dynamic nature and uncertainty involved in the rate of return in taken investment decision which is assumed to undergo growth or decay according to some rate of investment return over the investment period (Kellison, 2009). We imposed a growth rate \( \omega \) for the investment period \( K \geq 2 \) that follows Equation 35,

\[
X_{nk} = (1 + \omega)^{K-1} X_{n1}
\]  

(35)

For 2 year investment period, the value \( K = 2 \), we have Equation 36,

\[
X_{n2} = (1 + \omega) X_{n1}
\]  

(36)

with the mean \( E(X_{nk}) \) and the variance \( Var(X_{nk}) \) in Equations 37 and 38, respectively as follows,

\[
E(X_{nk}) = (1 + \omega)^{K-1} E(X_{n1})
\]  

(37)

\[
Var(X_{nk}) = \left((1 + \omega)^{K-1} Var(X_{n1})\right)^2
\]  

(38)

Substituting Equations 35 and 36 into Equations 37 and 38, respectively yields Equations 39 and 40,

\[
E(X_{nk}) = (1 + \omega)^{K-1} \eta_k \Gamma \left(1 + \frac{1}{\beta_k}\right) + \alpha_k
\]  

(39)

\[
Var(X_{nk}) = \left((1 + \omega)^{K-1} \eta_k \Gamma \left(1 + \frac{2}{\beta_k}\right) - \Gamma^2 \left(1 + \frac{1}{\beta_k}\right)\right)^2
\]  

(40)
For example, if $K = 5$, then the transformed MIRR of $R_5$ based on Weibull distribution with PDF of three parameters will be Equation 41,

$$f_{X_{it5}}(X_{it5};\alpha_5, \beta_5, \eta_5, \omega) = \begin{cases} \frac{\beta_5}{\eta_5} \left(\frac{(r_{it5}+1)-\alpha_5}{(1+\omega)^4 \eta_5}\right)^{\beta_5-1} e^{\left(\frac{(r_{it5}+1)-\alpha_5}{(1+\omega)^4 \eta_5}\right)\omega}, & r_{it5} > -1 \\ 0 & \text{Otherwise} \end{cases}$$

According to Equation 32, the mean $E(X_{it5})$ and the variance $Var(X_{it5})$ of Equation 41 will be Equations 42 and 43,

$$E(X_{it5}) = (1+\omega)^4 E(X_{it5})$$

$$\text{var}(X_{it5}) = \left((1+\omega)^4 \eta_5 \left[ \Gamma\left(1+\frac{2}{\beta_5}\right) - \Gamma^2\left(1+\frac{1}{\beta_5}\right) \right] \right)^2$$

By setting $\alpha_5 = 0$, Equation (41) is transformed into three-parameter Weibull distribution with $\omega$ a growth rate as Equation 44,

$$f_{X_{it5}}(X_{it5};\beta_5, \eta_5, \omega) = \begin{cases} \frac{\beta_5}{\eta_5} \left(\frac{X_{it5}}{(1+\omega)^4 \eta_5}\right)^{\beta_5-1} e^{\left(\frac{X_{it5}}{(1+\omega)^4 \eta_5}\right)\omega}, & X_{it5} > 0 \\ 0 & \text{Otherwise} \end{cases}$$

If we consider the period of investment to be studied until $K^*$ years, for the sample size $n$ and the maximum of the years that the data has been collected is $T$. We re-write Equation 44 in general form as Equation 45,

$$f_{X_{ikK}}(X_{ikK};\beta_K, \eta_K, \omega) = \begin{cases} \frac{\beta_K}{\eta_K} \left(\frac{X_{ikK}}{(1+\omega)^{K-1} \eta_K}\right)^{\beta_K-1} e^{\left(\frac{X_{ikK}}{(1+\omega)^{K-1} \eta_K}\right)\omega}, & X_{ikK} > 0 \\ 0 & \text{Otherwise} \end{cases}$$

For a period of investment, $K$, the ML of a random sample of $x_1, x_2, x_3, \ldots, x_{K^*}$ size $K^*$, where $K^* \in K$ has been considered and the maximum investment period that MIRR data have been collected is $T$. The likelihood function of Weibull PDF in Equation 45 is presented as Equation 46,
The likelihood function of Weibull PDF in Equation 46 can be simplified to factor $X_{nk}$ and $\eta_k$ as Equation 47,

$$L = \prod_{k=1}^{k^*} \beta_k \left( \frac{X_{nk}}{\eta_k} \right)^{\beta_k - 1} e^{-\left( \frac{X_{nk}}{\eta_k} \right)^{1/\eta_k}}$$

The likelihood function of Weibull PDF is presented in Equation 47 can be simplified as Equation 48,

$$L\left(\xi, \tilde{\xi} \mid X_{nk} \right) = \beta \eta \left( \sum_{i=1}^{n} \sum_{j=1}^{k^*} \sum_{l=1}^{r^*(k^*+1)} (\eta (1 + \omega)) \right) \left( \sum_{i=1}^{n} \sum_{j=1}^{k^*} \sum_{l=1}^{r^*(k^*+1)} X_{nk} \right)$$

The Log-likelihood function of Equation 48 is presented as Equation 49,

$$lnL\left(\xi, \tilde{\xi} \mid X_{nk} \right) = -n \left( K^*(T+1) - \frac{K^*(K^*+1)}{2} \right) \beta In(\eta) + In(\beta) - n \left( \sum_{k=1}^{K^*} \left( K^*(T-K^*) \right) \right)$$

where a vector $\tilde{\xi} \in (\beta_k, \eta_k, \omega)$ is described as model parameters to be estimated. The vector $L(\tilde{\xi})$ is considered as a non-linear objective function and $\tilde{\xi}$ is taken as a decision variable, the problem can be taken as an unrestricted nonlinear optimisation problem that could then be computed by maximising the Weibull distribution based on the simulated annealing (SAA) procedure proposed by Abbasi et al. (2006) presented in the next section.
complicated objectives function as observed by Abbasi et al. (2006), Abbasi et al. (2011), and Yonar and Pehlivan (2020). Metaheuristics algorithms have been incorporated to reduce the complication involved in estimating the parameters.

**Simulated Annealing Algorithm (SAA)**

Simulated annealing (SAA) is one of the first single-based stochastic metaheuristics optimisation algorithms. It is inspired by the simulated thermodynamic process used in metallurgic for solidification studied in statistical mechanics, in which a material changes state while reducing its energy state to the lowest level (Kirkpatrick et al., 1983). Simulated annealing is considered one of the most powerful computation methods applied in solving the optimisation problem in almost every area. This physical process occurs after the metal is removed from the heat source. When the molten material is physically rinsed, the temperatures are decreased very slowly as heat passes to the surrounding environment to crystallise into one large crystalline lattice structure, and metal becomes solid at this stage. The energy has reached its minimum level. The SAA can be slow in reaching the optimal solution because optimal results require a very slow lowering of the temperature with control from iteration to iteration (well organised and perfect structure). The resulting lattice structure is probably not ideal if the crystallisation is too fast (imperfect structure).

The advantages SAA possessed over other metaheuristics include; easy implementation, finding a globally optimal solution that is feasible even after finding a locally optimal solution, and satisfactory results are guaranteed with a relatively low number of iterations.

Generally, the SAA algorithm is based on the stochastic search technique, which generates perturbation of the current state at a random instance that make up the solution area which later undertakes series of operations such as initialisation, measure the quality of the solution, and if it is better than the new one, accept the solution that could lead a better searching technique of the SAA, to escape from local optima and to be in close vicinity of the region where the optimal solution could be located quickly. Since its implementation, SAA has been updated and extended to many mathematical and engineering domains. In this work, a robust and powerful heuristics search technique known as SAA has been established for effectively searching the MLE fitness function for Weibull Distribution based on simulated data set mimicking the internal rate of return. In this regard, the steps of the SAA implementation is presented in the next section.

**SAA Implementation**

A simulated annealing algorithm (SAA) is a two-step search process that includes perturbing the solution and evaluating its quality. Usually, to decide about the acceptance of the new solution, the algorithm uses the solution error. It is a stochastic method design to solve
multidimensional global optimisation, i.e. problems with the following Equation 51,

\[
\min_{\xi \in X} f(\xi) = \max_{\xi \in X} f(\xi) = \min_{\xi \in X} f(\xi) = \max_{\xi \in X} f(\xi)
\]  

(51)

where the variable \(\xi_i \in X\) is variable to be estimated via SAA. This representation is common to most optimisation algorithms. However, SAA is a temperature-dependent search procedure and the process temperature. Let \(\tau_i\) be represented as the process temperature as Equation 52,

\[
\tau_i = \lambda_T^{\text{min}} + \tau_1 \ast \left( \lambda_T^{\text{max}} - \lambda_T^{\text{min}} \right)
\]  

(52)

where \(\lambda_T^{\text{min}}\) and \(\lambda_T^{\text{max}}\) are defined as the initial and final temperatures, \(N\) is the number of temperatures, and the values of \(\tau_i \in [0, N]\) are chosen based on a specific cooling schedule considered problem-dependent. It is advisable to repeat a fixed number of iterations at each temperature before the temperature drops to enhance the performance of SAA.

There are some specific criteria to accept a solution once it has been perturbed. One obvious requirement is to accept a solution whenever there is less error than the previous solution. The metropolis algorithm has been used in SAA to compute the probability of acceptance for a perturbed solution. During the annealing process, each new solution \(x_i\) was accepted with a temperature-dependent probability \(P_T\) given by Equation 53,

\[
P_T = \begin{cases} 
1 & \text{if } f(x_j) \leq f(x_i) \\
\frac{e^{-\frac{f(x_j)-f(x_i)}{k_T}}}{f(x_j)-f(x_i)} & \text{if } f(x_j) > f(x_i) 
\end{cases}
\]  

(53)

where \(T\) is the current temperature, and \(f(x_j)\) and \(f(x_i)\) are the fitness scores of the worst vertex \(x_i\) and new vertex of the simplex, respectively.

**Performance Evaluation**

Several tests were carried out to examine the suitability of the proposed modified Weibull distribution in describing the behaviour of investment return in terms of the accuracy and error accumulations during the parameter estimation process. The performance of the proposed model has been evaluated in terms of their R-square(R\(^2\)), mean absolute error (MAE), root means squared error (RMSE), Akaike’s information criterion (AIC), and the Kolmogorov-Smirnov test (KS) to ascertain the difference between the true and estimated distribution functions. The formulation of the statistical test used is presented in Equations 54-58, respectively,
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\[ R^2 = \frac{\sum_{i=1}^{n} [ \hat{F}(X_{nk}) - \bar{F} ]^2}{\sum_{i=1}^{n} [ \hat{F}(X_{nk}) - \bar{F} ]^2 + \sum_{i=1}^{n} \left( F_n(X_{nk}) - \hat{F}(X_{nk}) \right)^2} \]  
(54)

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} [ \hat{F}(X_{nk}) - \bar{F} ]^2} \]  
(55)

\[ MAE = \frac{1}{n} \sum_{i=1}^{n} | \hat{F}(X_{nk}) - \bar{F} | \]  
(56)

\[ AIC = 2k - 2lnL\left( \hat{\xi} \right) \]  
(57)

\[ KS = \max_{1 \leq i \leq n} \left| \hat{F}(X_{nk}) - F(X_{nk}) \right| = \max_{1 \leq i \leq n} \left| \hat{F}(X_{nk}) - P_i \right| \]  
(58)

where \( \hat{F}(X_{nk}) \) and \( \bar{F} \) described the observed and the estimated parameters respectively, \( n \) defined as the total number.

Simulation Study

This section extends the two-parameters Weibull distribution to three Weibull distributions by imposing growth rate parameters on the existing Weibull model. The purpose is to investigate the long-term investment return that allows for identifying and forecasting company performance. Forecasting business return is necessary to properly analyse the business performance in either short-term or long-term periods. The analysis was conducted based on simulated data mimicking the internal rate of return (IRR). The parameters have been estimated for every sample size. We set the proposed Weibull distribution on the random variable \( X \) to mimic the simulation experiment’s internal rate returns (IRR). The samples of different sizes \( n \in [10,100] \) were generated using Microsoft Excel 365. The parameters have been estimated via a programme executed on a Python programming language. Finally, the performance has been computed based on the goodness of fit using Microsoft Excel 365 for transparency.

Experimental Study

This section presents the experimental study used to analyse and compare the simulated data’s fitness on the proposed model. First, the experimental methodology applied in this study, the definition of the algorithm and parameters are presented. Then, the experimental results and the statistical tests carried out to evaluate these results are outlined. Finally, a
discussion based on the performance of the proposed methodology is provided. A dataset randomly generated were used in conducting the statistical analysis and evaluating the proposed Weibull model performance. The following procedures are adopted to generate random samples on the assumption of both the proposed and the existing models;

(i) choose starting values for the scale, shape, and growth rate parameters and determine the sample size $n$;
(ii) generate a random sample of size $n$ from the proposed Weibull distribution;
(iii) compute the estimates of the distribution parameters; and
(iv) redo the steps (ii) and (iii) $N$ times.

This study is carried out on a computer with Intel Core i3 CPUs and 8 GB RAM. The SA algorithm (Figure 1) has been developed using a Python programming language. Ten thousand independent runs of the SA algorithm are conducted to get several near-optimal solutions. The estimated parameters have been reported in Table 1, while Table 2 reported the goodness of fit of the proposed model based on simulated data. The source code file for the computational procedure on Excel 365 and a Python source is available on request from the authors.

![Figure 1. Flow diagram of SA algorithm](image)
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RESULTS AND DISCUSSION

The result of the estimates of unknown parameters of the proposed and the existing Weibull distributions are presented in Table 1. In addition, the goodness of fit test in terms of \( R^2 \), MAE, RMSE, AIC, and K-S are listed in Table 2, while Figures 2 to 6 are the graphs displaying the results presented in Table 2 for easy analysis.

Table 1

<table>
<thead>
<tr>
<th>( n )</th>
<th>Weibull Distributions</th>
<th>Parameter estimates</th>
<th>( \text{LogL} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>( W(\beta, \eta) )</td>
<td>2.9756, 1.4319</td>
<td>-13.7038</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>0.8647, 2.1491, -0.9832</td>
<td>-7.4251</td>
</tr>
<tr>
<td>20</td>
<td>( W(\beta, \eta) )</td>
<td>13.5808, 13.9272</td>
<td>-810.5536</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>1.3748, 1.4231, -0.7430</td>
<td>-15.5342</td>
</tr>
<tr>
<td>30</td>
<td>( W(\beta, \eta) )</td>
<td>7.644, 12.4506</td>
<td>-686.9850</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>-0.5301, 0.8923, -1.2423</td>
<td>-27.5219</td>
</tr>
<tr>
<td>40</td>
<td>( W(\beta, \eta) )</td>
<td>33.0149, 17.7373</td>
<td>-4749.5452</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>1.0475, 1.5442, -1.1191</td>
<td>-30.7496</td>
</tr>
<tr>
<td>50</td>
<td>( W(\beta, \eta) )</td>
<td>65.0825, 39.5618</td>
<td>-14997.9228</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>-0.2513, -11.1642, -1.2499</td>
<td>-82.6765</td>
</tr>
<tr>
<td>60</td>
<td>( W(\beta, \eta) )</td>
<td>14.2972, 16.3663</td>
<td>-2238.2231</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>1.0611, 1.5789, -1.4742</td>
<td>-25.5201</td>
</tr>
<tr>
<td>70</td>
<td>( W(\beta, \eta) )</td>
<td>66.8042, 65.6898</td>
<td>-23732.7831</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>0.9798, 2.1389, -0.7372</td>
<td>-69.3542</td>
</tr>
<tr>
<td>80</td>
<td>( W(\beta, \eta) )</td>
<td>48.3294, 22.6938</td>
<td>-15548.6651</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>0.8383, 46.8547, -0.9204</td>
<td>-260.8670</td>
</tr>
<tr>
<td>90</td>
<td>( W(\beta, \eta) )</td>
<td>159.9159, 79.6757</td>
<td>-78334.6861</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>0.9979, 1.9992, -0.5261</td>
<td>-84.0295</td>
</tr>
<tr>
<td>100</td>
<td>( W(\beta, \eta) )</td>
<td>11.2265, 7.4906</td>
<td>-2904.6339</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>0.92011, 2.6081, -1.4491</td>
<td>-112.6159</td>
</tr>
</tbody>
</table>

Table 2

Performance evaluation of modified Weibull distribution based on simulation data

<table>
<thead>
<tr>
<th>( n )</th>
<th>Weibull Distribution</th>
<th>AIC</th>
<th>MAE</th>
<th>RMSE</th>
<th>( R^2 )</th>
<th>KS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>( W(\beta, \eta) )</td>
<td>-36.0919</td>
<td>0.4375</td>
<td>0.4815</td>
<td>0.9799</td>
<td>0.7466</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>-21.7737</td>
<td>0.4045</td>
<td>0.4486</td>
<td>0.8856</td>
<td>0.6785</td>
</tr>
<tr>
<td>20</td>
<td>( W(\beta, \eta) )</td>
<td>-76.1838</td>
<td>0.5250</td>
<td>0.5989</td>
<td>0.3214</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>-49.5474</td>
<td>0.3342</td>
<td>0.3718</td>
<td>0.9578</td>
<td>0.5631</td>
</tr>
<tr>
<td>30</td>
<td>( W(\beta, \eta) )</td>
<td>-1377.97</td>
<td>0.5167</td>
<td>0.7248</td>
<td>0.3214</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>-61.0438</td>
<td>0.1443</td>
<td>0.2083</td>
<td>0.8400</td>
<td>0.3511</td>
</tr>
<tr>
<td>40</td>
<td>( W(\beta, \eta) )</td>
<td>-9503.09</td>
<td>0.5125</td>
<td>0.5882</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>( W(\beta, \eta, \omega) )</td>
<td>-67.4992</td>
<td>0.2624</td>
<td>0.2985</td>
<td>0.9820</td>
<td>0.5339</td>
</tr>
</tbody>
</table>
Table 2 (continue)

<table>
<thead>
<tr>
<th>n</th>
<th>Weibull Distribution</th>
<th>AIC</th>
<th>MAE</th>
<th>RMSE</th>
<th>$R^2$</th>
<th>KS</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>$W(\beta, \eta)$</td>
<td>-19010.2</td>
<td>0.5100</td>
<td>0.5860</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$W(\beta, \eta, \omega)$</td>
<td>-171.3530</td>
<td>0.2298</td>
<td>0.2838</td>
<td>0.8752</td>
<td>0.5802</td>
</tr>
<tr>
<td>60</td>
<td>$W(\beta, \eta)$</td>
<td>-4480.45</td>
<td>0.5083</td>
<td>0.5845</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$W(\beta, \eta, \omega)$</td>
<td>-57.0402</td>
<td>0.2666</td>
<td>0.3100</td>
<td>0.9922</td>
<td>0.5472</td>
</tr>
<tr>
<td>70</td>
<td>$W(\beta, \eta)$</td>
<td>-47469.6</td>
<td>0.5071</td>
<td>0.5835</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$W(\beta, \eta, \omega)$</td>
<td>-144.7083</td>
<td>0.2965</td>
<td>0.3508</td>
<td>0.9849</td>
<td>0.6222</td>
</tr>
<tr>
<td>80</td>
<td>$W(\beta, \eta)$</td>
<td>-31101.3</td>
<td>0.5062</td>
<td>0.5828</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$W(\beta, \eta, \omega)$</td>
<td>-527.7340</td>
<td>0.4853</td>
<td>0.5590</td>
<td>0.9977</td>
<td>0.9615</td>
</tr>
<tr>
<td>90</td>
<td>$W(\beta, \eta)$</td>
<td>-62206.7</td>
<td>0.5055</td>
<td>0.5822</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$W(\beta, \eta, \omega)$</td>
<td>-174.0589</td>
<td>0.2987</td>
<td>0.3451</td>
<td>0.9845</td>
<td>0.6076</td>
</tr>
<tr>
<td>100</td>
<td>$W(\beta, \eta)$</td>
<td>-124417</td>
<td>0.505</td>
<td>0.5082</td>
<td>NA</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>$W(\beta, \eta, \omega)$</td>
<td>-231.2317</td>
<td>0.3052</td>
<td>0.3618</td>
<td>0.9831</td>
<td>0.6631</td>
</tr>
</tbody>
</table>

Figure 2. MEA Evaluation of models performance

Figure 3. RMSE Evaluation of models performance
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Figure 4. R-Square Evaluation of models performance

Figure 5. AIC Evaluation of models performance

Figure 6. KS Test Evaluation of models performance
The estimated parameters and loglikelihood values of the proposed and the existing Weibull model have been reported in Table 1. It could be observed that all the estimated values showed a proper consistency based on the MAE and RMSE, which seem to decrease as the sample size increases in both models. Comparing the proposed model with the existing two parameters Weibull distribution, the results revealed that the proposed method produces the best-fit results in terms of MAE, RMSE, and R-square statistics in most of the cases. Therefore, according to the AIC value, the existing Weibull model is the better choice. The results in Table 2 have been displayed in Figures 1 to 5 for better analysis.

The results in Table 2 have been displayed in Figures 2-6 in evaluating the suitability of the proposed model in fitting the simulated data using MAE, RMSE, R-square, AIC, and KS test throughout the optimisation process. The best model was evaluated according to minimum MAE, RMSE, AIC, KS values, and high R-square values. Figures 2 and 3 displayed the MAE and RMSE of the simulated data from n = 10 to 100 sample size, mimicking IRR data on the assumption of the proposed model. It is observed that the error accumulation in the existing two-parameter Weibull distribution is constantly high with the increase in sample size for different values of the parameters. On the other hand, the errors decrease slightly with the increase in sample size. For example, at a sample of size 80, the MAE and RMSE increase but decrease as the sample size increases. In Figure 4, the R-square statistics have been displayed.

According to the R-square value of the Weibull models, the proposed model displayed high value through the simulation than the existing model. It is noticed that the existing Weibull model is found more complex in calculating the R-square value based on simulated data. It might be due to a large amount of error accumulation as the sample size increases. The R-square value cannot be computed when the sample size is high (i.e. n > 20). R-square exceeds the threshold with the increase in sample size in the existing model. It reveals that the simulated data does not follow the model closely enough to make predictions confidently and that the data does not appear to follow a specific pattern. In Figure 4, Akaike’s information criterion (AIC) has been displayed based on Table 3. According to AIC values, the existing model is the better choice. The “best” model will be the one that neither under-fits nor over-fits. Although the AIC will choose the best model from a set of models, it will not say anything about the absolute quality of the model.

However, the existing model is still as good as the proposed one according to the AIC value. It shows that the existing model is nearly as good as the proposed model. The KS result in Table 2 has been displayed in Figure 5, showing the KS test of the proposed model as was less than that of the existing methods throughout the simulations experiments. The KS test of the existing Weibull distribution is 1 in some instances, especially as the
sample size increases. It is an indication that the accumulation of the error is increasing as the sample size increases. It revealed that the CDF of the proposed model comes from the sample values that are equal to or less than $x$ (i.e. sample data) (Dodge, 2008). Therefore, the proposed model is more accurate based on the simulated data used in this study. Consequently, the simulated data accepts the Weibull distribution at 95% confidence. The finding reveals that the existing two-parameter Weibull best fits a small sample size, while the accuracy of the proposed model increases as the sample size increases. The p-values are not that different for the smaller sample data. The proposed distribution model has the lowest values for all goodness-of-fit statistics among all fitted models. The analysis reveals that the proposed modified Weibull distribution provides a good fit to the simulated data sets by mimicking the internal rate of return (IRR).

CONCLUSION

A new distribution based on Weibull distributions has been proposed. Weibull distribution is used in modelling a wide variety of data, including wind speed, patient survival, and product lifetime. There has been an increasing interest in developing tractable lifetime models which fit financial data flexibly. This research proposed a new three-parameter Weibull distribution by imposing a growth rate parameter on the existing two parameters Weibull distribution model. Some of its characteristics include maximum likelihood function along with its characterisations. The estimation of the model parameters is obtained using the simulated annealing algorithm approach proposed by Abbasi et al. (2006). The experimental study was based on a simulated data set that mimicked the internal return rate for sample sizes 10 to 100. Based on the result presented in Tables 1 and 2, we presume that the proposed modified Weibull distribution will better fit IRR data when compared with the existing model. We have shown that the new modified Weibull distribution fits certain well-known data sets better than the existing Weibull distribution. Adding growth rate parameters by fixing one of the parameters still provides a better fit than existing models. Our future work is to extend the proposed model for the internal rate of return real-life data set. Statistical distributions such as gamma distribution, an exponentiated family of distribution, Pareto distribution and Rayleigh distribution can be modified to accommodate growth rate parameters to achieve better financial data fitting. Furthermore, the research will further explore various evolutionary computations and other metaheuristic algorithms to estimate the parameters of the proposed model.
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ABSTRACT

The main reason that affects the discomfort in a driving vehicle is the vibration response. The human body vibration leads to many malfunctions in both comfort and performance in human health. As a result, the human body’s simulation in sitting posture in the driving vehicle has a strategic relationship for all Tires and vehicles manufacturers. The digital process simulation of the human body seat vehicle vibration shows two significant advantages. The first advantage is the prevention of the high-cost modifications in the construction stage of the vehicle, while the second one describes the stability test during the undesirable vibrations. This study modelled the human body’s dynamic characterisations, natural frequency, and mechanical response when seated in the driving vehicle with vibration transmissibility in the vertical direction have been using the biomechanical vibration model. The vertical vibrations and the transmissibility of the human body dynamic response are presented in detail. Exciting results have been obtained, and they are significant for human health, which relates to sitting posture in the driving vehicle. It can assist in understanding the influences of low-frequency vibration on human health, comfort, and performance, and therefore it could be applied for ride comfort evaluation. An analytical solution to derive the general equations of motion for the human system was developed. Then, using the vibration analysis technique and the corresponding equations, the accurate dynamic response of the selected mode is identified. Furthermore, the mathematical modelling for free vibration using the finite element analysis has been performed to
determine the appropriate values and set its description. Then, the comparison results of
the two techniques have been carried out.

Keywords: Apparent mass, biomechanical model, driving vehicle, human body vibration, mechanical response, model analysis

INTRODUCTION

A vibration problem in a driving vehicle is the main reason for discomfort for passengers. Human body vibration leads to many problems in human health, comfort feeling, and performance. The problems raised due to vibrations and their relations to the human body were investigated by many researchers. Most of the results obtained from these studies were the level of injury, and the discomfort can be estimated with this relationship (ISO 2631-1, 1997). The experiments on the human body’s biodynamic responses in a driving vehicle to vertical vibration excitation have been measured and presented in International Standard 5982 (ISO 5982, 2001). The work also covered the investigation of the dynamic body response has different effects for different people, which is related to the inter-subject variability and within the person related to the intra-subject variability. Experimental work was presented and included investigating the factors that influence the human body mass, such as the ratio between the vertical force and the measured acceleration at the supporting seat. The vibration spectra, sitting posture, age, and vibration magnitude (Zheng et al., 2011), many forms of biodynamic models have been developed to represent the driving point apparent mass and the transmissibility of the human body.

The biodynamic models can be classified as lumped and multibody and finite element types. The lumped simulation is employed to predict the modulus and the inline vertical apparent mass phase. This modelling gives a reasonable agreement of the experimental measurement of the frequencies up to 20Hz in the case of one degree of freedom systems. It also gives an excellent correlation in modelling two degrees of freedom systems (Mohanty & Mahapatra, 2014). The movement of the human body segments during vertical excitation can be modelled using the combination of lumped-mass and rigid body dynamic response (Guo et al., 2016). The modelling does not take into considerations all the degrees of freedom of the body segments. It includes the pitching of the upper torso and the translational degrees of freedom of the lower body. For modelling the human body segments, they are represented by rigid bodies interconnected by joints that can be freely rotated (Nimmen et al., 2017).

The improvement of the spine’s biomechanical vibration models and the torso opens the door to detect the harmful effects on the spine. The spinal load’s effects have been analysed numerically using a multibody model of the human spine to calculate the compressive
forces at the trunk discs (Bayoglu et al., 2019). In addition, finite element biomechanical models have been used to simulate the human torso to evaluate the effectiveness of brace design in the context of adolescent idiopathic scoliosis on large cohorts of patients (Vergari et al., 2020).

The sensitivity and importance of the biomechanical vibration models have been recently focused on because of their importance in designing the seats of different modes of transport at a low cost and with high accuracy. Koutras et al. (2021) developed a comprehensive biomechanical vibration model of the torso, including soft tissue, ribcage and spine under typical loading conditions of scoliosis braces.

In this work, the dynamic behaviour of a whole human body in the driving vehicle is modelled using a biomechanical vibration model, analytically and numerically, to estimate the body’s apparent mass and transmissibility and understand the effects of low-frequency vibration on human health, comfort, and performance. The analytical model is useful if quick calculations are required for simple systems to predict the human body’s vibration without extensive calculations. Furthermore, analytical models are useful in that they may include a large portion of the relevant human body physics while at the same time having relatively short solution times. The analytical solution model is presented by driving the general equation of motion for the dynamic human body model and calculating the natural frequencies for each human part. In addition, the numerical technique uses the finite element method is also presented to calculate natural frequency and the dynamic response performed for the human body. When using the finite element method, the numerical biomechanical vibration models can study the effect of many properties and operating parameters and, therefore, much more computationally intensive, leading to longer solution times (Desai et al., 2018). However, these disadvantages are typically outweighed by the benefit of assessing the influence of more design parameters and their associated physical processes with high sensitivity and accuracy. Finally, the natural frequency results from both models, i.e. analytical and numerical, are compared with the available published experimental results.

**ANALYTICAL TECHNIQUE**

**Biomechanical Vibration Model**

In the case of the driving vehicle, the dynamic response of the human body can be obtained using the model shown in Figure 1. This biomedical model can be employed to simulate and design vibration isolators. In this work, the human body is positioned in a healthy posture and looks straight ahead without sideway movements with a relaxed upper body upright state. Also, it assumes that the hands were put on the lap and the foot is on the footplate. The biomechanical model of this human body consists of body parts such as the head, torso, thighs, pelvis, viscera, and legs, as shown in Figure 1.
Figure 1. The geometry of the computational biomechanical model showing different parts of the human body and connections between them

The numbers refer to joints between two parts (white circles), and the centre of mass of each part of the body (black circles) and the vibration excitation locations (arrows) are also shown. Figure 1 shows that the primary vibration source in the desired biomechanical model is a seat in a vehicle found not modelled explicitly. Instead, a motion of the base node is used in the geometry of the computational model. Hence, the input excitation at three different locations in the vertical direction was employed. All the body parts in this model are treated as lumped masses, defined as rigid bodies. The viscera in this model are not allowed to turn, and the legs are also not allowed to translate as well rotate. The biomechanical model connections of the body parts are represented by translational and rotational springs and dashpot damper, which can predict the relative motion between the body segments. These types of joints are modelled using the elastic version of a fixed link. Once the flexible version of joints is used, the torsional stiffness and linear damper coefficient are assigned at the joints between the body parts will be provided. Therefore, the human biomechanical models for mechanical properties, motion description in an arbitrary position, and properties for inertia and geometry for a biomechanical model can be simulated in Figures 2 to 4, respectively (Griffin, 1990).

In the assumption of small deformation for individual vertebrae, the strain represents the rigid body rotation. Besides, the prediction of the spinal forces did not define; then, the human biomechanical joint modelling did not include the disks and the vertebrae. Also, it assumed no movements translational between the rigid bodies and its bodies connected by joints as pin joints. The linear spring and damper were considering modelling the shear and axial deformation for the thigh tissue and pelvis. The interface seat occupant friction force and the relative motion between the human body and the seat are neglected (Griffin, 1990). The human body parts directly in touch with the vibrating seat are legs, thighs, and pelvis. The connections between the human body and the vibrating seat are modelled using
a fixed joint. It is required to model the cushioning effect that the elastic behaviours on these joints are included everywhere of the seat. Also, the legs in this model are connected to the seat with the rigid version of fixed joint, and thus, it does not need to insert joint elasticity parameters. Table 1 presents the mechanical properties values such as mass and moment of inertia of each human body part about its centre of mass (Zheng et al., 2011), while the values of stiffness, damping coefficients, translational and rotational, for all the connections in the biomechanical model are listed in Table 2 (Zheng et al., 2011).
Biomechanical Vibration Analysis

The general equation of motion for the biomechanical model for the human body can be evaluated by assuming multi translational and rotational displacement on each mass. Therefore, the general coordinates can be considered small displacement with various time representations and be listed as Equation 1.

\[
\{\delta\} = \{x_1 \quad z_1 \quad \theta_1 \quad \theta_2 \quad \theta_3 \quad \theta_4 \quad \theta_5\}^T
\]  

(1)

Therefore, by using the energy Lagrange technique can be derived the general equations of motion for the biomechanical model for vibration behaviour of the human body, for assuming small and linear vibration response for each human body part, as Equations 2-4,

\[
T = \frac{1}{2} m_1 (\dot{x}_1^2 + (\dot{z}_1 + r_1 \dot{\theta}_1)^2) + \frac{1}{2} m_2 (\dot{x}_2^2 + (\dot{z}_1 + l_1 \dot{\theta}_1 + r_2 \dot{\theta}_2)^2) + \\
\frac{1}{2} m_3 (\dot{x}_3^2 + (\dot{z}_1 + l_1 \dot{\theta}_1 + l_2 \dot{\theta}_2 + r_3 \dot{\theta}_3)^2) + \frac{1}{2} m_4 (\dot{x}_4^2 + (\dot{z}_1 + r_4 \dot{\theta}_4)^2) + \\
\frac{1}{2} m_5 (\dot{x}_5^2 + (\dot{z}_1 + l_4 \dot{\theta}_4 + r_5 \dot{\theta}_5)^5) + \frac{1}{2} l_1 \dot{\theta}_1^2 + \frac{1}{2} l_2 \dot{\theta}_2^2 + \frac{1}{2} l_3 \dot{\theta}_3^2 + \frac{1}{2} l_4 \dot{\theta}_4^2 + \frac{1}{2} l_5 \dot{\theta}_5^2
\]  

(2)
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\[ U = \left( \frac{1}{2} (l_{1x} + k_{4x}) \dot{x}^2 + \frac{1}{2} k_{12} (z_1 - q_0)^2 + \frac{1}{2} k_{4z} (z_1 + r_c \dot{q}_4 - q_0)^2 + \frac{1}{2} k_{t1} (\theta_1 + \dot{\theta}_4)^2 \right) \]

\[ D = \left( \frac{1}{2} (c_{1x} + c_{4x}) \ddot{x}^2 + \frac{1}{2} c_{12} (\ddot{z}_1 - \dot{q}_0)^2 + \frac{1}{2} c_{4z} (\ddot{z}_1 + r_c \ddot{q}_4 - \ddot{q}_0)^2 + \frac{1}{2} c_{t1} (\ddot{\theta}_1 + \ddot{\theta}_4)^2 \right) \]

Where, \( l_1 \) to \( l_5 \) and \( r_1 \) to \( r_5 \) are presenting in Table 3, the translational and rotational stiffness is shown in Table 4, and the translational and rotational damping coefficient are shown in Table 5, and \( r_4 \) used about (14.8) (Zheng et al., 2011).

Then, by using Lagrange’s equations to derive the general equations of motion for multi-degree of freedom, by using Equation 5,

\[ \frac{d}{dt} \left( \frac{\partial T}{\partial \dot{\delta}_i} \right) - \left( \frac{\partial T}{\partial \dot{\delta}_i} \right) + \left( \frac{\partial U}{\partial \delta_i} \right) = F_i \]

Where, \( i \) number of degree of freedom, and \( F_i \) applied load.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Dimensions for human body parts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part length (cm)</td>
<td>Mass centre (cm)</td>
</tr>
<tr>
<td>( l_1 )</td>
<td>13.77</td>
</tr>
<tr>
<td>( l_2 )</td>
<td>29.65</td>
</tr>
<tr>
<td>( l_3 )</td>
<td>40.27</td>
</tr>
<tr>
<td>( l_4 )</td>
<td>34.6</td>
</tr>
<tr>
<td>( l_5 )</td>
<td>36.33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Translational and rotational stiffness for biomechanical human body parts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translational stiffness (kN/m)</td>
<td>Rotational stiffness (kN.m.rad)</td>
</tr>
<tr>
<td>( k_{1x} )</td>
<td>0.905</td>
</tr>
<tr>
<td>( k_{4x} )</td>
<td>0.614</td>
</tr>
<tr>
<td>( k_{1z} )</td>
<td>121.3</td>
</tr>
<tr>
<td>( k_{4z} )</td>
<td>16.71</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Translational and rotational damping coefficient for the human body</th>
</tr>
</thead>
<tbody>
<tr>
<td>Translational stiffness (kN.s/m)</td>
<td>Rotational stiffness (kN.m.s.rad)</td>
</tr>
<tr>
<td>( c_{1x} )</td>
<td>0.015</td>
</tr>
<tr>
<td>( c_{4x} )</td>
<td>0.014</td>
</tr>
<tr>
<td>( c_{1z} )</td>
<td>0.047</td>
</tr>
<tr>
<td>( c_{4z} )</td>
<td>8.01</td>
</tr>
</tbody>
</table>
Then, by using Equations 2-4, can be evaluated using the general equation of motion of the system, as Equations 6-12,

For, \( i = 1, \delta_1 = x_1 \),

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \delta_1} \right) = \left( (m_1 + m_2 + m_3 + m_4 + m_5) \ddot{x}_1 + (m_1 r_1 + m_2 l_1 + m_3 l_1) \ddot{\theta}_1 \right)
\]

\[
\left( \frac{\partial V}{\partial \delta_1} \right) = \left( ((c_{1x} + c_{4x}) x_1), \left( \frac{\partial U}{\partial \delta_1} \right) = \left( (k_{1x} + k_{4x}) x_1 \right) \right.
\]

Then,

\[
(m_1 + m_2 + m_3 + m_4 + m_5) \ddot{x}_1 + (c_{1x} + c_{4x}) x_1 + (k_{1x} + k_{4x}) x_1 = 0
\]

(6)

For, \( i = 2, \delta_2 = z_1 \),

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \delta_2} \right) = \left( (m_1 + m_2 + m_3 + m_4 + m_5) \ddot{z}_1 + (m_2 r_2 + m_3 l_2) \ddot{\theta}_2 + (m_4 r_4 + m_5 l_4) \ddot{\theta}_4 + (m_5 r_5) \ddot{\theta}_5 \right)
\]

\[
\left( \frac{\partial V}{\partial \delta_2} \right) = \left( ((c_{1z} + c_{4z}) z_1 + (c_{4z} r_4) \ddot{\theta}_4 - (c_{1z} + c_{4z}) \dot{q}_0), \left( \frac{\partial U}{\partial \delta_2} \right) = \left( (k_{1z} + k_{4z}) z_1 + (k_{4z} r_4) \ddot{\theta}_4 - (k_{1z} + k_{4z}) q_0 \right) \right.
\]

Then,

\[
\left( (m_1 + m_2 + m_3 + m_4 + m_5) \ddot{z}_1 + (m_1 r_1 + m_2 l_1 + m_3 l_1) \ddot{\theta}_1 + (m_2 r_2 + m_3 l_2) \ddot{\theta}_2 + (m_4 r_4 + m_5 l_4) \ddot{\theta}_4 + (m_5 r_5) \ddot{\theta}_5 \right) = \left( (k_{1z} + k_{4z}) q_0 + (c_{1z} + c_{4z}) \dot{q}_0 \right)
\]

(7)

For, \( i = 3, \delta_3 = \theta_1 \),

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \delta_3} \right) = \left( (m_1 r_1 + m_2 l_1 + m_3 l_1) \ddot{z}_1 + (m_1 r_1^2 + m_2 l_1^2 + m_3 l_1^2 + l_1) \ddot{\theta}_1 \right)
\]

\[
\left( \frac{\partial V}{\partial \delta_3} \right) = \left( (c_{1\theta} + c_{2\theta}) \dot{\theta}_1 - (c_{2\theta}) \dot{\theta}_2 + (c_{1\theta}) \dot{\theta}_4 \right), \left( \frac{\partial U}{\partial \delta_3} \right) = \left( (k_{1\theta} + k_{2\theta}) \theta_1 - k_{2\theta} \theta_2 + (k_{1\theta}) \theta_4 \right)
\]

Then,

\[
\left( (m_1 r_1 + m_2 l_1 + m_3 l_1) \ddot{z}_1 + (m_1 r_1^2 + m_2 l_1^2 + m_3 l_1^2 + l_1) \ddot{\theta}_1 + (m_2 r_2 l_1 + m_3 l_2 l_1) \ddot{\theta}_2 + (m_3 r_3 l_1) \ddot{\theta}_3 + (c_{1\theta} + c_{2\theta}) \dot{\theta}_1 - (c_{2\theta}) \dot{\theta}_2 + (c_{1\theta}) \dot{\theta}_4 + (k_{1\theta} + k_{2\theta}) \theta_1 - k_{2\theta} \theta_2 + (k_{1\theta}) \theta_4 \right) = 0
\]

(8)

For, \( i = 4, \delta_4 = \theta_2 \),
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\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \theta_2} \right) = (m_2 r_2 + m_3 l_2) \ddot{z}_1 + (m_2 l_1 r_2 + m_3 l_1 l_2) \ddot{\theta}_1 + (m_2 r_2^2 + m_3 l_2^2 + l_2) \ddot{\theta}_2 + (m_2 r_3 l_2) \ddot{\theta}_3
\]

\[
\left( \frac{\partial T}{\partial \theta_2} \right) = 0, \quad \left( \frac{\partial \theta}{\partial \theta_2} \right) = \left( c_{t_2} + c_{t_3} \right) \ddot{\theta}_2 - (c_{t_2}) \ddot{\theta}_1 - (c_{t_3}) \ddot{\theta}_3, \quad \left( \frac{\partial u}{\partial \theta_2} \right) = \left( k_{t_2} + k_{t_3} \right) \theta_2 - (k_{t_2}) \theta_1 - (k_{t_3}) \theta_3
\]

Then,

\[
\begin{pmatrix}
(m_2 r_2 + m_3 l_2) \ddot{z}_1 + (m_2 l_1 r_2 + m_3 l_1 l_2) \ddot{\theta}_1 + (m_2 r_2^2 + m_3 l_2^2 + l_2) \ddot{\theta}_2 + (m_2 r_3 l_2) \ddot{\theta}_3 \\
(c_{t_2} + c_{t_3}) \ddot{\theta}_2 - (c_{t_2}) \ddot{\theta}_1 - (c_{t_3}) \ddot{\theta}_3 + (k_{t_2} + k_{t_3}) \ddot{\theta}_2 - (k_{t_2}) \ddot{\theta}_1 - (k_{t_3}) \ddot{\theta}_3
\end{pmatrix} = 0
\]

(9)

For, \( i = 5, \delta_5 = \theta_3, \)

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \theta_3} \right) = (m_3 r_3) \ddot{z}_1 + (m_3 l_3 r_3) \ddot{\theta}_1 + (m_3 l_2 r_3) \ddot{\theta}_2 + (m_3 r_3^2 + l_3 \ddot{\theta}_3)
\]

\[
\left( \frac{\partial T}{\partial \theta_3} \right) = 0, \quad \left( \frac{\partial \theta}{\partial \theta_3} \right) = \left( c_{t_3} \right) \ddot{\theta}_3 - (c_{t_3}) \ddot{\theta}_2, \quad \left( \frac{\partial u}{\partial \theta_3} \right) = (k_{t_3}) \theta_3 - (k_{t_3}) \theta_2
\]

Then,

\[
\begin{pmatrix}
(m_3 r_3) \ddot{z}_1 + (m_3 l_3 r_3) \ddot{\theta}_1 + (m_3 l_2 r_3) \ddot{\theta}_2 + (m_3 r_3^2 + l_3) \ddot{\theta}_3 - (c_{t_3}) \ddot{\theta}_2 + (k_{t_3}) \ddot{\theta}_3 - (k_{t_3}) \theta_2
\end{pmatrix} = 0
\]

(10)

For, \( i = 6, \delta_6 = \theta_4, \)

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \theta_4} \right) = (m_4 r_4 + m_5 l_4) \ddot{z}_1 + (m_4 l_4 r_4) \ddot{\theta}_5 + (m_4 r_4^2 + m_5 l_4^2 + l_4) \ddot{\theta}_4
\]

\[
\left( \frac{\partial T}{\partial \theta_4} \right) = 0
\]

\[
\left( \frac{\partial \theta}{\partial \theta_4} \right) = \left( c_{42} r_4 c_4 \right) \ddot{z}_1 + (c_{t_4}) \ddot{\theta}_1 + (c_{t_4}) \ddot{\theta}_5 + (c_{42} r_4^2 c_4 + c_{t_4} + c_{t_4}) \ddot{\theta}_4 - (c_{42} r_4 c_4) \ddot{\theta}_5
\]

\[
\left( \frac{\partial u}{\partial \theta_4} \right) = \left( k_{42} r_4 c_4 \right) \ddot{z}_1 + (k_{t_4}) \ddot{\theta}_1 + (k_{t_4}) \ddot{\theta}_5 + (k_{42} r_4^2 c_4 + k_{t_4} + k_{t_4}) \ddot{\theta}_4 - (k_{42} r_4 c_4) \ddot{\theta}_5
\]

Then,

\[
\begin{pmatrix}
(m_4 r_4 + m_5 l_4) \ddot{z}_1 + (m_4 l_4 r_4) \ddot{\theta}_5 + (m_4 r_4^2 + m_5 l_4^2 + l_4) \ddot{\theta}_4 + (c_{42} r_4 c_4) \ddot{z}_1 + (c_{t_4}) \ddot{\theta}_1 + (c_{t_4}) \ddot{\theta}_5 + (c_{42} r_4^2 c_4 + c_{t_4} + c_{t_4}) \ddot{\theta}_4 + (k_{42} r_4 c_4 \ddot{\theta}_5 + (k_{t_4}) \ddot{\theta}_1 + (k_{t_4}) \ddot{\theta}_5 + (k_{42} r_4^2 c_4 + k_{t_4} + k_{t_4}) \ddot{\theta}_4
\end{pmatrix} = (k_{42} r_4 c_4 \ddot{\theta}_5 + (k_{42} r_4 c_4 \ddot{\theta}_5 + (k_{t_4}) \ddot{\theta}_1 + (k_{t_4}) \ddot{\theta}_5 + (k_{42} r_4^2 c_4 + k_{t_4} + k_{t_4}) \ddot{\theta}_4
\]

(11)

For, \( i = 7, \delta_7 = \theta_5, \)

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \theta_5} \right) = (m_5 r_5) \ddot{z}_1 + (m_5 l_4 r_5) \ddot{\theta}_4 + (m_5 r_5^2 + l_5) \ddot{\theta}_5
\]

\[
\left( \frac{\partial T}{\partial \theta_5} \right) = 0, \quad \left( \frac{\partial \theta}{\partial \theta_5} \right) = \left( c_{t_5} \ddot{\theta}_4 + c_{t_4} \ddot{\theta}_5 \right) , \quad \left( \frac{\partial u}{\partial \theta_5} \right) = (k_{t_4} \theta_4 + k_{t_4} \theta_5)
\]

Then,
\[
(m_5 r_5) \dot{z}_3 + (m_5 l_4 r_3) \ddot{\theta}_4 + (m_5 r_5^2 + l_5) \ddot{\theta}_5 + c_{t4} \dot{\theta}_4 + c_{t4} \dot{\theta}_5 + k_{t4} \theta_4 + k_{t4} \theta_5 = 0 \tag{12}
\]

Therefore, Equations 6-12, can be rewritten by using matrix form, as Equations 13 and 14,
\[
[m] \{ \delta \} + [c] \{ \delta \} + [k] \{ \delta \} = \{ F \} \tag{13}
\]
Where,
\[
[m] = \begin{bmatrix}
    m_{11} & \cdots & m_{17} \\
    \vdots & \ddots & \vdots \\
    m_{71} & \cdots & m_{77}
\end{bmatrix}
\]

For,
\[
m_{11} = (m_1 + m_2 + m_3 + m_4 + m_5), m_{12} = m_{13} = m_{14} = m_{15} = m_{16} = m_{17} = 0
\]
\[
m_{22} = (m_1 + m_2 + m_3 + m_4 + m_5), m_{23} = (m_1 r_1 + m_2 l_1 + m_3 l_1), m_{24} = (m_2 r_2 + m_3 l_2)
\]
\[
m_{25} = (m_3 r_3), m_{26} = (m_4 r_4 + m_5 l_4), m_{27} = (m_5 r_5), m_{33} = (m_1 r_1^2 + m_2 l_1^2 + m_3 l_1^2 + l_1)
\]
\[
m_{34} = (m_2 r_2 l_1 + m_3 l_2 l_1), m_{35} = (m_3 r_3 l_1), m_{36} = m_{37} = 0, m_{44} = (m_2 r_2^2 + m_3 l_2^2 + l_2)
\]
\[
m_{45} = (m_3 r_3 l_2), m_{46} = m_{47} = 0, m_{55} = (m_3 r_3^2 + l_3), m_{56} = m_{57} = 0,
\]
\[
m_{66} = (m_4 r_4^2 + m_5 l_4^2 + l_4)
\]
\[
m_{67} = (m_5 r_5 l_4), m_{77} = (m_5 r_5^2 + l_5)
\]

And,
\[
[c] = \begin{bmatrix}
    c_{11} & \cdots & c_{17} \\
    \vdots & \ddots & \vdots \\
    c_{71} & \cdots & c_{77}
\end{bmatrix}
\]

For,
\[
c_{11} = (c_{1x} + c_{4x}), c_{12} = c_{13} = c_{14} = c_{15} = c_{16} = c_{17} = 0, c_{22} = (c_{1x} + c_{4x}), c_{26} = (c_{4x} r_4)
\]
\[
c_{23} = c_{24} = c_{25} = c_{27} = 0, c_{33} = (c_{t1} + c_{t2}), c_{34} = (c_{t1} + c_{t2}), c_{35} = c_{37} = 0, c_{44} = (c_{t2} + c_{t3}), c_{45} = (c_{t3}), c_{46} = c_{47} = 0, c_{55} = (c_{t3}), c_{56} = c_{57} = 0,
\]
\[
c_{66} = (c_{4x} r_4^2 + c_{t1} + c_{t4}), c_{67} = (c_{t4}), c_{77} = (c_{t4})
\]

Also,
\[
[k] = \begin{bmatrix}
    k_{11} & \cdots & k_{17} \\
    \vdots & \ddots & \vdots \\
    k_{71} & \cdots & k_{77}
\end{bmatrix}
\]

For,
\[
k_{11} = (k_{1x} + k_{4x}), k_{12} = k_{13} = k_{14} = k_{15} = k_{16} = k_{17} = 0, k_{22} = (k_{1x} + k_{4x}), k_{26} = (k_{4x} r_4)
\]
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\[
k_{23} = k_{24} = k_{25} = k_{27} = 0, k_{33} = (k_{t1} + k_{t2}), k_{34} = -(k_{t2}), k_{36} = (k_{t1}), k_{35} = k_{37} = 0, k_{44} = (k_{t2} + k_{t3}), k_{45} = -(k_{t3}), k_{46} = k_{47} = 0, k_{55} = k_{t3}, k_{56} = k_{57} = 0,
\]

\[
k_{66} = (k_{42}r_{c4}^2 + k_{t1} + k_{t4}), k_{67} = (k_{t4}), k_{77} = (k_{t4})
\]

And,

\[
\{\delta\} = \begin{pmatrix}
x_1 \\
\dot{x}_1 \\
\ddot{x}_1 \\
x_2 \\
\dot{x}_2 \\
\ddot{x}_2 \\
x_3 \\
\dot{x}_3 \\
\ddot{x}_3 \\
x_4 \\
\dot{x}_4 \\
\ddot{x}_4 \\
x_5 \\
\dot{x}_5 \\
\ddot{x}_5 
\end{pmatrix}, \{\delta\} = \begin{pmatrix}
z_1 \\
\dot{z}_1 \\
\ddot{z}_1 \\
z_2 \\
\dot{z}_2 \\
\ddot{z}_2 \\
z_3 \\
\dot{z}_3 \\
\ddot{z}_3 \\
z_4 \\
\dot{z}_4 \\
\ddot{z}_4 \\
z_5 \\
\dot{z}_5 \\
\ddot{z}_5 
\end{pmatrix}, \{\delta\} = \begin{pmatrix}
\theta_1 \\
\dot{\theta}_1 \\
\ddot{\theta}_1 \\
\theta_2 \\
\dot{\theta}_2 \\
\ddot{\theta}_2 \\
\theta_3 \\
\dot{\theta}_3 \\
\ddot{\theta}_3 \\
\theta_4 \\
\dot{\theta}_4 \\
\ddot{\theta}_4 \\
\theta_5 \\
\dot{\theta}_5 \\
\ddot{\theta}_5 
\end{pmatrix}
\]

\[
(F) = \begin{pmatrix}
0 & (k_{1} + k_{42})q_{0} + (c_{1} + c_{42})\dot{q}_{0} \\
0 & 0 \\
0 & 0 \\
0 & ((k_{42}r_{c4})q_{0} + (c_{42}r_{c4})\dot{q}_{0}) \\
0 & 0
\end{pmatrix}
\]

(14)

Where, \(q_{0}\) is the load-displacement, which can be assumed with a frequency range from 0.3 to 20 Hz (Zheng et al., 2011).

The mathematical modelling for vibration, translational and rotational motion for the biomechanical human body has been discussed to generate the eigenvalue problem. This analysis included solving for the equation of motion for, Equation 13 (Al-Waily, 2005; Rao, 2007; Rao, 2018; Abbas et al., 2019) to calculate natural frequencies for the human body, as Equation 15,

\[
| [k] - \omega^2 [m] | [X] = 0
\]

(15)

Where, \([k]\) and \([m]\) are stiffness and mass matrix for the human body, calculated from Equation 13, \(\omega\) is the natural frequency for translational and rotational motion of the human body modelled as in Figure 3, and \([X]\) is the normal modes for translational and rotational motion.

**BIOMECHANICAL FINITE ELEMENT MODEL**

The finite element analysis with the help of the COMSOL Multi-Physics Multi-body Dynamics interfaces package software has been used to model and simulate the dynamic biomechanics of human body behaviour. The dynamic response under various frequencies applied load, and the natural frequency for each part’s human body is calculated. The biomechanical model using finite element technique is divided into different roles,
first modelling for vibration behaviour for the human body, and secondly, meshes the
human model with required element number by using mesh generation technique, and
finally, solution vibration biomechanical human body model to evaluate the dynamic
characterisations for modelling. The numerical results of the natural frequency, for each
part of the human body, are found, comparison with analytical results calculating by using
the analytical solution for biomechanical human body model, given in Equation 17, there
is a good agreement between analytical and numerical results with a maximum error
percentage (4.2%).

**Human Body Vibration Model**

The biomechanical model of the human body has been modelled using the finite element
method to estimate the vertical vibration parameters natural frequencies of the human
body vibration. The model consists of all body parts; torso, head, pelvis, legs, thighs, and
viscera, as illustrated in the model geometry for different body parts, connections, mass
centre’s, and vibration excitation locations (Figure 1). All the human body parts in this
model are defined as rigid bodies and lumped masses. The moment of inertia and mass
values for each part of the body are listed in Table 1. The joints elasticity details for the
human body parts in the model are shown in Table 2.

The fundamental governing equation for forced vibrations of a structure is written as
Equation 16 (Rao, 2007; Rao, 2018),

\[ [m]\{\ddot{x}\} + [c]\{\dot{x}\} + [k]\{x\} = \{F\} \]  

(16)

Where, \([m]\), \([k]\), \([c]\), and \([x]\), are the mass matrix, stiffness matrix, damping coefficient matrix,
and displacement matrices, respectively, and \([F]\) is the external excitation force, as presented in
Equation 14. Secondly, a frequency response analysis is modelled and carried out around
the natural frequencies to determine the apparent mass and the two transmissibility. In
sitting posture in vehicles, the vibration exciting the hip and thigh is transmitted to the
human head through the entire body part. Therefore, the vibration transmissibility to the
human head and driving point mechanical impedance or apparent mass of the human body
are essential characteristics to express the vibration of a human body. The hip and human
head vibration is also an important factor affecting ride comfort and visual disturbance.
The vertical transmissibility (the ratio of vertical acceleration of the head to the input
acceleration of the seat) is defined by Equation 17 (Kim et al., 2005),

\[ H_{\text{vertical}} = \frac{\gamma_{\text{head}}}{\gamma_{\text{seat}}} \]  

(17)

The rotational transmissibility (the ratio of the angular acceleration of the head to the
input acceleration of the seat) is defined by Equation 18 (Kim et al., 2005),
The apparent mass (the ratio of the force at the seat to the input acceleration of the seat) is defined by Equation 19 (Kim et al., 2005),

\[ M_{\text{apparent}} = \frac{(F)_{\text{seat}}}{(\ddot{y})_{\text{seat}}} \]  

The transmissibility’s and apparent mass are directly related to the comfort feeling, especially the vertical and rotational transmissibility affect ride comfort and vision.

**Computational Grid**

The biomechanical model’s governing equations were discretised using a finite-element method and solved using the COMSOL Multi-Physics Multi-body Dynamics interface package to simulate the different parts in the model. The human body segments and the whole-body vibrations are studied. Three different positions of a vertical direction excitation of 1 m/s\(^2\) are achieved. Numerical testing was applied for these models, and a quadratic elements mesh domain, with 598 boundary elements was found to provide sufficient spatial resolution (Figure 5).

The coupled set of equations of the human body model was solved iteratively. The solution was considered convergent when the relative error was less than \(1.0 \times 10^{-6}\) in each field for two consecutive iterations.

**RESULTS AND DISCUSSION**

The biomechanical results included is employed to calculate the natural frequency for human body parts by using analytical and numerical techniques and then is compared the natural frequency results together, and after that, evaluating the vibration mode for human body parts with translational and rotational direction by using the numerical technique, by using finite element method.

**Natural Frequency Results**

The natural frequency for human body parts’ translational and rotational biomechanical vibration is evaluated by an analytical solution for the general equation of motion for biomechanical modelling human body, Equation 15. Besides, the comparisons of the
numerical results with analytical results were calculated, as shown in Table 6. The comparison of analytical and numerical results give a functional discrepancy with maximum error did not exceed about (4.2%). Also, the results indicate that the maximum frequency occurs at a translational motion for the human body and the minimum frequency at rotational motion direction for the human body. So, these results can show the effect of applying load at the rotational human part more than the impact on the translational path. Furthermore, the results of the current work for both models were compared with the available published experimental results (Kim et al., 2005). The results showed that the maximum discrepancy did not exceed about (6%), as in the Head rotation.

<table>
<thead>
<tr>
<th>Human Model Coordinate</th>
<th>Natural Frequency (rad/sec)</th>
<th>Discrepancy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td>16.02</td>
<td>15.56</td>
</tr>
<tr>
<td>z₁</td>
<td>126.4</td>
<td>121.24</td>
</tr>
<tr>
<td>θ₁</td>
<td>76.56</td>
<td>74.58</td>
</tr>
<tr>
<td>θ₂</td>
<td>3.07</td>
<td>2.93</td>
</tr>
<tr>
<td>θ₃</td>
<td>29.24</td>
<td>28.47</td>
</tr>
<tr>
<td>θ₄</td>
<td>37.09</td>
<td>35.96</td>
</tr>
<tr>
<td>θ₅</td>
<td>25.01</td>
<td>24.13</td>
</tr>
</tbody>
</table>

**Numerical Results**

The graphical representation of the rotational Eigen-modes of the un-damped biomechanical model of the human body is explained in Figure 6. In this figure, the vast rotational movement of the head and torso segments related to the other parts of the human body (legs, pelvis, viscera, and thighs) was presented. Figure 7 shows the translational Eigen-mode of the damped biomechanical model of the human body. It also shows the vast movement of the viscera, pelvis, and head compared to the other parts of the human body (torso, legs, and thighs). The vertical transmissibility for a range of excitation frequencies is drawn in Figure 8, while Figure 9 shows the vertical transmissibility of the biomechanical model for a variety of excitation frequencies. Figure 10 shows the rotational transmissibility (deg/m) of the excitation frequency values of the biomechanical model. The rotational transmissibility reduces the comfort level, and also it directly affects the vision. Therefore, it is not good when it is increasing, especially at a higher value. Figure 11 shows the biomechanical model’s apparent mass (kg) for a range of excitation frequency. The results clearly show that the visible mass transfers the driving point physical appearance, concerning the motion and force at the seat.
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The present study results showed that the current two methodologies of the modelling and simulation of the human body using dynamic biomechanical vibration could sustain the design of vehicle seats. The mechanical response can be expected and predicted to respond to the human body using this biomechanical model in a vibratory environment as in a vehicle driving. It will help to stimulate the quality and design of vibration insulators such as seats, excitation frequency. The results clearly show that the visible mass transfers are associated with the driving point of physical appearance, the motion and the force at the seat.

Figure 6. Rotational Eigen-Modes of the un-damped biomechanical model
Figure 7. Translational Eigen-Mode of the damped biomechanical model
Figure 8. Vertical transmissibility for a range of excitation frequency

(a) 2 Hz  (b) 3 Hz  (c) 4 Hz  (d) 5 Hz
(e) 5.2 Hz  (f) 6 Hz  (g) 7 Hz  (h) 8 Hz
(i) 9 Hz  (j) 10 Hz  (k) 11 Hz  (l) 12 Hz
(m) 13 Hz  (n) 14 Hz  (o) 15 Hz  (p) 16 Hz
(q) 17 Hz  (r) 18 Hz  (s) 19 Hz
Figure 9. Vertical transmissibility of the biomechanical model for a range of excitation frequency

Figure 10. Rotational transmissibility of the biomechanical model for a range of excitation frequency

Figure 11. Apparent mass (kg) of the biomechanical model for a range of excitation frequency
CONCLUSION

In this study, analytical and numerical solutions for the dynamic biomechanical vibration model have been presented in detail to investigate and analyse the dynamic response of a human body when seated in a driving vehicle. The study included modelling the human body using a dynamic biomechanical vibration model and simulation with two methodologies. The first simulation was an analytical solution by deriving the general equations of the motion of the vibration behaviour for the human body to calculate the natural frequency for individual parts. The second simulation was a finite element technique to calculate natural frequency and vibration modes for the human body under different frequency loads. The simulation results show that the mechanical response expected and predicted to respond to the human body is perfect using this biomechanical model in a vibratory environment as in a vehicle driving, which will help stimulate the quality and design of vibration insulator such as a seat. Therefore, from this study can be concluded the following important points:

- The numerical vibration biomechanical human body model is a suitable technique and more sensitive that can be used to calculate the natural frequency for each part of the human body.
- Comparing human natural frequency results between analytical and numerical methods gives a good agreement results with maximum discrepancy not exceeding about (4.2%), and not exceeding (6%) compared with the available published experimental results.
- The maximum frequency occurs at a translational motion for the human body, and the minimum frequency at rotational motion direction for the human body occurs. Therefore, it can be shown that applying load on the rotational human parts is more than the effect of load on the translational human parts. So, the vibration response occurs at rotational human parts more than at translational human parts.
- The results are significant for human health in sitting position in the driving vehicle, which can assist understanding of the effects of low-frequency vibration on human health, comfort, and performance. Therefore it could be applied for ride comfort evaluation.
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**ABSTRACT**

Excessive use of synthetic larvicide has led to resistant strains of mosquito vectors and adverse ecological concerns globally. Hence, bioactive compounds from the plant have become a promising alternative to synthetic larvicide. Collectively, there is adequate evidence on the larvicidal effect of *Piper sarmentosum* (Kaduk). However, its leaves extract’s larvicidal effects in different solvent systems are still recondite against *Aedes aegypti*. The present study aims to investigate the larvicidal activity of the leaves extracts of *P. sarmentosum* in methanol (ME), ethyl acetate (EE), dichloromethane (DE) and hexane (HE), towards the larvae of *A. aegypti*, following the laboratory guidelines provided by the World Health Organization (WHO). HE shows a significantly highest larvicidal activity followed by DE, EE and ME, with LC₅₀ and LC₉₀ values of 39.04 and 87.84, 62.78 and 134.73, 114.70 and 169.20, 156.10 and 182.10 µg/mL, respectively. The HE was also found to contain the highest total phenolic and total flavonoid content (TPC and TFC), with various bioactive compounds at a higher percentage that exerts synergistic effects on the significantly improved larvicidal effect of HE compared to other solvent extracts. The morphological observation of *A. aegypti* larvae upon exposure to HE revealed a significant shrinkage of the internal structure of abdominal and siphon segments that indicates the acute toxicity effect of HE. The present study provides scientific-based
evidence on the strongest larvicidal effect of HE from *P. sarmentosum* leaves extract towards *A. aegypti* for further development as a potential alternative for synthetic larvicide.

**Keywords:** *Aedes aegypti*, larvicidal activity, leaves extract, phytochemical content, *Piper sarmentosum*

**INTRODUCTION**

The World Health Organization (2021) claimed that the estimation of people at risk of contracting dengue was more than 3.9 billion in over 128 countries, with 96 million cases per year. In Malaysia alone, 88,845 dengue cases were recorded from January to December 2020, while in 2019, 127,407 cases were recorded within the same period. Selangor has recorded the highest number of dengue cases with 43,491 cases and 37 deaths, followed by Johor with 11,389 cases and 42 deaths in the Federal Territories of Kuala Lumpur and Putrajaya with 10,451 cases and seven deaths. Even though statistics show a decrease of 30.3% of dengue cases from 2019, the high number of cases recorded is still of concern (Ministry of Health Malaysia, 2020).

Mosquitoes are the primary known disease vectors able to transmit infectious diseases through the sucking of blood from the infected host (humans and animals) into a new host. There are more than 3,000 species of mosquitoes, but the common genera are *Aedes*, *Anopheles*, and also *Culex*. These mosquitoes serve as vector disease agents, including dengue fever, dengue haemorrhagic fever, Chikungunya, lymphatic filariasis, zika and malaria that are endemic and epidemic in many countries (Reiter, 2001).

Numerous approaches have been employed to hinder mosquito development, which largely involves vector control. Thus, vector control is often viewed as crucial. The mosquito larvae populations are usually controlled by the use of organophosphates, insect growth regulators, microbial agents, and residual spraying and insecticide-treated bed nets. While synthetic larvicides have supposedly become an effective means to control the mosquito larvae population, the excessive use of these synthetic larvicides has triggered the spread of resistant strains in the populations, as well as contributing to environmental pollution and mammalian toxicity (Mohiddin et al., 2016, Suratman et al., 2015). As a result, many non-targeted organisms, such as honey bees (Mahmood et al., 2014) and fish (Anadu et al., 1996, Wang et al., 2017), are at risk over the years. Hence, bioactive compounds isolated from the plant secondary metabolites have become potential alternatives to the present synthetic larvicides.

Consequently, this has become the centre of attention for researchers, specifically in screening potential bioactive compounds from botanical resources to produce biolarvicides. Biolarvicides can be an alternative to synthetic pesticides and have been proven to be more eco-friendly and safer for non-targeted organisms (Guleria & Tiku, 2009). In addition, chemicals derived from botanical sources have been discovered over decades to have a high potential in controlling mosquitoes (Sukumar et al., 1991).
The piper species are well-known herb species as they possess promising pharmacological activities along with pesticide and larvicidal activities. Genus *Piper*, the most abundant genera in the *Piperaceae* family, with 1000-2000 species are distributed worldwide, and over 400 species were recorded from the Malaysian region alone (Salleh et al., 2014). A previous study has reported on the insecticidal properties of *Piper sarmentosum* (*P. sarmentosum*), a wild plant usually grown in tropical countries including Malaysia, from the aerial part and root extracts (Hematpoor et al., 2016), but the data that supports the larvicidal effects of *P. sarmentosum* leaves extract against *Aedes aegypti* (*A. aegypti*) remain scarce. Furthermore, no published studies directly compare the effects of solvent extraction on *P. sarmentosum* leaves towards its larvicidal activity. Hence, the present study endeavours to evaluate and compare the larvicidal effects of *P. sarmentosum* (Kaduk) leaves extract in different solvents against *A. aegypti* and identify the potential bioactive components of the extract by using gas chromatography-mass spectrometry (GC-MS).

**MATERIALS AND METHODS**

**Materials**

All chemicals and reagents used were of analytical grade. Methanol, ethyl acetate, dichloromethane, hexane (R&M Chemicals, United Kingdom) and dimethyl sulfoxide (DMSO) (Merck, Germany) (PP: 99.8%, AR), Follin Ciocalteu reagent (Merck, Germany), gallic acid (Sigma Aldrich, Germany), quercetin hydrate (Acros Organics, United States), sodium carbonate (Merck, Germany), sodium nitrate (Merck, Germany), aluminium chloride (R&M Chemicals, United Kingdom), sodium hydroxide (Macron Fine Chemicals, United States), Abate 1.1® (BASF, Malaysia) were procured and used as purchased without further purification.

**Methods**

**Plant Material.** *Piper sarmentosum* leaves of similar sizes were collected from Taman Pertanian Universiti, Universiti Putra Malaysia and were further identified by a botanist (Dr Mohd Firdaus Ismail) from the Biodiversity Unit, Institute of Bioscience (IBS), Universiti Putra Malaysia. A specimen voucher (MFI 0149/20) was deposited in the Institute of Bioscience Herbarium. The leaves were then washed thoroughly minimise microbial contamination and remove debris and were spread onto trays and oven-dried at 50°C for three consecutive days. The leaves were ground into a fine powder using a food blender (Panasonic, Malaysia) and was kept in glass bottles, sealed and wrapped with aluminium foil for protection from sunlight and moisture at room temperature until further use.

**Plant Extraction.** The leaf extracts of *P. sarmentosum* were obtained by maceration using a shaking incubator (Sartorius, Germany) operating at 150 rpm at room temperature with
four different solvents, ethyl acetate, methanol, dichloromethane and hexane. Fifteen grams (15 g) of the dried leaf powder were dissolved in 150 mL of solvents for maceration. The mixture was macerated twice for three consecutive days at room temperature and stored in a dark condition to reduce sample degradation. It was followed by filtration of the crude extract using filter paper (Whatman, England). Finally, filtrates obtained from the maceration were pooled together and further concentrated using a rotary evaporator (Buchi, Switzerland). The dried crude extracts were stored in glass bottles at 4˚C until further use.

**Determination of Total Phenolic Content (TPC).** The extract’s total phenolic content (TPC) was determined by the Folin-Ciocalteu method as described previously (Ugusman et al., 2012) with modifications. The extracted sample (0.5 mL of 1 mg/mL of different solvent extracts) was mixed with Follin-Ciocalteu reagent (2.0 mL, 1:10 diluted with distilled water) for 5 minutes, and an aqueous solution of sodium carbonate (2.5 mL, 7.5% w/v) was then added. The mixture was allowed to stand for 90 minutes in a dark condition at room temperature, then estimated phenolic content by colourimetry at 760 nm (Spectrophotometer, Spectro 23, Labomed, USA). The standard curve \( y = 0.0046x - 0.063, \ R^2 = 0.998 \) was prepared by using different concentrations (0-500 µg/mL) of gallic acid solution in aqueous methanol (10:90, v/v). The total phenolic content was expressed as a milligram of gallic acid equivalent per gram of the sample dry weight (mg GAE/g DW).

**Determination of Total Flavonoid Content (TFC).** The extract’s total flavonoids content (TFC) was determined by the aluminium chloride colourimetric method as described previously with modifications (Ugusman et al., 2012). Each solvent extract (0.5 mL, 1 mg/mL) was mixed with 2 mL of distilled water and 0.15 mL of sodium nitrate (0.05 M). After a 5 minutes incubation at room temperature, 0.15 mL of aluminium chloride (0.1 M) and 1.0 mL of sodium hydroxide (1.0 M) were added. The test solution was filled up to 5.0 mL with distilled water, in which the absorbance was measured at 415 nm (Spectrophotometer, Spectro 23, Labomed, USA). The standard curve \( y = 0.0018x - 0.0087, \ R^2 = 0.9997 \) was prepared by using different concentrations (0-300 µg/mL) of quercetin solutions in aqueous methanol (10:90, v/v). Total flavonoids content was expressed in milligrams of quercetin per gram of the sample dry weight (mg QE/g DW).

**Collection of Mosquito Larvae.** The mosquito eggs of susceptible *Aedes aegypti* (*A. aegypti*) strain were procured from the Vector Control Research Unit (VCRU), Universiti Sains Malaysia (USM), Penang. Upon arrival, the eggs were immediately transferred into 250 mL of distilled water containing 0.1 g of larvae food (fish food-BETTAS®; 45% crude protein, 5% crude fat, 2% crude fibre) to trigger the hatching process and provide a continuous supply of nutrients for the larvae growth. The larvae were allowed to grow until the late third instar following hatching prior to treatment. After that, the food was
replenished every day, and the larvae were maintained at room temperature with 14-h and 10-h dark/light cycles. The larvae were considered ready for treatment on day 7.

**Larvicidal Activity.** Each of the extracts representing different solvent extraction systems was tested for larvicidal activity at a concentration of 100 µg/mL against the mosquito larvae according to the laboratory guidelines of mosquito larvicide test, provided by the World Health Organization (2005) with several modifications. Four batches of 25 larvae (N=100) were isolated into a plastic cup for bioassay tests in 50 mL of the desired extract solution. The dried crude extracts of methanol and ethyl acetate were prepared in methanol, while the dichloromethane and hexane extracts were prepared in DMSO as the stock solutions. The concentration of methanol and DMSO was kept at 0.5% v/v throughout the experiment. Larvae treated with only 0.5% methanol or DMSO were considered as control. The bioassays were conducted at a temperature in the range of 25-28°C, with no food supply. Mortality of the larvae was recorded after 24 h of exposure, and the larvae were considered dead if they did not show any response or movement when the water was disturbed. The mortality percentage was calculated, and the mortality was corrected according to Abbott’s formula (Equation 1)(Abbott, 1925). The survived adult mosquitoes were left to die without food supply for three days (De Almeida et al., 2010).

$$\text{Abbott's corrected mortality} (\%) = \frac{\% \text{ test mortality} - \% \text{ control mortality}}{100 - \% \text{ control mortality}} \times 100 \quad (1)$$

**Concentration-Response Larvicidal Bioassay.** In the concentration-response larvicidal bioassay, all extract solutions were serially diluted to obtain the concentrations in the range of 0-250 µg/mL of test solutions. The concentration of methanol and DMSO was kept at 0.5% v/v throughout the experiment. Each concentration of the test solution was treated on four batches of 25 larvae (N=100), and the mortality of the larvae was recorded following 24h of exposure. The effectiveness of the solvent extracts against the mosquito larvae was compared to a commercial synthetic larvicide, Abate 1.1®, that contains temephos as the active ingredient at concentrations of 0-10 µg/L. Probit analysis was applied to acquire the LC$_{50}$ and LC$_{90}$ values (Finney, 1971).

**Gas Chromatography-Mass Spectrometry (GC-MS) Analysis.** All extracts were subjected to phytochemical analysis using the gas chromatography-mass spectrometry (GC-MS) method. The instrument consisted of a GC-MS QP2010 Plus SHIMADZU (Shimadzu, Japan) system. Compounds were separated on a ZB-5MS column (30 m × 0.25 mm ID × 0.25 µm) and a linear velocity column flow at 1 mL/min in a split mode. The column oven was kept at 50°C for 3 minutes and was gradually increased to 100°C (at 10°C/min) and to 250°C (at 20°C/min) for 5 minutes. All extracts were dissolved in
methanol at 5 µg/mL, and filtered through the 0.45 µm PTFE membrane filter (Millipore, USA) prior to analysis. The GC-MS injection volume was 0.5 µL and the analysis was conducted for 7 to 20 minutes. A mass spectrometer equipped with an ACQ detector, set at 240°C for ion source temperature and 300°C of interface temperature with m/z (mass scan) of 35–450 amu, was used to identify the compounds present. The compounds’ names, molecular weight and structures were ascertained from the National Institute of Standards and Technology (NIST) 08 mass spectral data library.

**Morphological Observation.** The morphological abnormalities (head, thorax and abdominal segment) of the treated larvae (LC$_{90}$ value) were observed using an inverted microscope (TS100, Nikon, Japan) attached to the DinoLite microscope camera and controlled by the DinoCapture 2.0 software (DinoLite, USA), in comparison to the untreated larvae.

**Data Analysis.** Results for larvicidal activity, TPC and TFC were expressed as mean ± standard error of the mean (SEM). Statistical significance was determined by using a one-way analysis of variance (ANOVA) with Tukey’s test applied post hoc for paired comparison of means. A $p$-value ≤ 0.05 was considered as statistically significant (GraphPad Prism 9 Software, United States).

**RESULTS AND DISCUSSION**

The methanol extract (ME) obtained the highest percentage yield of 14.73%, followed by ethyl acetate extract (EE), dichloromethane extract (DE), and hexane extract (HE) with percentage yields of 6.38, 5.50 and 2.23%, respectively. The percentage yield of HE was higher than a previous study (Hematpoor et al., 2016) that reported a percentage yield of only 0.97% for HE extracted from the roots of *P. sarmentosum*. The difference in the percentage yield obtained was due to the different parts of the plant used and the polarity of each solvent.

The Folin-Ciocalteu method used to determine the total phenolic content (TPC) depends largely on the electrons transfer from the hydroxyl group directly bonded to the aromatic hydrocarbon group in the phenolic compounds. It leads to forming of a blue chromophore constituted by a mixture of a heteropolyphosphotungstates-molybdates complex in an alkaline condition (Blainski et al., 2013), which results in a maximum absorption at a wavelength of 760 nm. The TPC values of ME, EE, DE and HE were calculated according to a constructed regression equation ($y = 0.0046x - 0.063$, $R^2 = 0.9980$), and the values were interpreted as mean ± SEM (mg GAE/g DW). HE exhibited the highest TPC value (26.68 ± 0.22) followed by DE (19.93 ± 0.13), EE (19.75 ± 0.10), and ME (17.25 ± 0.12) (Table 1). There is a significant difference in multiple comparisons between the extracts, except for EE and DE.
Larvicidal Activity of *Piper sarmentosum* Leaves Extract

TFC was calculated from the regression equation \((y=0.0018x-0.0087, R^2 = 0.9997)\) and was interpreted as mean ± SEM (mg QE/g DW). The results obtained displayed that HE has the highest total flavonoids content of 18.99 ± 0.07, followed by DE (13.33 ± 0.12), EE (10.04 ± 0.06), and ME (4.38 ± 0.05) (Table 1). The results indicate that flavonoids with higher molecular weight were able to be extracted in organic solvents (Zaidan et al., 2019), which is congruent with the previous studies by Lee et al. (2014) and Tuekaew et al. (2014). The flavonoid compounds in the extracts may be influenced by the part of the plant used, cultivation location, and most importantly, the solvent extraction system applied, which are the essential factors to be considered when comparing to previous studies (Zaidan et al., 2018, Altemimi et al., 2017, Anokwuru et al., 2011).

Table 1

<table>
<thead>
<tr>
<th>Solvent Extracts</th>
<th>Mean ± SEM ((n=3))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPC (mg GAE/g DW)(^1)</td>
</tr>
<tr>
<td>Methanol Extract (ME)(^*)</td>
<td>17.25 ± 0.12</td>
</tr>
<tr>
<td>Ethyl acetate Extract (EE)(^*)</td>
<td>19.75 ± 0.10</td>
</tr>
<tr>
<td>Dichloromethane Extract (DE)(^*)</td>
<td>19.93 ± 0.13</td>
</tr>
<tr>
<td>Hexane Extract (HE)</td>
<td>26.68 ± 0.22</td>
</tr>
</tbody>
</table>

\(^*\)Denotes significant difference to HE \((p \leq 0.05)\). No significant difference was observed for EE and DE \((p > 0.05)\)

The highest larvicidal activity of *P. sarmentosum* leaves extract was displayed by HE with a percentage mortality of 100%, followed by DE (67.00 ± 0.66%), EE (24.00 ± 0.80%), and ME (18.00 ± 0.40%) at 100 µg/mL as shown in Table 2. The untreated larvae exposed to only 0.5% DMSO and methanol showed no significant mortality effect (Table 2). The highest larvicidal activity exhibited by HE was attributed to the presence of high phenolic and flavonoid compounds in the extract (Table 1). It was supported by a study conducted by Vimaladevi et al. (2012), which revealed that insoluble bound, soluble conjugated and free phenolic acid fractions of *Chaetomorpha antennina* had excellent larvicidal activity against *A. aegypti* with LC\(_{50}\) values of 23.4, 44.6 and 60.8 µg/L, respectively. In another study, there was a linear correlation between the total phenolic content of the selected Egyptian plants (aqueous and methanol extracts) and the larvicidal activity against *A. aegypti* (El-Hela et al., 2013).

The larvae of the *A. aegypti* were then exposed to different solvent extracts of *P. sarmentosum* at various concentrations of the test solutions (0-250 µg/mL). The mortality percentage was shown to be concentration-dependent (Figure 1). A significantly higher larvicidal activity of *P. sarmentosum* leaves extract was displayed by HE with LC\(_{50}\) and LC\(_{90}\) values of 39.04 and 87.84 µg/mL, followed by DE (62.78 and 134.73 µg/mL), EE (114.70 and 169.20 µg/mL), and ME (156.10 and 182.10 µg/mL), respectively as shown.
in Figure 2. Abate 1.1® displayed superior efficacy of larvicidal activity with LC$_{50}$ and LC$_{90}$ values of 5.49 and 7.67 µg/L, respectively (Table 3). Abate 1.1® has been used extensively and intensively in controlling the *Aedes* mosquito larvae in Malaysia, which has contributed largely to the emergence of temephos resistance (Mohiddin et al., 2016). Moreover, the LC$_{50}$ value of *P. sarmentosum* leaves HE (39.04 µg/mL) was lower compared to the results from previous studies within the same species, 49.19 µg/mL (Intirach et al., 2016), which utilised essential oil extracted from *P. sarmentosum* against the larvae of *A. aegypti*. In another study by Hematpoor et al. (2016), the crude HE extracted from the roots of *P. sarmentosum* only exhibits 100% mortality towards *Aedes aegypti* at 250 µg/mL. Thus, it indicates a significantly improved larvicidal activity of *P. sarmentosum* from the leaves extract. Contrary to the HE used in the present study, the lower LC$_{50}$ value of 4.06 µg/mL reported by Chaithong et al. (2006) could be possibly contributed by more active compounds in the extract obtained from the whole plant of *P. sarmentosum*.

Table 2
*Larvicidal activity of P. sarmentosum leaves extracts against A. aegypti at 100 µg/mL*

<table>
<thead>
<tr>
<th>Solvent Extracts</th>
<th>Mean mortality ± SEM (%) (N=100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol Extract (ME)*</td>
<td>18.00 ± 0.40</td>
</tr>
<tr>
<td>Ethyl acetate Extract (EE)*</td>
<td>24.00 ± 0.80</td>
</tr>
<tr>
<td>Dichloromethane Extract (DE)*</td>
<td>67.00 ± 0.66</td>
</tr>
<tr>
<td>Hexane Extract (HE)</td>
<td>100.00 ± 0.00</td>
</tr>
<tr>
<td>Control (0.5% Methanol)</td>
<td>2.00 ± 0.06</td>
</tr>
<tr>
<td>Control (0.5% DMSO)</td>
<td>0.00 ± 0.00</td>
</tr>
</tbody>
</table>

*Denotes significant difference to HE (p ≤ 0.05).

Figure 1. Concentration-response of the percentage of mortality of *P. sarmentosum* leaves extracts in hexane (HE), dichloromethane (DE), ethyl acetate (EE) and methanol (ME) against *A. aegypti* larvae at various concentrations of 0-250 µg/mL post-exposure (24 h). Data represent the value of mean ± SEM (N=100).
Phytochemical profiling of *P. sarmentosum* leaves extracts was obtained by using the high-performance GC-MS method. The most prevailing phytochemicals in all extracts were found to be phenylpropanoids (Z-isoelemicin and asarone). ME contained (Z)-isoelemicin (26.12%) and asarone (26.32%), EE; (Z)-isoelemicin (27.10%) and asarone (29.91%), DE; (Z)-isoelemicin (38.68%) and asarone (34.08%) and HE; (Z)-isoelemicin (44.82%) and asarone (35.23%), respectively (Table 4). The higher efficacy of DE and HE compared to ME and EE are contributed to the additional compound of myristicin with a yield of 6.33% in DE and 9.03% in HE. Furthermore, the high yield of these phenylpropanoids was correlated with the larvicidal activity of *P. sarmentosum* leaves extracts against *A. aegypti*.

The current study’s component proportions (isoelemicin, asarone, myristicin) of *P. sarmentosum* leaves extracts correspond to several previous studies within the same species (Abidin et al., 2020, Chanprapai & Chavasiri, 2017, Rahman et al., 2014, Qin et al. 2010). Isoelemicin was also found as the major composition in ethyl acetate extract of *P. solmsianum* leaves (Martins et al., 2000), (Z)-isoelemicin (21.5%) in *P. mikanianum* essential oil (Leal et al., 2005) and E-isoelemicin (40.81%) in *P. rivinoides* leaves essential oil (Leal et al., 2019). (Z)-Asarone (30.4%) appeared as the major constituent in the essential oil of *P. marginatum* leaves (Ribeiro et al., 2016). The presence of asarone and myristicin could be the main contributor to the potent larvicidal activity of HE compared to other extracts. Several studies have reported that different asarone stereoisomers exhibited different potential in larvicidal activity against *A. aegypti* larvae. β-asarone extracted from the root
Table 3
Comparative larvicidal activity of different solvent extracts of P. sarmentosum leaves and temephos (Abate 1.1) against A. aegypti larvae

<table>
<thead>
<tr>
<th>Extract (µg/mL)</th>
<th>*Mean mortality ± SEM (%)</th>
<th>LC values (95% CI, µg/mL)</th>
<th>LC$_{50}$</th>
<th>LC$_{90}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol Extract (ME)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>3.00 ± 0.59</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>18.00 ± 0.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>36.00 ± 0.97</td>
<td>156.10 (155.30-156.90)</td>
<td>182.10</td>
<td></td>
</tr>
<tr>
<td>170</td>
<td>77.00 ± 0.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>250</td>
<td>99.00 ± 0.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethyl acetate Extract (EE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>14.00 ± 0.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>23.00 ± 1.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>24.00 ± 0.80</td>
<td>114.70 (112.60-116.80)</td>
<td>169.20</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>80.00 ± 0.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>98.00 ± 0.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dichloromethane Extract (DE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>28.00 ± 1.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>53.00 ± 1.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>67.00 ± 0.66</td>
<td>66.32 (65.26-67.38)</td>
<td>131.83</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>86.00 ± 0.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>95.00 ± 0.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hexane Extract (HE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10.00 ± 0.40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>55.00 ± 0.52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>74.00 ± 0.40</td>
<td>39.04 (38.59-39.49)</td>
<td>87.84</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>88.00 ± 0.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>100.00 ± 0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (0.5% MeOH)</td>
<td></td>
<td>2.00 ± 0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (0.5% DMSO)</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Larvicide (µg/L)</td>
<td>*Mean mortality ± SEM (%)</td>
<td>LC values (µg/L)</td>
<td>LC$_{50}$</td>
<td>LC$_{90}$</td>
</tr>
<tr>
<td>Temephos (Abate 1.1®)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6.00 ± 0.40</td>
<td>5.49 (5.42-5.56)</td>
<td>7.67</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23.00 ± 0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>52.00 ± 0.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>97.00 ± 0.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>100.00 ± 0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (distilled water)</td>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. *Mean value of four replicates, N=100
bark of *Cordia alliodora* has shown a minimal concentration of 25 µg/mL to kill all tested larvae (Ioset et al., 2000) and at LC$_{50}$ value of 26.99 µg/mL from *Asarum heterotropoides* roots (Perumalsamy et al., 2009). However, asarone isomers have demonstrated mammalian carcinogenic effects (Haupenthal et al., 2017, Uebel et al., 2020). On the other hand, myristicin was found to be one of the major components in *P. permucronatum* (25.61%) and *P. hostmanianum* (20.26%) (de Morais et al., 2007). Myristicin previously has been reported to possess insecticidal effect against *Spilarctia obliqua* (Srivastava et al., 2001). A study by Seo et al. (2015) has revealed a significant efficacy of myristicin from the essential oil of *Illicium difengpi* against *Aedes aegypti* larvae with an LC$_{50}$ value of 15.26 µg/mL. At 50 µg/mL of myristicin treatment, 92.5% mortality resulted against *Ae. albopictus* larvae (Seo et al., 2015). According to Hematpoor et al. (2016), three active phenylpropanoids: asaricin, isoasarone and trans-asarone were identified and isolated by hexane extraction from the roots of *P. sarmentosum*. Asaricin and isoasarone were highly potent against *Aedes aegypti*, *Aedes albopictus* and *Culex quinquefasciatus* larvae causing up to 100% mortality at ≤ 15 µg/mL of concentration. These findings coupled with the high acetylcholinesterase (AChE) inhibition suggest that asaricin and isoasarone are neurotoxic compounds towards *Aedes aegypti*, *Aedes albopictus*, and *Culex quinquefasciatus*. The variations in the type of phytochemicals present in *P. sarmentosum* extracts were contributed by plant species, plant parts used, age of plant parts, geographical origin of the plant and solvent used for extraction (Ghosh et al., 2012). Solvents with different polarities could cause different compounds to be extracted (Ugusman et al., 2012, Shaalan et al., 2005).

After several hours of treatment, the larvae lost their mobility when exposed to the test solutions. After 24 h of exposure to HE (LC$_{90}$ value), the dead larvae were observed for morphological changes under an inverted microscope. The observation displayed alterations in the internal structure of the abdominal segment and the siphon (Figures 3a & 3b), compared to the untreated larvae with no abnormal alteration and normal appearance of the siphon structure (Figures 3c & 3d).

The present study’s findings agree with the previous study of Chaithong et al. (2006), in which the pepper-treated larvae displayed remarkable shrinkage of anal papillae. However, HE clearly showed delayed toxicity when a few moribund larvae (do not respond when disturbed) still displayed pounding heartbeats upon 24 h of exposure. Thus, it indicates a slower action of HE in larvae killing and was probably only targeting the neuromuscular system (Sakthivadivel & Thilagavathy, 2003), as the moribund larvae showed partial paralysis after treatment. In addition, the structural alterations of the internal tracheal tube and abdomen segment may demonstrate respiratory and gastrointestinal tract failure, leading to the larvae’s dysfunction and death.
### Table 4

Chemical composition of methanol extract (ME), ethyl acetate extract (EE), dichloromethane extract and hexane extract (HE) of *P. sarmentosum* leaves

<table>
<thead>
<tr>
<th>Compounds</th>
<th>MW</th>
<th>RI</th>
<th>Peak area (%)</th>
<th>ME</th>
<th>EE</th>
<th>DE</th>
<th>HE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4,8-dimethylnonanol</td>
<td>172</td>
<td>1229</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-Butyloctanol</td>
<td>186</td>
<td>1393</td>
<td>1.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-Tetradecene</td>
<td>196</td>
<td>1403</td>
<td>2.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,6-heptadiene-2-methyl-6-phenyl-</td>
<td>186</td>
<td>1424</td>
<td>2.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decane-1-iodo</td>
<td>268</td>
<td>1430</td>
<td>1.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyclopentanecarboxylic acid</td>
<td>208</td>
<td>1456</td>
<td>1.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caryophyllene</td>
<td>204</td>
<td>1494</td>
<td>1.20</td>
<td></td>
<td>1.55</td>
<td>3.28</td>
<td>0.59</td>
</tr>
<tr>
<td>Bicyclogermacrene</td>
<td>204</td>
<td>1497</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,3-Benzodioxole-4-methoxy-6-(2-propenyl)</td>
<td>192</td>
<td>1516</td>
<td>2.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>δ-Cadinene</td>
<td>204</td>
<td>1518</td>
<td>0.61</td>
<td></td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myristicin</td>
<td>192</td>
<td>1520</td>
<td>3.23</td>
<td></td>
<td>6.33</td>
<td>9.03</td>
<td></td>
</tr>
<tr>
<td>Cyclohexanemethanol</td>
<td>222</td>
<td>1522</td>
<td>0.25</td>
<td></td>
<td>0.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elemicin</td>
<td>208</td>
<td>1551</td>
<td>0.39</td>
<td></td>
<td>0.32</td>
<td>0.30</td>
<td>0.59</td>
</tr>
<tr>
<td>Phenol-2,4-bis(1,1-dimethylethyl)</td>
<td>206</td>
<td>1555</td>
<td>3.29</td>
<td></td>
<td>2.21</td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td>1-Dodecanol-3,7,11-trimethyl</td>
<td>228</td>
<td>1563</td>
<td>0.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Z)-Isoelemicin</td>
<td>208</td>
<td>1565</td>
<td>26.12</td>
<td>27.10</td>
<td>38.68</td>
<td>44.82</td>
<td></td>
</tr>
<tr>
<td>1-naphthalenol</td>
<td>222</td>
<td>1580</td>
<td>0.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dillapiole</td>
<td>210</td>
<td>1621</td>
<td>1.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>α-Muurolol</td>
<td>222</td>
<td>1651</td>
<td>0.62</td>
<td>0.63</td>
<td>0.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apiole</td>
<td>222</td>
<td>1683</td>
<td>0.94</td>
<td>1.61</td>
<td>2.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Apol</td>
<td>222</td>
<td>1705</td>
<td>0.84</td>
<td>1.12</td>
<td>2.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-Propenoic acid, 3-(3,4-dimethoxyphenyl</td>
<td>208</td>
<td>1735</td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hexahydrofarnesyl acetone</td>
<td>268</td>
<td>1754</td>
<td>0.66</td>
<td></td>
<td></td>
<td></td>
<td>0.69</td>
</tr>
<tr>
<td>Neophytadiene</td>
<td>278</td>
<td>1836</td>
<td>4.69</td>
<td>8.55</td>
<td>6.78</td>
<td>2.17</td>
<td></td>
</tr>
<tr>
<td>1,5-diphenyl-2-pentene</td>
<td>222</td>
<td>1872</td>
<td>1.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Palmitic acid</td>
<td>270</td>
<td>1878</td>
<td>4.21</td>
<td>5.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-methyl-2-(3,7,11-trimethyldecyl) furan</td>
<td>292</td>
<td>1931</td>
<td>0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Methyl isostearate</td>
<td>298</td>
<td>2013</td>
<td>3.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phytol</td>
<td>296</td>
<td>2045</td>
<td>4.70</td>
<td>7.87</td>
<td>5.99</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>3-Methyl-2-(3,7,11-trimethyldecy)</td>
<td>392</td>
<td>2045</td>
<td>0.45</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Octadeconic acid, methyl ester</td>
<td>298</td>
<td>2077</td>
<td>4.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Z)-6-Octadecenoic acid, methyl ester</td>
<td>296</td>
<td>2085</td>
<td>3.10</td>
<td>2.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benzenepropanoic acid, 3,5-bis(1,1-dimethylethyl)-4-hydroxy</td>
<td>292</td>
<td>2134</td>
<td>4.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piperidine</td>
<td>281</td>
<td>2366</td>
<td>0.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note.** MW: Molecular Weight; RI: Retention Index
CONCLUSION

Botanical resources can be an alternative to the problematic synthetic larvicides in controlling the mosquito vector population. In this study, HE of *P. sarmentosum* leaves exhibited the highest potential of larvicidal activity with an LC$_{50}$ value of 39.04 µg/mL and LC$_{90}$ value of 87.84 µg/mL, compared to other solvent extracts. Morphological alterations of the internal abdominal segment and siphon of the treated larvae indicate acute toxicity of HE. It is suggested that the presence of various bioactive compounds at a higher percentage in HE exert synergistic effects on the significantly improved larvicidal activity of HE compared to other solvent extracts. However, further research that focuses on the larvicidal mechanism of the HE, susceptibility, stability and toxicity of the HE towards non-targeted organisms is warranted for the HE to be developed as a potential alternative for synthetic larvicides.

*Figure 3. Morphological alterations in the treated larvae (LC$_{90}$ of HE) with significant shrinkage of the internal structure of (a) abdominal segment and the (b) siphon as indicated by arrows. No alterations were observed on untreated larvae of the (c) internal structure of the abdominal segment and (d) the internal structure of the siphon. Scale bar represents 1.0 mm at 40× magnification.*
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ABSTRACT

Wetland areas are volatile and have high iron content. In this study, through a remote sensing approach, especially using Landsat Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS) imagery, we discussed the method to estimate the presence of iron oxide in the wetlands of South Kalimantan in 2018, 2019, and 2020. Interpretation of the Landsat OLI TIRS was employed in April 2018, August 2018, February 2019, August 2019, March 2020, and August 2020. The band ratio method was used to determine the distribution of samples in this study. The results of the iron oxide index from the image were performed regression and correlation analysis with field measurement and laboratory test results to validate the oxide index values. The results showed that the iron oxide index value in the dry season was higher than in the rainy season. Iron oxide index value in open land was higher than in vegetation cover. The wetland was in dry condition during the dry season, making it easier to detect iron oxide values. Vegetation cover could reduce the iron oxide index value on the soil surface so that the iron oxide value was more easily identified in open land. The results of linear regression testing for the wet season sample obtained a coefficient of determination \( R^2 = 0.413 \), while the results of linear regression testing for the dry season sample obtained a coefficient of determination \( R^2 = 0.667 \). Thus, the Landsat image has strong enough to estimate the iron oxide index in the wetland area of Kalimantan.

Keywords: Iron oxide, Landsat 8 OLI TIRS, wetland
INTRODUCTION

Natural wetlands play an essential role in increasing the total dissolved Fe concentration (Guan et al., 2020). Iron (Fe) oxide is the most common metal oxide found in the soil. The Fe oxide surface is mainly covered with complex organic compounds that determine its reactivity and retention to the ions dissolved in the soil (Xing & Niu, 2019). The reactivity of Fe is significantly increased in wetland soils (Davranche et al., 2013). Fe2O3 is formed by reacting oxygen in the atmosphere and the main Fe2+ mineral in the soil (Guo et al., 2020). The reduction and oxidation of iron in wetlands occur due to tidal fluctuations, especially in tidal swamps (Arisanty, 2017).

Data obtained through remote sensing can be used to investigate the components of the wetland ecosystem, one of which is soil data (Guo et al., 2017; Radeva et al., 2019; Sulaeman et al., 2020). Remote sensing allows identifying soil conditions by comparing the remote sensing data to the soil conditions in the field (Zhai, 2019). Remote sensing has been widely used for estimating soil characteristics based on sensors and different remote sensing techniques (Zribi et al., 2011). Soil data that can be identified through remote sensing is the iron content in the soil surface (Govil et al., 2018; Qing et al., 2019).

Landsat 8 OLI TIRS is a useful tool for researchers to collect research data (Ridwan et al., 2018). Landsat 8 OLI TIRS can be administered in soil mapping and is a crucial tool for soil observation, land planning, management, and precision agriculture (Meng et al., 2016; Silvero et al., 2021). Landsat imaging has been widely used in observing iron oxide content. The spectral response toward iron oxide content in the soil is the basis for estimating the distribution of iron oxide content used in estimating the iron oxide content in the Gunungsewu Karst area instead of using ALOS (Advanced Land Observing Satellite) AVNIR-2 (Advanced Visible and Near Infrared Radiometer type 2) (Nugroho & Purwanto, 2013). In addition to determining the distribution of iron oxide content in the soil, Landsat TM has been found effective in carrying out detections than ALOS AVNIR-2.

Landsat 8 OLI TIRS can be used to calculate the correlation between iron oxide content in the soil and the possibility of hydrothermal alteration (Aisabokhae & Oresajo, 2018; Putra et al., 2017). Red/blue band probes 6/7, 5/6 were performed to identify iron oxide minerals, clay minerals, carbonate minerals, and ferromagnesian (Pour & Hashim, 2015). The Landsat 8 OLI TIRS can determine the distribution of iron oxide and hydroxide minerals that dominate the alluvium and ophiolite rocky areas (Darmawan et al., 2020). The spectral reference, which involves thermal sensors, can also be used in iron oxide identification (Haq, 2017). The combination of band ratio and land surface temperature method results in sound accuracy in iron oxide identification. Landsat 8 image processing methods such as band combination, band ratio, and principal component analysis proved accurate for identifying iron oxides (Frutuoso et al., 2021). Landsat data can be used for preliminary mapping of iron oxide before detailed fieldwork and before selecting sampling sites (D’Arcy et al., 2018).
Iron Oxide Estimation

The iron oxide content in wetland areas can be analysed using remote sensing technology using Landsat 8 OLI TIRS. Landsat 8 OLI TIRS offers an easier way to identify the iron oxide content in the soil. The spectral value in the image can determine the iron oxide value in wetlands (Dematté et al., 2017). Iron oxide research using remote sensing is mostly carried out in dryland with low vegetation cover and mining areas. In contrast, in wetlands, especially in the Kalimantan area, it is still limited. Wetlands in the Kalimantan region have high vegetation cover and a significant seasonal effect on the land. Landsat imagery is easily accessible, available in a short time, temporal support, and the combination of band ratio can detect multi-temporal iron oxide, so this study uses Landsat 8 OLI TIRS imagery. This study estimated iron oxide content in wetlands in two seasons (dry and rainy) and different vegetation cover conditions (open and vegetated). Thus, the use of this image can be identified in seasonal variations and variations in vegetation cover conditions. This study aims to estimate the presence of iron oxide in the wetlands of South Kalimantan in 2018, 2019, and 2020.

METHODS

Research Location

This research was conducted in Banjarbaru, South Kalimantan Province, Indonesia. Banjarbaru is located on 3°25’40”S-3°28’37”S and 114°41’22”E-114°54’25”E. Wetlands in South Kalimantan, as the research area, especially in Banjarbaru, are usually dry in the dry season and flooding in the rainy season (Arisanty et al., 2019; Arisanty et al., 2020). The map of the research location is presented in Figure 1.

Data

The Landsat 8 OLI TIRS data used was in 2018, 2019, and 2020. The selected satellite imagery was in April 2018 in the rainy season, August 2018 in the dry season, February 2019 in the rainy season, August 2019 in the dry season, and land fires occur, March 2020 in the wet season, and August 2020 in the dry season. The consideration in choosing this image is that the image condition is relatively clear from cloud cover because Kalimantan is often covered by clouds, especially during the rainy season. The study site is usually dry in the dry season and inundated in the rainy season. Therefore, two different conditions caused the image used to predict iron oxide also in two seasons. The description of the dataset is presented in Table 1. The research location is presented in Figure 2.

The number of samples taken in this study was 12 samples. Samples were taken randomly to represent open land and vegetation coverage. Sample 1-4 illustrate the value of iron oxide on open land, while samples 5-12 are the iron oxide values in the vegetation-covered sample. The results of the oxide index were performed correlation and regression
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Figure 1. Map of research location in Banjarbaru

Table 1
The Description of the dataset

<table>
<thead>
<tr>
<th>Acquisition time</th>
<th>Satellite</th>
<th>Sensor</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018.04.30</td>
<td>Landsat 8</td>
<td>OLI/TIRS</td>
<td>USGS</td>
</tr>
<tr>
<td>2018.08.20</td>
<td>Landsat 8</td>
<td>OLI/TIRS</td>
<td>USGS</td>
</tr>
<tr>
<td>2019.02.28</td>
<td>Landsat 8</td>
<td>OLI/TIRS</td>
<td>USGS</td>
</tr>
<tr>
<td>2019.08.23</td>
<td>Landsat 8</td>
<td>OLI/TIRS</td>
<td>USGS</td>
</tr>
<tr>
<td>2020.03.02</td>
<td>Landsat 8</td>
<td>OLI/TIRS</td>
<td>USGS</td>
</tr>
<tr>
<td>2020.08.09</td>
<td>Landsat 8</td>
<td>OLI/TIRS</td>
<td>USGS</td>
</tr>
</tbody>
</table>

Figure 2. Research location: (a) August 2018 (Dry season); (b) February 2019 (Rainy season); and (c) August 2020 (Dry season).
analysis with field measurement and laboratory test results to validate the oxide index values. The field sampling uses the hand bore to collect the soil sample. Analysis of Fe content using analysis of Ammonium Acetate (NH4OAc) extract.

**Imaging Correction**

The imaging correction process allows images to be refined before use. This correction improves image quality. The most common correction is a radiometric correction. The 1T level data had been corrected geometrically and automatically, while atmospheric disturbances had been removed. The conversion was carried out based on an algorithm proposed by the United States Geological Survey (USGS) (Ihlen, 2019) using the Envi 4.5 software.

The algorithm used to convert the DN image into a reflectance value is presented as Equation 1:

\[
\rho'_\lambda = \frac{\rho_\lambda}{\sin(\theta)}
\]

**Remarks:**

\(\rho_\lambda\) = Reflectant score after solar angle correction
\(\theta\) = Sun elevation angle (SUN_ELEVATION from metadata)

The relative atmospheric correction using the dark object subtraction (DOS) method was then performed to produce an image with a surface reflectance value using ENVI 4.5 software (Kamal et al., 2012).

**Data Extraction Process**

In the data extraction stage, the information of remote sensing images was collected. Data extraction was carried out through digital image processing using spectral transformation in
the band ratio method. In addition, the band ratio method employed an algorithm proposed in previous research, arranged, and used as a research mapping unit. The band ratio method determined the distribution of the samples of this study.

Strong reflection in the red spectrum, as opposed to strong absorption in the blue spectrum, should be highlighted concerning iron fraction minerals using the following ratio index (Equation 3).

\[
Iron\ Oxidation = \frac{BV_{\text{red}}}{BV_{\text{blue}}}
\]  

(3)

Given that both the red and blue bands were subject to interference in the form of scatters in the atmosphere, where the minimum value that supposed to be zero become > 0, the following formula for the iron fraction index was used (Equation 4) (Liu & Mason, 2009):

\[
Iron\ Oxidation\ Index = \frac{BV_{\text{red}}-\min(BV_{\text{red}})}{BV_{\text{blue}}-\min(BV_{\text{blue}})}
\]  

(4)

RESULTS

The Estimation of Iron Oxide Content at Different Seasons

Table 2 and Figure 3 show the iron oxide content in 2018, 2019, and 2020. The mean value of the iron oxide index on April 30, 2018, was 0.980, and the iron oxide index on August 20, 2018, was 1.072. On February 28, 2019, the iron oxide index value was 0.952, and the iron oxide index value on August 23, 2019, was 1.012. On March 02, 2020, the iron oxide index value was 0.953, and on August 09, 2020, the iron oxide index value was 0.977. Based on the data, identifying iron oxide levels is better done in the dry season than in the rainy season because the iron oxide index value is high. In the rainy season, the land is inundated, while in the dry season, the land is dry. Therefore, iron oxide values are more predictable in the dry season in wetland areas than in a rainy season based on index value due to the value of iron oxide in dry season more than rainy season.

The image in the dry season is clearer from cloud cover than the image in the rainy season. The Kalimantan region is on the equator so that the cloud cover is very thick during the rainy season. The cloud masking process affects the iron oxide index value, which is difficult to remove, especially thin clouds. Analysis of iron oxide should be able to use images of the month entering the dry season. The clarity of the image coverage from the cloud cover also affected the image collection within a specific time. It was challenging to obtain clear image coverage without being influenced by the vast cloud cover at the beginning of the rainy season. The rainy season usually takes place from October to March.

Corrections are applied in the image to the surface reflectance level to interpret better the appearance of object values on the earth’s surface. The corrected image is then subjected
Table 2

Iron oxide index value

<table>
<thead>
<tr>
<th>No</th>
<th>Coordinate</th>
<th>Iron Oxide Index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>30-April-18</td>
<td>20-Aug-18</td>
</tr>
<tr>
<td></td>
<td>Wet Season</td>
<td>Dry Season</td>
</tr>
<tr>
<td>1</td>
<td>252501.147</td>
<td>9620134.782</td>
</tr>
<tr>
<td></td>
<td>1.195</td>
<td>1.530</td>
</tr>
<tr>
<td>2</td>
<td>251710.588</td>
<td>9619459.677</td>
</tr>
<tr>
<td></td>
<td>1.291</td>
<td>1.420</td>
</tr>
<tr>
<td>3</td>
<td>258442.151</td>
<td>9612049.356</td>
</tr>
<tr>
<td></td>
<td>1.063</td>
<td>1.369</td>
</tr>
<tr>
<td>4</td>
<td>258455.388</td>
<td>9612673.802</td>
</tr>
<tr>
<td></td>
<td>1.346</td>
<td>1.420</td>
</tr>
<tr>
<td>5</td>
<td>245603.062</td>
<td>9613802.556</td>
</tr>
<tr>
<td></td>
<td>0.819</td>
<td>0.865</td>
</tr>
<tr>
<td>6</td>
<td>245632.264</td>
<td>9613699.203</td>
</tr>
<tr>
<td></td>
<td>0.808</td>
<td>0.864</td>
</tr>
<tr>
<td>7</td>
<td>248142.707</td>
<td>9616326.060</td>
</tr>
<tr>
<td></td>
<td>0.853</td>
<td>0.902</td>
</tr>
<tr>
<td>8</td>
<td>248157.958</td>
<td>9616292.580</td>
</tr>
<tr>
<td></td>
<td>0.876</td>
<td>0.897</td>
</tr>
<tr>
<td>9</td>
<td>252220.058</td>
<td>9614166.764</td>
</tr>
<tr>
<td></td>
<td>0.863</td>
<td>0.881</td>
</tr>
<tr>
<td>10</td>
<td>252192.490</td>
<td>9614080.733</td>
</tr>
<tr>
<td></td>
<td>0.946</td>
<td>0.878</td>
</tr>
<tr>
<td>11</td>
<td>249546.925</td>
<td>9613385.539</td>
</tr>
<tr>
<td></td>
<td>0.856</td>
<td>0.901</td>
</tr>
<tr>
<td>12</td>
<td>249345.091</td>
<td>9613270.896</td>
</tr>
<tr>
<td></td>
<td>0.836</td>
<td>0.940</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.980</td>
<td>1.072</td>
</tr>
</tbody>
</table>

Iron Oxide Index

<table>
<thead>
<tr>
<th>No</th>
<th>28-Feb-19</th>
<th>23-Aug-19</th>
<th>2-March-20</th>
<th>09-Aug-20</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wet Season</td>
<td>Dry Season</td>
<td>Wet Season</td>
<td>Dry Season</td>
</tr>
<tr>
<td>1</td>
<td>1.181</td>
<td>1.277</td>
<td>1.200</td>
<td>1.254</td>
</tr>
<tr>
<td>2</td>
<td>1.279</td>
<td>1.245</td>
<td>1.188</td>
<td>1.101</td>
</tr>
<tr>
<td>3</td>
<td>1.166</td>
<td>1.312</td>
<td>1.176</td>
<td>1.555</td>
</tr>
<tr>
<td>4</td>
<td>1.217</td>
<td>1.242</td>
<td>1.208</td>
<td>1.660</td>
</tr>
<tr>
<td>5</td>
<td>0.808</td>
<td>0.852</td>
<td>0.829</td>
<td>0.729</td>
</tr>
<tr>
<td>6</td>
<td>0.814</td>
<td>0.845</td>
<td>0.814</td>
<td>0.723</td>
</tr>
<tr>
<td>7</td>
<td>0.842</td>
<td>0.910</td>
<td>0.866</td>
<td>0.788</td>
</tr>
<tr>
<td>8</td>
<td>0.823</td>
<td>0.907</td>
<td>0.845</td>
<td>0.791</td>
</tr>
<tr>
<td>9</td>
<td>0.812</td>
<td>0.857</td>
<td>0.826</td>
<td>0.703</td>
</tr>
<tr>
<td>10</td>
<td>0.859</td>
<td>0.875</td>
<td>0.854</td>
<td>0.758</td>
</tr>
<tr>
<td>11</td>
<td>0.820</td>
<td>0.891</td>
<td>0.821</td>
<td>0.830</td>
</tr>
<tr>
<td>12</td>
<td>0.800</td>
<td>0.926</td>
<td>0.809</td>
<td>0.832</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>0.953</td>
<td>0.977</td>
</tr>
</tbody>
</table>
The Estimation of Iron Oxide Content based on Vegetation-Covered Condition

The value of iron oxide on open land was higher than the value of iron oxide on land covered with vegetation. In Table 2, samples 1-4 illustrate the iron oxide value on open land, while samples 5-12 are the iron oxide values in the vegetation-covered sample. The value of iron oxide on the open land is more than 1, while on the land covered with vegetation, the value is less than 1.

The vegetation cover on the soil surface also influences the detection of soil oxide content. Based on the observations of the band material, the index value of the oxide content is influenced by the vegetation cover in the area. Most high index values were mainly found in extremely low vegetation cover areas and those with no vegetation cover. The high vegetation cover will block the electromagnetic waves from touching the ground. If the waves reach the bottom, it will not be easy to reflect electromagnetic waves through the vegetation cover. Therefore, the vegetation cover has an effect on the value of iron oxide content to spectral transformation using iron oxide index to highlight further the appearance of an iron oxide content on the soil surface.
in the soil. In open land, iron content is more exposed than vegetated land. Moreover, the image interpretation value and the value of the iron content test in open land are higher than vegetation covered. Figures 4 and 5 describe the comparison of iron oxide values in various seasons and vegetation cover.

*Figure 4.* (a) Database Arcmap images; (b) Iron oxide transformation images on April 30, 2018; (c) Iron oxide transformation images on August 20, 2018; (d) Iron oxide transformation images on February 28, 2019; (e) Iron oxide transformation images on August 23, 2019; (f) Iron oxide transformation images on March 02, 2020; (g) Iron oxide transformation images on August 9, 2020. Comparison between the effects of open land and vegetated land on the spectral transformation of iron oxides.

*Figure 5.* (a) Image true colour composite; (b) Iron oxide transformation images on April 30, 2018; (c) Iron oxide transformation images on August 20, 2018; (d) Iron oxide transformation images on February 28, 2019; (e) Iron oxide transformation images on August 23, 2019; (f) Iron oxide transformation images on March 02, 2020; (g) Iron oxide transformation images on August 9, 2020. Comparison between the effects of open land and vegetated land on the spectral transformation of iron oxides.
As shown in Figures 4 and 5, the land cover in open land detected iron oxide content in the soil easier, the season when the coverage for the images was very influential on changes in the index value. Figures 4 and 5 illustrate the land covered in August, which coincided with the dry season (Figures 4c, 4e, 4g, 5c, 5e, & 5g), in which the iron oxide was more clearly seen in open land areas with no vegetation cover. As a result, the colour of the open land becomes yellow-red, which indicates a high index value. Meanwhile, on vegetated land, the colour is green, which indicates a lower index value. In addition, the coverage image during the rainy season (Figures 4b, 4d, 4f, 5b, 5d, & 5f) was correlated to the lower index value compared to the other images in the dry season. Based on those insights, it is highly recommended to conduct studies on iron oxide content through images during the dry season and open land. However, several factors should be considered in detecting the iron oxide content in the soil.

The Validation of Iron Oxide Index Value

The results of regression and correlation analysis were carried out on the samples from the iron content test. The samples tested were field samples in February 2019 and in August 2020. The data are tested for regression and correlation with the Landsat 8 image coverage in February 2019 and in August 2020. The Landsat 8 image was previously carried out by a spectral transformation process using the iron oxide index to highlight the appearance of iron oxide on the soil surface. The validation of the iron oxide index is presented in Table 3.

The results of linear regression testing for the February 2019 sample obtained a coefficient of determination $R^2 = 0.413$ with a correlation of $r = 0.565$ and $P$-value 0.0178.

<table>
<thead>
<tr>
<th>No.</th>
<th>February 2019 (Wet season)</th>
<th>August 2020 (Dry season)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Field Survey (ppm)</td>
<td>Images</td>
</tr>
<tr>
<td>1</td>
<td>2200.74</td>
<td>1.181</td>
</tr>
<tr>
<td>2</td>
<td>105.36</td>
<td>1.279</td>
</tr>
<tr>
<td>3</td>
<td>150.11</td>
<td>1.166</td>
</tr>
<tr>
<td>4</td>
<td>2200.74</td>
<td>1.217</td>
</tr>
<tr>
<td>5</td>
<td>265.45</td>
<td>0.808</td>
</tr>
<tr>
<td>6</td>
<td>305.89</td>
<td>0.814</td>
</tr>
<tr>
<td>7</td>
<td>332.53</td>
<td>0.842</td>
</tr>
<tr>
<td>8</td>
<td>344.78</td>
<td>0.823</td>
</tr>
<tr>
<td>9</td>
<td>30.39</td>
<td>0.812</td>
</tr>
<tr>
<td>10</td>
<td>105.36</td>
<td>0.859</td>
</tr>
<tr>
<td>11</td>
<td>150.11</td>
<td>0.820</td>
</tr>
<tr>
<td>12</td>
<td>30.39</td>
<td>0.800</td>
</tr>
</tbody>
</table>

Source: Laboratory test and interpretation Landsat 8 OLI TIRS (2021); (Arisanty et al., 2020)
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The P-value < α, 0.0178 < 0.05, means that image interpretation results can be used to predict the value of iron oxide in the wet season. The results of linear regression testing for the August 2020 sample obtained a coefficient of determination $R^2 = 0.667$ with a correlation of $r = 0.530$ and P-value 0.00066. The P-value < α, 0.00066 < 0.05, means that the image interpretation results can be used to predict the value of iron oxide in the dry season. The regression value of iron oxide content is presented in Table 4.

Based on the test results, the sample in February 2019 and August 2020 has a strong enough influence and relationship with the image of the iron oxide index. It shows that the Landsat 8 image with the iron oxide index spectral transformation process can match the iron oxide content test results, especially the image in the dry season. Some things that must be considered in applying the image are the condition of cloud cover during image coverage, especially when entering the rainy season. In addition, the level of vegetation cover when determining the sample needs to be considered so as not to obstruct the monitoring of the iron oxide content found on the soil surface.

Table 4
Regression value of iron oxide content

<table>
<thead>
<tr>
<th>Regression Statistics (February 2019/Wet Season)</th>
<th>Regression Statistics (August 2020/Dry Season)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiple R</td>
<td>0.642</td>
</tr>
<tr>
<td>R Square</td>
<td>0.413</td>
</tr>
<tr>
<td>Adjusted R Square</td>
<td>0.322</td>
</tr>
<tr>
<td>Standard Error</td>
<td>0.775</td>
</tr>
<tr>
<td>Observations</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>0.816</td>
</tr>
<tr>
<td></td>
<td>R Square</td>
</tr>
<tr>
<td></td>
<td>Adjusted R Square</td>
</tr>
<tr>
<td></td>
<td>Standard Error</td>
</tr>
<tr>
<td></td>
<td>Observations</td>
</tr>
</tbody>
</table>

DISCUSSIONS

Landsat 8 OLI TIRS image can detect erroneous mineral clusters, especially in seasonally dry areas (Rockwell, 2013). Therefore, field testing is necessary to improve detection quality. Nonetheless, Landsat 8 OLI TIRS images showed good performance for iron oxide exploration, even in crowded vegetation areas (Ducart et al., 2016; Zabloskii, 2019). Besides, the Landsat 8 OLI TIRS is highly useful for low-cost mapping purposes and use in remote areas (Traore et al., 2020).

The reflection of electromagnetic waves was the basis for oxide content detection in the soil. On the surface, soil surfaces containing oxides will show higher reflection values in the blue band (400 nm to 500 nm) and the red band (600 nm to 700 nm). Therefore, during the field checks, metal roofs were detected to have a high index value in the transformed image. Hence, it is necessary to further study the image transformation results from open land to be used as the basis for the determination of correlation between index value and the soil oxide content.
The variation in the value of the spectral response shown in the open ground is also possible due to moisture content, organic matter, and particle size (Cardoso et al., 2014). Other vital variables are organic carbon content, particle size, and mineralogical composition (Demattê et al., 2017). The use of band 4 (600 nm to 700 nm) and band 2 (400 nm to 500 nm) appears to be quite effective in identifying iron oxide content in open ground.

Iron oxide and vegetation have a similar reflection spectrum in the wavelength region of bands 1 and 2 in the Landsat 8 OLI TIRS image and a slight difference in band 3. The peak values of vegetation have similar values to goethite minerals in band 3 (Traore et al., 2020). In contrast, in band 3, the reflectance value of hematite minerals was lower than that of goethite and vegetation. Therefore, the three bands are not suitable for identifying iron oxide with high vegetation cover in the land. Band 4 in the Landsat 8 OLI TIRS image, iron oxide and clay minerals have high reflectance and, conversely, chlorophyll from green plants absorbs intense radiation at red wavelengths (band 4). Moist vegetation has more radiation absorption in band 7, and high reflectance by plant tissues at near-infrared wavelengths (band 5). In the spectral scope of band 5 in the Landsat 8 OLI image, the dominant iron oxide shows more radiation absorption. The high value in the 4/2 band ratio helps detect the absorption of radiation values for iron oxide in the blue wavelength range. The band 4 and band 2 band ratios provide greater sensitivity to iron content even in low concentrations. However, the high value of this band ratio only highlights the iron oxide associated with the mafic regolith layer, not including the higher quality iron ore content (Ducart et al., 2016).

Mapping of this iron oxide both in open areas and under vegetation cover plays a crucial role. The role of iron oxide mapping can estimate the iron oxide deposits in the wetlands. Landsat utilisation for iron oxide estimation in wetlands has the highest $R^2$ value (Guo et al., 2020). Spectrum values can identify wetland soil pedogenetic associated with variations in iron oxide (Demattê et al., 2017). The method can be an alternative for mineral mapping, saving costs, risks, and time. Spatial information determines the quality of data in a study. Spatial data can make it easier to research at a low cost (Rozpondek et al., 2016).

CONCLUSIONS

The iron oxide index value in wetlands can be estimated using Landsat OLI TIRS imagery. The results of this study have proven that this image can estimate the value of iron oxide in the wetlands. Estimation of iron oxide in wetland is better done in the dry season image because the land is in dry condition, and cloud cover can affect the value of the iron oxide index. Besides, areas covered with vegetation also have a lower value than open land, so it is better to identify them on open land than under vegetation cover. The recommendation is to use this Landsat OLI TIRS with different land conditions and with various land covers to determine the ability of Landsat OLI TIRS imagery to estimate the iron oxide under multiple conditions.
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ABSTRACT

Infrared (IR) evaporation characteristics of Weak Soda Black Liquor (WSBL) were determined at five different temperatures of 80, 90, 100, 110 and 120°C. The effect of constant temperature on evaporation rate and moisture content (on a dry basis) of 1.5 gm approx. WSBL tests were contemplated and required a careful time frame of IR dissipation to vanish the dampness content at a different consistent temperature. The dissipation rate expanded with expanding infrared temperature. Therefore, different numerical models, such as Page and Logarithmic, Henderson, Pabis and Lewis, were utilised to fit the experimental data properly. A Gaussian model equation was developed for evaporation rate and moisture fraction of black liquor. The probable empirical parameters, along with the relating of reduced chi-square ($\chi^2$), Residual Sum of Square (RSS), and coefficients of determination (adjusted $R^2$) from non-linear regression analysis of all the numerical model equations, were examined. In addition, the effect of evaporation temperature on the water removal rate, the effective diffusion coefficient and activation energy were also estimated. The effective diffusion coefficient ranges from $2.67 \times 10^{-10}$ m²/s to $10.4 \times 10^{-10}$ m²/s, and the activation energy was 39.19 kJ/mol. The statistical indicators (chi-square and determination coefficient) showed that the Decay model equation and Gaussian equation are the most suitable models for describing the evaporation process of WSBL.

Keywords: Biomass, black liquor, evaporation, viscosity, wheat straw
INTRODUCTION

In the soda pulping process, the fibres are separated from the agricultural residue. Lignin, hemicelluloses, and low molecular weight carbohydrates are removed by agricultural pulping residue in the cooking chemical solution, which contains active chemicals and caustic soda at high temperature and pressure (approximately 165 to 170°C and 6 to 8 kg/cm²) in the digester. The digested material coming out from the blow tank contains both the spent cooking liquor and the fibres. The spent liquor of dark brownish colour is called black liquor (Do et al., 2020). The back liquor contains a mixture of inorganic chemicals (NaOH) and a large proportion of organic chemicals, mainly lignin (Alriols et al., 2009; Hurter, 1991). The weak black liquor normally has dry solids content of 14% to 18% (approximately) and is not suitable for direct use in the chemical recovery furnace as fuel (Bajpai, 2017). The main purpose of evaporation of black liquor is to increase the dry solids content by evaporating excess water until reaching a solids content that is suitable for burning in the chemical recovery furnace (Goodell & Point, 1933). Since there is probable danger of smelt explosions, the dry solids content of heavy black liquor (HBL) should be a minimum of 58%. Nowadays, the dry solids content of 70% to 75% is normal, and even 80% to 85% is the target value for the dry solids content with wood to increase the chemical recovery furnace thermal efficiency (Naqvi et al., 2010; Nasir et al., 2020; Low & Ong, 2020), with agricultural residues black liquor, is normally in the range of 60% to 65%.

In conventional evaporation of black liquor displays two distinct stages of evaporation. The preliminary stage of the evaporation process is similar to the evaporation of water from the free surface. The evaporation rate is not dependent on the water content of the black liquor. This evaporation stage is known as the “Constant Rate Period (CRP)” in the evaporation of black liquor. However, through the removal of freely available water from black liquor, the evaporation rate decreases, then this stage of evaporation is known as the “Falling Rate Period (FRP)”. The water quantity removed during this interval is comparatively small compared to the initial stage and the time engaged was extensive. The longer time interval required during the falling rate period in conventional evaporation means excess consumption of energy (Mujumdar, 2007; Nasir et al., 2020). Generally, the usual evaporators used in the paper industry are falling film, rising film and forced circulation evaporators (Haghsheno & Kouhikamali, 2020).

Evaporation is a complex thermal process in which unsteady heat and moisture transfer co-occur. From an engineering point of view, it is better to understand this complex process’s controlling parameters. Mathematical models of the drying processes are used to design new or improving existing evaporation systems or even control the evaporation process. The major disadvantages of these evaporators are the long evaporation time during the evaporation and low energy efficiency. In recent years, infra-red and microwave evaporation has gained attention as an optional evaporation/drying method in the food and
beverages industries (Darvishi et al., 2013; Datta & Anantheswaran, 2001; Hatibaruah et al., 2013; Sandu, 1986). However, there has been not much information available on infra-red evaporation characteristics of soda black liquor, which is a by-product of the agricultural residues-based pulp and paper industry. The infra-red heating process may extensively improve the evaporation quality of black liquor. Reducing energy consumption and period using infra-red in black liquor evaporation may significantly contribute to the pulp and paper industry. Thus, this present study aims to explore the influence of infra-red temperature levels on evaporation kinetics and establish an appropriate model for infra-red evaporation of weak soda black liquor. It is also helps to design an evaporator equipped with an infrared heating facility to enhance process and energy efficiency for the pulp and paper industry.

MATERIALS AND METHODS

Analysis of Black Liquor

From Table 1, the TAPPI methods (TAPPI, Atlanta, USA) and provisional methods have described the physico-chemical properties from black liquor, where the pH value and total dissolved solids in black liquor have been measured after constant weight condition has obtained at 24 hours preservation. The inorganic matter was shown at a combustion temperature of 525 ±3°C, while the organic matter was figured out as the distinction between

<table>
<thead>
<tr>
<th>Chemical compositions</th>
<th>Quantity</th>
<th>Test Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>pH at room temp.</td>
<td>11.9</td>
<td>-</td>
</tr>
<tr>
<td>Specific gravity/20°C</td>
<td>1.04</td>
<td>TAPPI T-625 CM-85</td>
</tr>
<tr>
<td>Total solids, %w/w</td>
<td>8.1</td>
<td>TAPPI T-625 CM-85</td>
</tr>
<tr>
<td>Residual Active Alkali, g/L as NaOH</td>
<td>7.32</td>
<td>TAPPI T-625 CM-85</td>
</tr>
<tr>
<td>Total alkali, g/L as NaOH</td>
<td>18.5</td>
<td>TAPPI T-625 CM-85</td>
</tr>
<tr>
<td>Silica, as SiO2, % w/w</td>
<td>3.76</td>
<td>TAPPI T-625 CM-85</td>
</tr>
<tr>
<td>Inorganics, %w/w</td>
<td>32.35</td>
<td>TAPPI T211 om-93</td>
</tr>
</tbody>
</table>

Elemental composition

<table>
<thead>
<tr>
<th>Particulars</th>
<th>Quantity</th>
<th>Test Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon, % w/w</td>
<td>30.1</td>
<td>CHNS Analyser (Instrumental method)</td>
</tr>
<tr>
<td>Hydrogen, %w/w</td>
<td>4.15</td>
<td>CHNS Analyser (Instrumental method)</td>
</tr>
<tr>
<td>Oxygen, %w/w</td>
<td>36.85</td>
<td>By difference</td>
</tr>
<tr>
<td>Nitrogen, %w/w</td>
<td>1.11</td>
<td>CHNS Analyser (Instrumental method)</td>
</tr>
<tr>
<td>Sodium, %w/w</td>
<td>19.5</td>
<td>AAS (Instrumental method)</td>
</tr>
<tr>
<td>Calcium, %w/w</td>
<td>3.46</td>
<td>AAS (Instrumental method)</td>
</tr>
<tr>
<td>Potassium, %w/w</td>
<td>3.08</td>
<td>AAS (Instrumental method)</td>
</tr>
<tr>
<td>CV (MJ/kg)</td>
<td>11.63</td>
<td>Bomb calorimeter</td>
</tr>
</tbody>
</table>
inorganic matter and total dissolved solids. Furthermore, the analyses of Carbon, Hydrogen, Nitrogen, and Sulphur (CHNS) was performed with CHNS analyser (Vario, Model: E III). The elemental analysis was performed by Atomic Absorption Spectra (AAS) (Perkin Elemer, Model: 800) after alkaline fusion by ASTM D368296. The calorific value analyses of oxygen content in the black liquor solids were determined using a bomb calorimeter (Toshniwal Technologies Pvt. Ltd., New Delhi, India). The characteristics of the soda black liquor sample are summarised in Table 1.

### Infrared Drying Experiments

Weak black liquor samples of 12 to 14% solids content used in the evaporation experiments were collected from M/S Mohit Paper Mills Ltd., Bijnor (U.P), India. An IR moisture analyser (Model no. XM-120, Precisa Gravimetrics AG, 8953 Dietikon, Switzerland) was used for the present study. The IR moisture analyser is equipped with the facility to adjust temperature levels at 90, 100, 110 and 120°C. The dimensions of the IR moisture analyser (Instrument housing, W×HxD mm) used for drying were 210 mm (W) × 340 mm (D) × 170mm (H).

The evaporation trial was carried out for a 1.2 gm (approx.) sample at four different infra-red temperature levels viz., 90, 100, 110 and 120°C. During experiments, each sample was put on the stationary sample pan filled with 2mm sand to avoid skin formation during evaporation. The pan was placed in the centre of the moisture analyser. The XM-120 infra-red (IR) moisture analyser can be used for reliable and quick determination of the moisture content of liquid, semisolid and solid substances according to the thermo-gravimetry method. The moisture content of the black liquor sample was calculated according to the early moisture content and the mass loss during evaporation. The moisture loss was determined by thermo-gravimetric analysis of the sample at one-minute intervals. For better quality, evaporation was resumed until the moisture content of the black liquor sample concentrated to about 2.5 to 3%. The TAPPI standards obtained the moisture content of the completely dry black liquor samples. Experiments were carried out in triplicate to minimise the possible errors.

In the present investigation, a radiator is used as drying equipment to transmit electromagnetic radiation in short to medium frequency wave IR radiation (wavelength in the range of 2 to 3.5 nm, as specified in the

<table>
<thead>
<tr>
<th>Properties</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power consumption max (VA)</td>
<td>470 VA</td>
</tr>
<tr>
<td>Frequency (Hz)</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Temperature range/steps(°C)</td>
<td>30-230°C /1°C</td>
</tr>
<tr>
<td>Graduation</td>
<td>1 °C</td>
</tr>
<tr>
<td>Time switch (range)</td>
<td>240 min</td>
</tr>
<tr>
<td>Weighing range (g)</td>
<td>124 g</td>
</tr>
<tr>
<td>Smallest sample weight (g)</td>
<td>0.2 g</td>
</tr>
<tr>
<td>Pan Size [Ø mm]</td>
<td>100</td>
</tr>
<tr>
<td>Readability (g)</td>
<td>0.001g</td>
</tr>
<tr>
<td>Moisture Analysis Readability (%)</td>
<td>0.001</td>
</tr>
</tbody>
</table>
equipment manual). The technical specification of the IR moisture analyser apparatus (PRECISA, Series 330 XM - Model XM60, Switzerland) was displayed in Table 2.

**Determination of Evaporation Rate and Diffusion Co-efficient**

In the present investigation, the variables on the moisture fraction effect of black liquor and the evaporation rate were studied (Thakor et al., 1999). The moisture fraction ($X$) of black liquor samples was calculated using Equation 1.

$$X = \frac{M_t - M_e}{M_0 - M_e} \approx \frac{M_t}{M_0}$$

Equation 1 $x$ is the moisture fraction of black liquor and dimensionless term: the initial moisture content, $M_o$ of the black liquor (gm water/gm solids content). Meanwhile, the moisture content of black liquor at any time ($t$), (gm water/gm solids content) was indicated as $M_t$ and $M_e$ are balanced in the moisture content of black liquor sample (gm water/g solids content). The value of $M_e$ is negligible compared with $M_t$ or $M_o$ specifically for IR evaporation. Thus, $M_e$ was neglected and is assumed as zero. The overall evaporation rate (ER) was characterised as the variation of moisture fraction in a unit time ($t$), using Equation 2.

$$ER = \frac{dx}{dt}$$

The general Gaussian model equation is given by Equation 3,

$$y = ER = \sum_{i=1}^{n} a_i e^{-\left(\frac{(x-b_i)}{c_i}\right)^2}$$

Where, $a$ is the amplitude, $b$ is the centroid (location), $c$ is related to the peak width, $n$ is the number of peaks to fit, and $1 \leq n \leq 8$ (Guo 2011).

The determination of effective diffusivity of the evaporation of weak black liquor has occurred in both the Constant Rate Period (CRP) and Falling Rate Period (FRP). Therefore, Fick’s second law of diffusion displayed in Equation 4,

$$\frac{\partial x}{\partial t} = \nabla [D_{eff}(\nabla x)]$$

Subsequently, the internal mass transfer element has controlled the evaporation process. Therefore, Equation 4 defined the evaporation process and determined the experimental data during the Falling Rate Period (FRP). Assuming that the moisture migrates barely by diffusion and no shrinkage occurred. Therefore, the actual diffusion co-efficient is constant,
and the water evaporation is only from the free surface of the black liquor sample, then the empirical solution for the Fick’s second law of diffusion can be described as Equation 5 (Crank, 1975),

\[
X = \frac{8}{\pi^2} \sum_{n=0}^{\infty} \frac{1}{(2n+1)} \exp \left[ -\frac{(2n+1)^2 \pi^2 D_{eff} t}{r^2} \right]
\]

(5)

Where \(D_{eff}\) is moisture diffusivity (m\(^2\)/s), \(r\) is the average radius of the sand particles (m), and \(t\) is time (sec). Equation 6 could be additionally streamlined by taking the initial term of the arrangement as (Tütüncü & Labuza, 1996).

\[
X = \frac{8}{\pi^2} \exp \left[ -\pi^2 \frac{D_{eff}}{r^2} t \right]
\]

(6)

Taking natural logarithm both sides, Equation 6 becomes Equation 7,

\[
\ln(X) = \ln\left(\frac{8}{\pi^2}\right) - \left(\frac{\pi^2 D_{eff}}{4r^2} t\right)
\]

(7)

The effective moisture diffusivity \(D_{eff}\) was analysed by plotting experimental evaporation data in \(\ln(X)\) versus time (t). From Equation 7, a plot of \(\ln(X)\) versus time (t) gives a straight line with a slope \(k_0\) as Equation 8,

\[
k_0 = \frac{\pi^2 D_{eff}}{4r^2}
\]

(8)

In addition, the influence of temperature on effective diffusivity (\(D_{eff}\)) can be illustrated by Arrhenius Equation 9 (Madamba et al., 1996; Sanjuán et al., 2003),

\[
D_{eff} = D_0 \exp \left(-\frac{E_a}{RT}\right)
\]

(9)

Therefore, from Equation 9, \(E_a\) is activation energy (kJ/mol). Meanwhile, \(D_0\) is the pre-exponential factor of the Arrhenius equation (m\(^2\)/s), \(R\) is the ideal gas constant (kJ/mol K), and \(T\) is the evaporation temperature (K). Further, the value \(E_a/R\) was obtained by plotting \(\ln(D_{eff})\) versus the mutual of temperature (1/T).

**Statistical and Mathematical Modelling of the Evaporation Curve**

The experimental evaporation data were tested to find the most appropriate model among seven different models defining evaporation/drying process put forward by several authors. Furthermore, the seven mathematical model equations effectively utilised in other
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exploration were utilised to assess the relationship between evaporation time (evaporation curve) and moisture fraction ($X$) of black liquor using a non-linear regression procedure (Table 3).

The test data in this present study was additionally fitted with other regression equations and has indicated a high degree of fitting at the non-linear regression method. The non-linear regression method, was constructed by the Levenberg–Marquardt (LM) algorithm, where it has extensively used algorithm in non-linear least square fitting. The Levenberg–Marquardt algorithm, starting with some initial parameter values, minimises RSS by presenting a series of repetitions on the parameter values and computing RSS at every stage. Therefore, to perform this method, the initial partial derivatives were analysed for all values of the input parameters (Ranganathan, 2004).

The coefficients were estimated using OriginPro 9 software (The OriginLab Corporation, USA) according to the non-linear least square method. The three parameters reduced chi-square ($X^2$), residual sum of square (RSS), and determination coefficient ($R^2$) were used to evaluate the deviation between the predicted values and the experimental data for the dependent variable. These can be used for comparing various models representing the same dependent variable. The fitness parameters among distinct models were performed at $p < 0.05$ of variance (ANOVA) analysis (Table 4). Thus, the best model used for defining the evaporation characteristics of black liquor samples under infra-red (IR) radiation heating was preferred with the lowest reduced data of chi-square ($X^2$), residual sum of square (RSS) and highest coefficient of the determinant ($R^2$) or adjusted $R$-squared ($R^2_{adj}$). The statistical values were calculated with below Equations 10-13 as,

$$X^2 = \sum_{i=1}^{n} \left( \frac{x_{i,\text{exp}} - x_{i,\text{pred}}}{x_{i,\text{exp}}} \right)^2$$  \hspace{1cm} (10)

$$RSS = \sum_{i=1}^{n} \left( x_{i,\text{exp}} - x_{i,\text{pred}} \right)^2$$  \hspace{1cm} (11)

Table 3
Mathematical models of the evaporation curves of black liquor sample

<table>
<thead>
<tr>
<th>No.</th>
<th>Equations</th>
<th>Model name</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$X = \exp(-kt)$</td>
<td>Lewis</td>
<td>(Bruce, 1985)</td>
</tr>
<tr>
<td>2.</td>
<td>$X = \exp(-kt^n)$</td>
<td>Page</td>
<td>(Chen, 2009)</td>
</tr>
<tr>
<td>3.</td>
<td>$X = \exp(-(kt)^n)$</td>
<td>Modified Page-I</td>
<td>(Overhults et al., 1973)</td>
</tr>
<tr>
<td>4.</td>
<td>$X = a \exp(-kt)$</td>
<td>Henderson and Pebis</td>
<td>(Bhargava, 1966)</td>
</tr>
<tr>
<td>5.</td>
<td>$X = 1 + at + bt^2$</td>
<td>Wang and Singh</td>
<td>(Ahou et al., 2014)</td>
</tr>
<tr>
<td>6.</td>
<td>$X = a \exp(-kt) + c$</td>
<td>Logarithmic</td>
<td>(Yagcioglu et al., 1999)</td>
</tr>
<tr>
<td>7.</td>
<td>$X = a + b + (0.25c^2t^2) - (d^{0.5}ct)$</td>
<td>Decay</td>
<td>Present study</td>
</tr>
</tbody>
</table>
\[ R^2 = 1 - \frac{\sum_{i=1}^{n}(X_{i,\text{exp}} - X_{i,\text{pred}})^2}{\sum_{i=1}^{n}(X_{i,\text{exp}} - \overline{X})^2} \]  \hspace{1cm} (12)

\[ R_{adj}^2 = 1 - \frac{(1 - R^2)(n - 1)}{n - p} \]  \hspace{1cm} (13)

Where, \( \overline{X} \) is the average value of the experimental moisture ratio, \( X_{i,\text{pred}} \) and \( X_{i,\text{exp}} \) are predicted, and experimental moisture ratios, respectively, \( p \) is the number of evaporation constants, and \( n \) is the number of observations.

**RESULTS AND DISCUSSION**

**Analysis of Evaporation Curves and Model Fitting**

The changing of the moisture fraction versus evaporation time for black liquor samples is shown in Figure 1. It was shown that the moisture fraction is affected by the isothermal temperature and evaporation time of black liquor. Moreover, from Figure 1, the evaporation time was significantly reduced from 9.5 to 4 minutes as the temperature increases; besides, an increase of the temperature has shortened the evaporation duration up to 55%. From the observation from the Figure 1 curve, the moisture fraction constantly decreases with evaporation time, and no constant evaporation rate period exists.

These observations are validated with previous literature studies on the evaporation/drying of organic compounds (Gögüs & Maskan, 2001; Meziane et al., 2006; Amin et al., 2019). As shown in Figure 2, the rate of moisture loss of black liquor was high at the initial

![Figure 1. Evaporation curves of soda black liquor at different temperatures](image-url)
stage. In contrast, equally two-thirds of the time has been spent removing the last one-third of the moisture content due to the slow diffusion process. However, the black liquor evaporation at a higher temperature is significantly less. Thus, the overall evaporation time of the black liquor was reduced significantly with the increase in temperature. Thus, the physical mechanism prevailing in moisture transfer of the black liquor sample has resulted in a falling rate period (FRP) and internal diffusion throughout the evaporation process. Moreover, other studies also have reported similar behaviour (Karlsson, 2020).

From Figure 2, every plot has two stages in which evaporation progresses, where the evaporation rate rapidly increases and then slowly decreases. Otherwise, from this present study, it has been found that the evaporation rate will decrease corresponding to the period or with the reduction of the moisture fraction. Furthermore, the moisture fraction of the black liquor is high in the initial phase of evaporation, which has resulted in greater absorption of IR radiation and a higher evaporation rate due to the higher moisture diffusion. As the evaporation progresses, the reduction in moisture fraction in the black liquor causes a decrease in the absorption of IR radiation, and the results of evaporation rate fall tremendously. A higher evaporation rate was obtained at higher Infrared output temperature. Thus, the infrared output temperature had a significant consequence on the evaporation rate of black liquor. In comparison, the total evaporation times required to reach the final moisture content were 33, 27, 18, 14, and 10 minutes at 80, 90, 100, 110, and 120°C, respectively, as shown in Figure 1. Meanwhile, the evaporation time until moisture fraction up to 0.5 was 3.3, 4.8, 6.6, 9.6, and 15.5 minutes at 120, 110, 100, 90, and 80°C, respectively. The evaporation rates were more at the beginning of the evaporation process due to the evaporation of moisture from black liquor and then reduced with reducing moisture content (Figure 2).
The thin layer evaporation model equation of the infra-red evaporation process was suitable for the preliminary evaluation and constant evaporation stages. It can convey the important equation characteristic parameters such as heat, thermal diffusivity, moisture diffusivity, and mass transfer coefficients. Moreover, various models have been advised to depict the rate of moisture loss throughout the thin layer drying process of organic materials. Therefore, this present study has nominated seven mathematical models (Table 3) of the evaporation curves used in previous studies. Besides, the non-dimensional in Equation 1 has been used to compile data in experimental of moisture fraction. Meanwhile, the regression analysis was prepared for seven distinct thin layer drying models by correlating the dimensionless moisture fraction ($X$) for 80, 90, 100, 110, and 120°C temperatures and evaporation time. The statistical analysis values obtained from fitting the experimental data to the widely used semi-theoretical thin layer models (Table 3) are presented in Table 4.

Table 4
Fitness of different models for IR evaporation of black liquor

<table>
<thead>
<tr>
<th>Equation</th>
<th>Temp.(K)</th>
<th>Reduced, $X^2$</th>
<th>RSS</th>
<th>Adj. $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lewis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>353K</td>
<td>0.05452</td>
<td>6.47E-04</td>
<td>0.02005</td>
<td>0.99062</td>
</tr>
<tr>
<td>363K</td>
<td>0.07387</td>
<td>5.11E-04</td>
<td>0.01328</td>
<td>0.9932</td>
</tr>
<tr>
<td>373K</td>
<td>0.11233</td>
<td>6.35E-04</td>
<td>0.01079</td>
<td>0.99203</td>
</tr>
<tr>
<td>383K</td>
<td>0.15209</td>
<td>4.39E-04</td>
<td>0.0057</td>
<td>0.99463</td>
</tr>
<tr>
<td>393K</td>
<td>0.22638</td>
<td>7.20E-04</td>
<td>0.00648</td>
<td>0.99239</td>
</tr>
<tr>
<td>Page</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>353K</td>
<td>0.03414</td>
<td>1.16567</td>
<td>5.27E-05</td>
<td>0.00158</td>
</tr>
<tr>
<td>363K</td>
<td>0.05136</td>
<td>1.14043</td>
<td>4.28E-05</td>
<td>0.00107</td>
</tr>
<tr>
<td>373K</td>
<td>0.08077</td>
<td>1.15162</td>
<td>9.67E-05</td>
<td>0.00155</td>
</tr>
<tr>
<td>383K</td>
<td>0.12537</td>
<td>1.10208</td>
<td>1.97E-04</td>
<td>0.00236</td>
</tr>
<tr>
<td>393K</td>
<td>0.18174</td>
<td>1.14522</td>
<td>2.25E-04</td>
<td>1.80E-03</td>
</tr>
<tr>
<td>Modified Page</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>353K</td>
<td>0.05518</td>
<td>1.16599</td>
<td>5.27E-05</td>
<td>0.00158</td>
</tr>
<tr>
<td>363K</td>
<td>0.07403</td>
<td>1.14002</td>
<td>4.28E-05</td>
<td>0.00107</td>
</tr>
<tr>
<td>373K</td>
<td>0.11249</td>
<td>1.15155</td>
<td>9.67E-05</td>
<td>0.00155</td>
</tr>
<tr>
<td>383K</td>
<td>0.15196</td>
<td>1.10195</td>
<td>1.97E-04</td>
<td>0.00236</td>
</tr>
<tr>
<td>393K</td>
<td>0.22562</td>
<td>1.14479</td>
<td>2.25E-04</td>
<td>0.0018</td>
</tr>
<tr>
<td>Henderson</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and Pebis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>353K</td>
<td>1.04392</td>
<td>0.0575</td>
<td>3.87E-04</td>
<td>0.0116</td>
</tr>
<tr>
<td>363K</td>
<td>1.04645</td>
<td>0.07788</td>
<td>2.31E-04</td>
<td>0.00577</td>
</tr>
<tr>
<td>373K</td>
<td>1.04138</td>
<td>0.11771</td>
<td>4.07E-04</td>
<td>0.0065</td>
</tr>
<tr>
<td>383K</td>
<td>1.02584</td>
<td>0.15658</td>
<td>3.63E-04</td>
<td>0.00435</td>
</tr>
<tr>
<td>393K</td>
<td>1.03465</td>
<td>0.23501</td>
<td>5.72E-04</td>
<td>0.00457</td>
</tr>
</tbody>
</table>
The capability of the model is based on the value of $X^2$, RSS and adjusted $R^2$. The absolute mathematical model has indicated the highest value in $R^2$, lowest reduced $X^2$ and lowest RSS. The regression coefficients and standard deviations of single-layer drying models for black liquor during infra-red evaporation under the infra-red temperature range of 80-120°C are shown in Table 4. The modified Page and Page equation model was an exponent ‘n’ added to the drying constant ‘k’, which contributes to the evaporation constant of distinct magnitude. All the models exhibited great concurrence with the IR evaporation data of black liquor. The experimental data of the Decay model in Equation 14 has illustrated the closest fit to the black liquor evaporation for all the infra-red temperature range tested.

$$X = a + b + (0.25c^2t^2) - (a^{0.5}ct)$$  \hspace{1cm} (14)

From Equation 14 above, $X$ indicates the moisture fraction and $t$ was signified the evaporation time, respectively. The valued parameters of this model ($a$, $b$, and $c$) and values of reduced $X^2$, RSS and adjusted $R^2$ are emphasised in Table 4. The Decay model has been stated as the improved fitting evaporation model, which features the highest $R^2$, lowest reduced $X^2$ and RSS values for the entire infra-red temperature range of 80 to 90°C. The adjusted $R^2$ values were higher than 0.9992, and reduced $X^2$ and RSS values were lower than $6.56 \times 10^{-5}$ & $7.63 \times 10^{-4}$, respectively, for the entire infra-red evaporation conditions.
Although, the fitted evaporation curves based on the Decay model initiated to deliver outstanding fits of the test temperatures of 80, 90, 100, 110, and 120°C shown in Figure 3.

The parameter of the evaporation constants (a, b, and c) in the Decay model indicates that the relative magnitude of the parameter accurately reflects the evaporation behaviour. Meanwhile, the values of the evaporation constants “a” and “b” were in the range of 0.89654-0.86006 and 0.11-0.14 under the infra-red (IR) temperature range of 80-120°C, respectively (Table 4). Moreover, the value of the evaporation constant “c” increased with the increase in infra-red (IR) temperature. Besides, the higher “c” values demonstrate higher moisture removal rates and improve evaporation potential. Thus, though the Decay model could function to simulate the evaporation curves of black liquor with satisfactory test results, in spite the parameters of these models should improvise due to lack of physical sense.

Mathematical Modelling of Evaporation Rate

The variations of the drying rates versus moisture content are shown in Figure 4. The evaporation rate for black liquor at different temperatures based on Gaussian law Equation 3 was derived from the plot of evaporation rate \((dx/dt)\) versus moisture fraction (\(X\)) in Figure 4.

General model Gaussian 3 given by Equation 15,

\[
ER = \frac{dx}{dt} = a_1 e^{\left(\frac{x-b_1}{c_1}\right)^2} + a_2 e^{\left(\frac{(x-b_2)}{c_2}\right)^2} + a_3 e^{\left(\frac{x-b_3}{c_3}\right)^2}
\]  

(15)
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Table 5
Regression coefficients of black liquor through infra-red evaporation

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>a1</th>
<th>b1</th>
<th>c1</th>
<th>a2</th>
<th>b2</th>
<th>c2</th>
<th>a3</th>
<th>b3</th>
<th>c3</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>0.0369</td>
<td>2.388</td>
<td>1.481</td>
<td>0.02291</td>
<td>6.206</td>
<td>4.277</td>
<td>0.02881</td>
<td>15.99</td>
<td>11.91</td>
</tr>
<tr>
<td>90</td>
<td>0.06368</td>
<td>1.374</td>
<td>2.734</td>
<td>-0.08997</td>
<td>-1.54</td>
<td>3.584</td>
<td>0.04065</td>
<td>9.36</td>
<td>13.27</td>
</tr>
<tr>
<td>100</td>
<td>0.08122</td>
<td>1.814</td>
<td>1.227</td>
<td>0.04908</td>
<td>4.199</td>
<td>2.434</td>
<td>0.05342</td>
<td>9.258</td>
<td>5.08</td>
</tr>
<tr>
<td>110</td>
<td>-0.4649</td>
<td>0.3825</td>
<td>0.4103</td>
<td>-0.7202</td>
<td>2.446</td>
<td>4.471</td>
<td>0.842</td>
<td>1.97</td>
<td>5.188</td>
</tr>
<tr>
<td>120</td>
<td>-2.77E+13</td>
<td>-26.42</td>
<td>4.711</td>
<td>0.2282</td>
<td>-1.275</td>
<td>6.724</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Coefficients (with 95% confidence bounds)

Table 6
Standard deviations of goodness on fit of Gaussian model for black liquor

<table>
<thead>
<tr>
<th>Temperature(°C)</th>
<th>SSE</th>
<th>R²</th>
<th>Adjusted R²</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>0.000216</td>
<td>0.9614</td>
<td>0.949</td>
<td>0.002939</td>
</tr>
<tr>
<td>90</td>
<td>0.000242</td>
<td>0.9649</td>
<td>0.9501</td>
<td>0.003567</td>
</tr>
<tr>
<td>100</td>
<td>0.000361</td>
<td>0.9778</td>
<td>0.9601</td>
<td>0.006011</td>
</tr>
<tr>
<td>110</td>
<td>0.000117</td>
<td>0.9954</td>
<td>0.9893</td>
<td>0.004421</td>
</tr>
<tr>
<td>120</td>
<td>4.23E-05</td>
<td>0.9731</td>
<td>0.9462</td>
<td>0.002908</td>
</tr>
</tbody>
</table>

The regression coefficient of the Gaussian model Equation 3 is shown in Table 5. The statistical analysis values obtained from fitting the experimental data to the Gaussian model equation is presented in Table 6. The R², SSE and RMSE values ranged from 0.9614-0.9954, 0.0000423-0.000361 and 0.002908-0.006011 for black liquor, respectively (Table 6).

Figure 4. A variance of evaporation rate with a moisture content of black liquor

![](image)
Calculation of Effective Diffusivity and Activation Energy

The effective moisture diffusivity is an important transport property in food and other materials drying processes modelling, being a function of temperature and moisture content in material (Liu et al., 2009). The effective diffusivity and activation energy calculation has indicated that the isothermal condition was founded instantaneously and sustained throughout the evaporation of the black liquor process. In this method, with negligible sample shrinkage and uniform initial moisture distribution assumptions, the $D_{\text{eff}}$ can be defined with an appropriate mathematical solution of Fick’s second law for diffusion in Equation 5. Meanwhile, Figure 5 has displayed the plots of the experimental results as $ln(X)$ versus time, corresponding with different temperatures. The values of the effective moisture diffusivity were calculated using Equation 9 and are shown in Table 5 and Figure 5.

The $D_{\text{eff}}$ values were varied in the range of $2.67 \times 10^{-10}$ m$^2$/s to $10.4 \times 10^{-10}$ m$^2$/s (Table 7). It was noted that $D_{\text{eff}}$ values increased greatly with increasing drying temperature. When samples were dried at a higher temperature, increased heating energy would increase the activity of water molecules leading to higher moisture diffusivity.

Arrhenius plot, $ln D_{\text{eff}}$ versus $1/(T + 273.15)$ Equation 9. The $ln D_{\text{eff}}$ as a function of the reciprocal of absolute temperature was plotted in Figure 6. The slope of the line is $(-E_a/R)$, and the intercept equals to $ln(D_0)$. The activation energy data achieve with formulation from Equation 8. Therefore, the results have displayed with linear relationship shown in Figure 6 due to the Arrhenius-type dependence ($R^2 = 0.9651$). Therefore, the linear slope

\[
\begin{align*}
80°C &: y = -0.0618x + 0.0892 \\
90°C &: y = -0.0806x + 0.0666 \\
100°C &: y = -0.1241x + 0.0733 \\
110°C &: y = -0.1699x + 0.0343 \\
120°C &: y = -0.2399x + 0.0387
\end{align*}
\]

\[
\begin{array}{cccccc}
\text{Temperature (°C)} & 80 & 90 & 100 & 110 & 120 \\
D_{\text{eff}} (m^2/s) & 2.67 \times 10^{-10} & 3.48 \times 10^{-10} & 5.37 \times 10^{-10} & 6.93 \times 10^{-10} & 10.4 \times 10^{-10} \\
\end{array}
\]

\quad

Figure 5. The plot of $lnX$ versus time for infra-red evaporation of weak black liquor at different temperatures
from the graph has denoted 39.19 kJ/mol of activation energy value, and pre-exponential factor $1.6 \times 10^{-4} \text{m}^2/\text{s}$ was determined for evaporation of black liquor. The activation energy values were within the general range of 12.7 to 110 kJ/mol for various food materials (Zogzas et al., 1996).

CONCLUSIONS

The effect of infra-red evaporation temperature on moisture fraction, evaporation rate and effective diffusivity of soda black liquor was studied. Soda black liquor with an initial solids content of 13.5 to 15 % was evaporated to the final moisture fraction approx. 0.025 in 33 minutes at 80°C, and it is performed within 10 minutes at 120°C. Increasing the infrared (IR) temperature increased the evaporation rate and consequently decreased the evaporation duration within a certain infrared (IR) temperature range (80-120°C in the present investigation). Major evaporation occurred in the falling rate period (FRP). The decay empirical model showed a good fit for all the conditions than the other six thin layer evaporation models for describing soda black liquor’s infra-red (IR) evaporation behaviour. The adjusted $R^2$ values were higher than 0.9992, and reduced $R^2$ and RSS values were lower than $6.56 \times 10^{-5}$ and $7.63 \times 10^{-4}$, respectively, for the entire infra-red evaporation conditions.

The values of evaporation constant “a” and constant “b” were in the range of 0.89654 to 0.86006 and 0.11 to 0.14 under the infra-red (IR) temperature range of 80 to 120°C, respectively. The effective moisture diffusivity of black liquor under an infrared temperature range of 80-120°C was in the range of $2.6 \times 10^{-10} \text{m}^2/\text{s}$ to $10.4 \times 10^{-10} \text{m}^2/\text{s}$. The experimental results have shown that the moisture diffusivity of black liquor is lower than other organic materials, which could be discovered in the literature under similar evaporation conditions.
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ABSTRACT

Urban farming has the potential to utilise unused space in the community to alleviate food shortages and increase the community’s income through local food production. When Internet of Things (IoT) technology is integrated with urban farming, it can further improve its efficiencies and yield. The work in this paper improved our previous work of using an IoT-based climate control system to regulate the cultivation environment of oyster mushrooms automatically. Even though the climate control system could produce two batches of mushroom yields, there were several limitations, such as less efficient climate control due to threshold-based corrective action, water wastage, and system instability. This paper aims to address these stated limitations by implementing a fuzzy logic algorithm and redesigned the climate control system. Two crisp input variables from DHT22 sensors representing temperature and humidity were fed into the Node MCU microcontroller’s fuzzy logic coded in C language. The temperature and humidity conditions were divided into five fuzzy trapezoidal membership functions resulting in 25 fuzzy rules to control the duration of running the water pump and ventilation fan. An internal, lightweight web server were managed all HTTP client requests. The enhanced system also included a safety
measurement to avoid overheating the microcontroller and causing water wastage. Upon analysis of the data captured in two months, the result showed a decrease of 40% in water utilisation and an increase of mushrooms yield up to 226%. The enhanced climate control system also facilitated maintaining and controlling the temperature and humidity conducive for optimal mushroom cultivation.

**Keyword:** Fuzzy logic, Internet of Things (IoT), node MCU microcontroller, oyster mushroom cultivation, urban farming

**INTRODUCTION**

Research of IoT utilisation in smart farming has increased tremendously, and this fact is reflected in the number of publications which has increased by 278% in 2017/2018 compared to 2016 (Navarro et al., 2020). In crop monitoring, big data analytics and machine learning techniques were largely used to predict environmental conditions (Adenugba et al., 2019), identify growth stages (Xia et al., 2018), and the health of plantations (Li et al., 2018). However, these technologies require massive resources and are more cost-benefitting for large plantations. In small-scale farming, particularly urban farming, IoTs are used mainly for crop monitoring and environment control. Urban farming can utilise unused space in the community to alleviate food shortages and increase the community’s income through local food production (Poulsen et al., 2017). Oyster mushroom cultivation is among the top choice of crops for urban farming as it requires small space, has high nutritional and medicinal values and takes a shorter time to harvest (Nongthombam et al., 2021).

This paper presented an enhanced IoT-based climate control system for oyster mushroom cultivation, initially presented in the 10th Conference on System Engineering and Technology (ICSET) (Ariffin et al., 2020). In the previous IoT-based climate control system, fixed thresholds were used to automatically regulate the cultivation environment of oyster mushrooms in a mushroom house. Even though the IoT system alleviated the manual cultivation of oyster mushrooms at NASOM’s (National Autism Society of Malaysia) Autism Care Centre in Bandar Puteri Klang, there were two limitations. The first limitation was the inability to regulate the mushroom house’s environment to adapt to the weather changes during the wet and dry seasons. Malaysia experiences an equatorial climate with hot and humid weather for the whole year and two monsoon seasons from late May to September and October to March, respectively (Tang, 2019). The average temperature is 25.8°C, with the highest at 30.3°C and the lowest at 21.9°C (Climate-Data.org., 2021). Malaysia also has a relatively high humidity with an average of 250cm yearly rainfall (Saw, 2007). The rainy season occurs from November to January, while the drier season occurs from May to July (Wong et al., 2016). Ideally, the IoT system should perform a corrective action by turning on/off the ventilation fan and water pump on/off depending on the humidity and temperature changes due to the weather. Thus, the IoT system should
automatically water the mushroom house during the dry season more frequently than the rainy season. However, since the control of the water pump and ventilation fan depended on pre-determined fixed thresholds, the same threshold values were used to control the climate of the mushroom house throughout the year. As a result, it has led to a less conducive environment for the cultivation of oyster mushrooms.

The second limitation is the wastage of water resources, again due to fixed thresholds and time intervals in controlling the water pump. For example, even though the relative humidity was high during the rainy season, the misting sprinkler was turned on according to the fixed intervals causing wastage of precious water resources. Therefore, it will contribute to the unsustainable use of water resources for agriculture (Al-Saidi & Elagib, 2017). Moreover, the previous IoT system also frequently experienced system instability due to an unstable power source. The microcontroller and all the electronic components were placed together on a single breadboard (Figure 1).

Therefore, this paper proposed to overcome the limitation of using fixed thresholds to automatically control the climate of a mushroom house using a fuzzy logic approach and revised the system hardware specification to improve the system stability due to the power supply issues. The contribution of this paper is twofold: 1) This paper demonstrates the execution of an IoT climate control system in a mushroom house located in Bandar Puteri, Klang, Malaysia; and 2) This paper proved that the implementation of the fuzzy logic for IoT controller was able to provide better environmental management as required for mushroom cultivation and reduced the water usage resulted in a higher yield of harvested mushroom.

RELATED WORK

Machine learning and big data analytics were, and machine learning techniques were mainly used in large plantations for crop monitoring and by predicting the environmental conditions. Fuzzy logic is another option of crop monitoring and is commonly used to monitor multiple variables such as temperature and humidity in greenhouses and urban farming. Therefore, it is suitable for implementing a complex IoT system with multiple inputs and granular and dynamic action as an output (Krishnan et al., 2020). In Algarín et al. (2017) and Revathi and Sivakumaran (2016), a greenhouse’s cooling and irrigation system was controlled using fuzzy logic. A heat loss gain method was used to compare the proposed system with the conventional manual method of controlling the light, temperature, humidity, and water supplied to the greenhouse. The results showed that the fuzzy logic control system needed approximately 25% less energy to heat the greenhouse.
The authors further claimed that their proposed system contained more new technologies than previous similar work and allowed the crop to grow at the optimum level. However, the crop yields were not made available in the paper. Similarly, Alpay and Erdem (2018) used fuzzy logic to optimise the sensors’ operations to monitor soil moisture, temperature, lighting, and relative humidity in a greenhouse. A greenhouse prototype using acrylic and aluminium was built for the sensors and fuzzy logic control system. When tested in real-time, the proposed fuzzy logic control system showed good stabilisation times (i.e., 4-10 mins) and average tolerances of 5% for relative humidity, 2% for temperature, and 6% for soil moisture under different environmental conditions. However, the control system was tested in a controlled greenhouse prototype.

Implementation of IoT technology in mushroom cultivation was also commonly done, especially in Southeast ASEAN countries. Kassim et al. (2019) and Mat et al. (2019) developed a wireless sensor network system with a real-time embedded system to control temperature, humidity, and CO\(_2\) parameters to grow shiitake mushrooms in a controlled room of a building. Based on these parameters, the system provided feedback based on pre-defined thresholds to control the actuators attached to the exhaust fan, humidifier, circulation fan, and mist sprinkler. Even though the results showed 192.9% of mushroom yields, the system was not implemented in a real environment. Ibrahim et al. (2018) monitored temperature, humidity, and CO\(_2\) in a smart mushroom house for three days and captured the sensor data in 3 minutes intervals. When the humidity in the mushroom house dropped below 75%, a humidifier was activated until the humidity reached 85%.

Meanwhile, the CO\(_2\) values were kept under 500ppm by turning on an exhaust fan whenever CO\(_2\) readings went over 600ppm. The authors also showed that the average thickness per mushroom increased from 2.3cm to 2.6cm, and its average weight attained 40gm compared to 35gm when using the conventional method. Najmurrokhman et al. (2020) implemented a similar IoT-based system using a closed box made of plastic to grow oyster mushrooms by monitoring the level of humidity and temperature. When the temperature and humidity reached above or under a set threshold, the lamp, fan, and mist sprinkler were turned on to reset the temperature and humidity to their respective fixed values. A further related literature search was done, and the summary is presented in Table 1. Based on Table 1, temperature and humidity are the two important parameters in mushroom cultivation. At the same time, CO\(_2\) is recommended for shiitake mushrooms identified by Mat et al. (2019) and Ibrahim et al. (2018), especially in an enclosed room in a building where air circulation is stagnant (Mat et al., 2019; Shakir et al., 2019). In their control setup, Shakir et al. (2019) also added a light intensity parameter to light up the enclosed room after 6.00 pm. They observed the increase of CO\(_2\) level in the presence of artificial light, indicating the mushrooms produced more CO2 when the light was turned on. Therefore, our study omitted CO2 as the observed parameter as the focus is oyster mushroom cultivation, and the mushroom house has good air circulation.
Table 1 also showed that while the use of fuzzy logic control systems was beginning to be implemented in recent years, most mushroom cultivations still relied on utilising fixed thresholds to monitor temperature and humidity. Even though Chieochan et al. (2017) and Boonchieng et al. (2018) reported a ten times reduction in labour costs of mushroom cultivation when they implemented an IoT-based monitoring system using fixed thresholds in a mushroom hut, they did not report on the mushroom yields. Cruz-Del Amen and Villaverde (2019) and Hendrawan et al. (2019) used fuzzy logic to control temperature and humidity in their oyster mushroom cultivations. While Cruz-Del Amen and Villaverde (2019) conducted their experiments in a controlled enclosed space, the latter implemented the testing using a plastic container box.

Table 1

<table>
<thead>
<tr>
<th>Authors</th>
<th>Controlled parameters</th>
<th>Cultivation setup</th>
<th>Monitoring technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ibrahim et al. (2018)</td>
<td>√</td>
<td>Mushroom house</td>
<td>Fixed threshold</td>
</tr>
<tr>
<td>Kassim et al. (2019)</td>
<td>√</td>
<td>Building room</td>
<td>Fixed threshold</td>
</tr>
<tr>
<td>Mat et al. (2019)</td>
<td>√</td>
<td>Mocked prototype</td>
<td>Fixed threshold</td>
</tr>
<tr>
<td>Najmurrokhman et al. (2020)</td>
<td>√</td>
<td>Mushroom hut</td>
<td>Fixed threshold</td>
</tr>
<tr>
<td>Chieochan et al. (2017)</td>
<td>√</td>
<td>Building room</td>
<td>Fixed threshold</td>
</tr>
<tr>
<td>Boonchieng et al. (2018)</td>
<td>√</td>
<td>Controlled enclosed space</td>
<td>Fuzzy logic</td>
</tr>
<tr>
<td>Shakir et al. (2019)</td>
<td>√</td>
<td>Building room</td>
<td>Fixed threshold</td>
</tr>
<tr>
<td>Cruz-Del Amen and Villaverde (2019)</td>
<td>√</td>
<td>Plastic container box</td>
<td>Fuzzy logic</td>
</tr>
<tr>
<td>Hendrawan et al. (2019)</td>
<td>√</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This paper differs from work in the literature where the mushroom cultivation was done in a real mushroom house exposed to pest threats, unpredictable weather, and noisy environments from car traffic. This paper reports on the experiences, challenges, and limitations of implementing a fuzzy control climate system for cultivating oyster mushrooms within two months.

METHODOLOGY

The IoT-Based climate control system was implemented in a mushroom house at NASOM’s Autism Care Centre in Bandar Puteri Klang, Malaysia. First, the primary data from the sensors were captured. The captured data were average temperature, humidity, mushroom yield, and water usage. The data analysis was then conducted and compared with our first IoT-based system that used fixed thresholds.
System Design

The improved IoT-based climate control design was divided into three sections: Oyster Mushroom Cultivation Environment, IoT-Based Climate Control System, Fuzzy Logic Algorithm, and Web Interface.

Oyster Mushroom Cultivation Environment

Oyster mushroom has a specific growing environment to ensure healthy and productive yield. It needs to grow in a temperature range of 22-28°C and humidity range of 60-80% (Adhitya et al., 2017). Thus, a farmer would manually spray water to the floor to control the temperature and humidity level in the conventional cultivation method. However, the mushrooms cannot contact directly with the water as a wet growing medium will damage the mushroom with bacterial or fungal infection (Hamidizade et al., 2020). Moreover, the mushroom also needs to be protected from insects, pests, or bad odour to ensure quality yield. Therefore, to grow and cultivate oyster mushrooms in a controlled environment, farmers grow oyster mushrooms inside a mushroom house. However, maintaining a conventional mushroom house is tedious as a farmer needs to control the climate inside the mushroom house manually. Thus, this paper proposed a smart mushroom powered by an enhanced IoT-based climate control using the fuzzy logic system. Figure 2 shows the physical arrangement of the smart mushroom house.

The size of the smart mushroom house is 547 × 347 cm, and it consists of several components such as the IoT Control Box, Access Point, Water Pump, Exhaust Fan, Sensors, and Rack. The mushroom house can fit ten racks for holding up to 2,000 blocks of oyster

Figure 2. Mushroom house with IoT-based climate control physical arrangement
mushroom growing medium. The racks holding the growing medium were rearranged to improve the air circulation. Based on our earlier experiences, the vertical arrangement of the racks did not allow optimal airflow, and the mushroom blocks got easily wet during heavy rains. Therefore, the racks were subsequently horizontally rearranged, as shown in Figure 2, to ensure optimal air circulation and easy access to the growing medium. The IoT control box hosted the Node MCU Microcontroller, which contained the fuzzy logic to control the ventilation fan and water pump automatically. Two DHT22 sensors were placed at the ceiling and connected to the Node MCU for capturing temperature and humidity inside the mushroom house. The connection between the microcontroller and the sensor was via three single-core wires of size 0.5 × 0.25 mm. The length of the connection wire to the first sensor was 60 cm, while the second sensor was located 180 cm from the IoT box, and the wire was placed along the roof beam. The power for the IoT control box was supplied by a power outlet equipped with a voltage regulator to ensure a stable supply of 5V 2A DC electricity. The mushroom house was also equipped with an access point with a built-in 4G LTE Modem to connect the IoT control box. Internet connectivity was used to display the climate data to the end-user via a web interface and enabled the end-user to control the IoT system remotely.

The purpose of the ventilation fan was to pump out hot air from inside the mushroom house and ensure optimal air circulation, which was vital for oyster mushroom cultivation (Wahab et al., 2019). On the other hand, the water pump was connected to the PVC pipes to supply water to the misting head to spray the floor and the roof to regulate the temperature inside the mushroom house. Unfortunately, the climate control system was not equipped with a nozzle head to spray the roof in our initial work. Thus, the enhanced climate control system added water nozzles on top of the roof to further improve temperature regulation in the mushroom house. Furthermore, since the mushroom house is located on a busy road in an urban area, the heat from the traffic contributed to the high-temperature occurrence. Lastly, the bottom half of the mushroom house wall was built using bricks. At the same time, the upper part was installed with steel netting and agriculture grade black netting to protect the mushroom house from pest invasions and ensure proper air circulation.

**IoT-Based Climate Control System**

The system’s intelligence to control climate and regulate the environment was in the fuzzy logic algorithm running in the Node MCU microcontroller. Figure 3 shows the logical diagram of the IoT-based climate control system. First, the temperature and humidity crisps value inputs to the system. The crisps values were converted to a fuzzy value using a trapezoidal fuzzifier function. At the same time, the crisps values were also sent to a light web server so that they can be displayed to LCD via GPIO and web interface via network communication. After the crisp values were converted, they were fed to the fuzzy logic function for further processing.
The fuzzy logic algorithm checked the fuzzy rules and depending on the fuzzy input. Then, the algorithm inferred a suitable value range for the fuzzy output. After that, the fuzzy output was sent to the defuzzifier function to be converted back to the crisp value. The crisp value determined the action taken by the system to regulate the mushroom house. An example of such action was turning on the water pump for 30 seconds and the ventilation fan for 40 seconds due to Hot Temperature. The hardware schematic for implementing the enhanced IoT system is shown in Figure 4.
The system used Node MCU Microcontroller equipped with an ESP8266 chip Base Board to run the fuzzy logic and connect with the sensors and relays. Node MCU was used extensively by various IoT and Wireless sensor network projects due to its capability to connect to the Internet via Wi-Fi using very low power and miniature configuration (Kashyap et al., 2018). The width of the Node MCU board is only 30 mm and equipped with integrated GPIO, PWM, IIC, 1-Wire, and ADC all in one board. The Node MCU board provided an easy connection with the sensors, relay, and I2C LCD. Furthermore, it also ensured stable power input with an onboard 5V voltage regulator capable of the maximum voltage output of 1A. In our initial climate control system, the microcontroller was only connected to the breadboard without any baseboard. It has caused instability to the system due to a lack of voltage regulators and proper pin connection. The DHT22 sensor module measured temperature in -40°C to 80°C and humidity range of 0 to 100%. It has +/−2% RH accuracy, +/−0.5 degrees °C accuracy, and the ability to read data every 2 seconds (CircuitSchools Staff, 2020). The ventilation fan and the 240V AC water pump were controlled by the control climate system using 5V 2 Channel relay. Meanwhile, the I2C LCD displayed current sensor reading, action, and any error logs. A stable power supply was ensured by a power outlet equipped with a voltage regulator to ensure a stable supply of 5V 2A DC electricity.

**Fuzzy Logic Algorithm**

The first stage in constructing the fuzzy logic algorithm involved defining the linguistic variables and terms for the input and output; constructing the fuzzy logic membership functions and the rule base. The input variables were temperature and humidity; the linguistic terms for temperature were {Too cold, Cold, Normal, Hot, Too hot} and the trapezoidal membership function simulated in MATLAB was constructed as shown in Figure 5. The ‘Normal’ temperature ranges from 22 to 29°C, which is the desirable state of temperature for the best yield of the mushrooms.

![Figure 5. Trapezoidal membership function with fuzzy sets for temperature](image-url)
Humidity was defined as \{Too humid, Humid, Normal, Dry, Too Dry\}, and its trapezoidal membership function can be seen in Figure 6. The fuzzy set for ideal humidity of the mushrooms ranges from 71 to 84\%, and the climate control system commanded the ventilation fan and water pump accordingly to maintain the humidity.

Duration of the ventilation fan and water pump were the output variables, and the linguistic terms for the duration were \{Slow, Medium, Long\}. The trapezoidal membership functions for the ventilation fan and water pump duration are shown in Figures 7 and 8, respectively. The fuzzy data sets for the ventilation fan and water pump are shown in Table 2.

The knowledge base rules are shown as a matrix in Table 3 containing 25 rules according to the Mamdani fuzzy inference system. The rules were used to decide the duration of the ventilation fan and water pump in 3 membership degrees of Short, Medium, and Long. Three examples of the rules in the knowledge base were:

**Rule 1:** IF Temperature is (Too Cold OR Cold) AND Humidity is Too Humid THEN Action is Long Duration (Fan)
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**Figure 8.** Trapezoidal membership function with fuzzy sets of the duration for water pump

**Table 3**

Fuzzy rules and action taken using rules based on Mamdani fuzzy inference system

<table>
<thead>
<tr>
<th>Temperature / Humidity</th>
<th>Too Humid</th>
<th>Humid</th>
<th>Normal</th>
<th>Dry</th>
<th>Too Dry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Too Cold</td>
<td>Long duration (fan)</td>
<td>Long duration (fan)</td>
<td>Medium duration (fan) and short duration (water pump)</td>
<td>Short duration (fan) and medium duration (water pump)</td>
<td>Short duration (fan) and long duration (water pump)</td>
</tr>
<tr>
<td>Cold</td>
<td>Long duration (fan)</td>
<td>Medium duration (fan)</td>
<td>Short duration (fan) and (water pump)</td>
<td>Short duration (fan) and medium duration (water pump)</td>
<td>Short duration (fan) and long duration (water pump)</td>
</tr>
<tr>
<td>Normal</td>
<td>Short duration (fan)</td>
<td>Short duration (fan)</td>
<td>Short duration (fan) and (water pump)</td>
<td>Short duration (fan) and medium duration (water pump)</td>
<td>Short duration (fan) and long duration (water pump)</td>
</tr>
<tr>
<td>Hot</td>
<td>Medium duration (fan) and (water pump)</td>
<td>Medium duration (fan) and (water pump)</td>
<td>Long duration (fan) and (water pump)</td>
<td>Long duration (fan) and (water pump)</td>
<td>Long duration (fan) and (water pump)</td>
</tr>
<tr>
<td>Too Hot</td>
<td>Long duration (fan) and (water pump)</td>
<td>Long duration (fan) and (water pump)</td>
<td>Long duration (fan) and (water pump)</td>
<td>Long duration (fan) and (water pump)</td>
<td>Long duration (fan) and (water pump)</td>
</tr>
</tbody>
</table>

**Rule 2:** IF Temperature is (Hot OR Too Hot) AND Humidity is Too Dry THEN (Action is Long Duration (Fan) AND Long Duration (Water Pump))

**Rule 3:** IF Temperature is Too Cold AND Humidity is Normal THEN (Action is Medium Duration (Fan) AND Short Duration (Water Pump))

In the fuzzification stage, the crisp input values of humidity and temperature were converted to fuzzy values using the constructed trapezoidal membership functions.
The graphical user interface to design the fuzzy logic is shown in Figure 9, while the defuzzification is described in Figures 10 and 11, respectively. The fuzzification used Max and Min for Boolean operations OR and AND, respectively. The results were fuzzy values for the duration of the ventilation fan and water pump. The defuzzification stage was then performed according to the respective membership functions using the centre of gravity (‘centroid’) algorithm to obtain the crisp output value for durations.

Figure 9. The graphical user interface of the enhanced fuzzy logic-based system by using the Mamdani fuzzy inference system

Figure 10. Simulation result for input variables with the temperature value equals to 34°C and the humidity value is equal to 80.4 %
In Figure 10, the crisp input values for temperature and humidity were 34°C and 80.4 %, respectively. The fuzzy logic then executed the rule “IF Temperature is (Hot OR Too Hot) AND Humidity is Normal THEN (Action is Long Duration (Fan) AND Long Duration (Water Pump))” and resulted in turning on the ventilation fan for 204 seconds and the water pump running for 198 seconds.

Figure 11 demonstrates another example of the fuzzy logic system with an input temperature of 16.4°C and a humidity value of 38.9 %. The fuzzy rule “IF Temperature is (Too Cold OR Cold) AND Humidity is Too Dry THEN (Action is Short Duration (Fan) AND Long Duration (Water Pump)” was initiated, and the output resulted in turning on the ventilation fan for 42 seconds and the duration of the water pump for 180 seconds.

The simulated fuzzy logic algorithm was tested based on actual data collected from the sensors, and the actions taken were validated based on the input variables. Finally, the fuzzy logic algorithm was coded in C language and implemented in the NodeMCU controller for the proposed enhanced IoT-based climate control system.

![Simulation result for input variables with the temperature value equals 16.4°C and the humidity value is equal to 38.9 %](image)

**Web Interface**

The IoT system has a web interface that displays the end-users sensor reading, action is taken, and system uptime. It was connected to the Internet, which enabled the end-users to access the web interface remotely via a web browser with Internet access availability. The NodeMCU microcontroller has adequate processing power to run a lightweight web server inside its system. The web server was implemented using built-in Arduino’s ESP8266.
Web server function to listen to HTTP client requests. Simple HTML code was written to display the sensor reading. This project retained the same web interface layout as our previous work, as illustrated in Figure 12.

Summary of System Design

As this paper improves the IoT-based climate control system proposed in Ariffin et al. (2020), comparisons of features and specifications are presented in Table 4.

<table>
<thead>
<tr>
<th>No</th>
<th>Features / Specification</th>
<th>Ariffin et al. (2020)</th>
<th>Enhanced System Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Microcontroller Logic</td>
<td>Threshold-based Logic</td>
<td>Fuzzy Logic</td>
</tr>
<tr>
<td>2</td>
<td>Power &amp; Connection</td>
<td>Two 5V External power sources and connection via Breadboard</td>
<td>Single External power source powering the NodeMCU Baseboard with 5V voltage regulator</td>
</tr>
<tr>
<td>3</td>
<td>Rack Arrangement</td>
<td>Vertical arrangement</td>
<td>Horizontal arrangement to allow optimal airflow and to avoid wetting the mushroom block during rainfall</td>
</tr>
<tr>
<td>4</td>
<td>Water Nozzle Placement</td>
<td>Nozzle was not installed to spray the roof</td>
<td>Installed nozzle to spray water on the roof</td>
</tr>
</tbody>
</table>

System Implementation

This section discusses how the enhanced IOT-based climate control system was implemented in the real-world setup as a proof of concept.

The Mushroom House Setup

The IoT-based climate control system was implemented in a real-world mushroom house located at NASOM Centre in Bandar Puteri, Klang, Malaysia. Thus, the result collected in this paper is based on real-world results. The mushroom house utilised the unused community space at the NASOM Centre to generate income for the autism centre. The mushroom house was built on a brick structure at the bottom and wired fencing reaching the roof to ensure better air circulation. These wired fences were covered with black netting to prevent direct sunlight that is not conducive for oyster mushroom growth. In addition, the water mist spraying system surrounded the floor and roof of the mushroom house to reduce the house’s temperature. Figure 13 shows the implementation of the mushroom house with black netting and water mist spraying surrounding the structure. Figure 14 depicts the racks inside the mushroom house that are partially stocked with 500 growing mediums. In Figure 15, the IoT control box that automatically controls the climate inside
the mushroom house is displayed. Finally, Figure 16 shows the ventilation fan mounted on the wall to cool down the internal temperature and ensure good air circulation.

**Deployment of IoT-Based Climate Control System**

The IoT control box was deployed in the house and connected to a relay. Figure 17 shows the flow chart of the system. Upon booting up, the system waited for 5s to ensure the DHT22 sensor could provide a reading for temperature and humidity. If the reading was not NULL, the system calculated the average value for temperature and humidity from the two sensors and displayed it on the LCD and the web interface. Next, the system converted the average temperature and crisp humidity values into fuzzy values and processed them into crisp output based on the fuzzy logic algorithm. The inference made by the fuzzy rules determined whether to turn the water pump and ventilation fan on or off. The result of the inference was displayed on the LCD and the web interface. The system also implemented a safety measure by using an increment to a program counter. If the counter reached above the value of 3, the system paused for an hour to ensure that it did not repeat too many
actions. Too many repeated actions may overheat the controller, and continuous running of the water pump will cause water wastage.

The fuzzy logic algorithm implemented 25 fuzzy rules derived from the simulation conducted in MATLAB to determine the duration of operating the water pump and ventilation fan. All the rules were coded using C language using Arduino IDE into the Arduino compatible microcontroller, NodeMCU. The snippet of the code is shown as Algorithm 1. The fuzzy logic was encapsulated in a function that can be invoked every time the microcontroller obtained the crisp temperature and humidity readings.

Figure 17. Flowchart of the climate control system
Algorithm 1: Fuzzy Logic Algorithm Implementation

**Input:** $avgt, avgh$ average temperature and humidity reading from two sensors

```c
void fuzzyCalculator(float avgt, float avgh)
{
if (avgt >= 0 && avgt <= 20.0)
    // Long Duration (fan) Rules
    if (avgh >= 90.0 && avgh <= 100.0) {
        FanDuration = 250 //seconds
    }
    else if (avgh >= 82.0 && avgh <= 92.0) {
        FanDuration = 230 //seconds
    }
    else if (avgh >= 70.0 && avgh <= 85.0) {
        FanDuration = 200 //seconds
    }
    else if (avgh >= 38.0 && avgh <= 78.0) {
        FanDuration = 180 //seconds
    }
    else if (avgh >= 30.0 && avgh <= 44.0) {
        FanDuration = 170 //seconds
    }
    WaterDuration = 0
    indicator = 1;
}
//.....omitting some codes........
else if (avgt >= 17.0 && avgt <= 24.50) {
    // Short Duration (fan) and (Water Pump) Rules
    if (avgh >= 90.0 && avgh <= 100.0) {
        FanDuration = 90 //seconds
        WaterDuration = 90 //seconds
    }
    else if (avgh >= 82.0 && avgh <= 92.0) {
        FanDuration = 70 //seconds
        WaterDuration = 70 //seconds
    }
    else if (avgh >= 70.0 && avgh <= 85.0) {
        FanDuration = 50 //seconds
        WaterDuration = 50 //seconds
    }
    else if (avgh >= 38.0 && avgh <= 78.0) {
        FanDuration = 30 //seconds
        WaterDuration = 30 //seconds
    }
    else if (avgh >= 30.0 && avgh <= 44.0) {
        FanDuration = 10 //seconds
        WaterDuration = 10 //seconds
    }
    indicator = 8;
}
//.....Only showing 2 rules out of 25 rules......
}
```

**Output:** $FanDuration$ and $WaterDuration$ value (sec) updated a global variable
RESULTS AND DISCUSSION

The previous IoT-based climate control system using a fixed threshold started in late November 2020, and the enhanced climate control system using fuzzy logic began in January 2021 (Ariffin et al., 2020). This section presents the data captured before and after implementing the enhanced IoT-based climate control system using fuzzy logic. The findings are discussed according to the following criteria:

i. Water utilisation.
ii. Temperature.
iii. Humidity.
iv. Mushroom harvest per month.

Water Utilisation

The water utilisation for December 2020 and January 2021 were recorded based on the utility bill generated from the Air Selangor customer portal. The bill reflected the total water usage for both the mushroom house and the daycare centre. Since there was no student’s activity since November 2020 due to the movement control order as stipulated by the government and the number of households remained the same in the daycare centre, it can be concluded that the decrease in water utilisation was due to the implementation of the enhanced climate control system in the mushroom house.

From November 2020 until December 2020, the system is still running the current IoT system with threshold-based logic. In January 2021, the system has replaced with the newly enhanced system with fuzzy logic. Figure 18 shows a significant decrease in water consumption from 20.0m³ in December 2020 to 12.0m³ in January 2021, indicating that the enhanced climate control system can reduce water consumption. In Table 5, a substantial 40% saving of both water utilisation and total bills in January 2021 can be seen.

![Figure 18. Water usage and bill amount for December 2020 and January 2021](image)

Table 5

<table>
<thead>
<tr>
<th>Month</th>
<th>Water Usage (m³)</th>
<th>Bill Amount (RM)</th>
<th>Differences</th>
<th>Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>December 2020</td>
<td>20.0</td>
<td>11.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2021</td>
<td>12.0</td>
<td>6.84</td>
<td>8.0</td>
<td>40</td>
</tr>
<tr>
<td>Differences</td>
<td>8.0</td>
<td>4.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Savings (%)</td>
<td>40</td>
<td>40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From November 2020 until December 2020, the system is still running the current IoT system with threshold-based logic. In January 2021, the system has replaced with the newly enhanced system with fuzzy logic. Figure 18 shows a significant decrease in water consumption from 20.0m³ in December 2020 to 12.0m³ in January 2021, indicating that the enhanced climate control system can reduce water consumption. In Table 5, a substantial 40% saving of both water utilisation and total bills in January 2021 can be seen.

![Figure 18. Water usage and bill amount for December 2020 and January 2021](image)

Table 5

<table>
<thead>
<tr>
<th>Month</th>
<th>Water Usage (m³)</th>
<th>Bill Amount (RM)</th>
<th>Differences</th>
<th>Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>December 2020</td>
<td>20.0</td>
<td>11.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2021</td>
<td>12.0</td>
<td>6.84</td>
<td>8.0</td>
<td>40</td>
</tr>
<tr>
<td>Differences</td>
<td>8.0</td>
<td>4.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Savings (%)</td>
<td>40</td>
<td>40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Temperature and Humidity Control

In addition to water utilisation, temperature and humidity were also recorded. Thus, we performed a comparative analysis before and after the fuzzy logic algorithm was embedded in the enhanced climate control system. The ‘before’ readings were extracted from (Ariffin et al., 2020). Figures 19 and 20 show the results of average temperature and humidity monitored for six days, respectively. The temperature and humidity readings were taken three times a day, specifically at 10.00 am, 12.00 noon, and 2.00 pm. Then the average was calculated.

The graph in Figure 19 shows that the average temperature was lower most of the days after implementing the fuzzy logic algorithm in the enhanced system. It indicated that the ideal temperature for mushroom cultivation was achieved with the enhanced climate control system. The temperature on day 2 was slightly higher than the day before. However, the average reading for all six days proved that the fuzzy logic embedded in the enhanced

![Comparison Between the Average Temperature Before and After Implementing Fuzzy Logic](image)

*Figure 19. Average temperature before and after implementing Fuzzy Logic*

![Comparison Between the Average Humidity Before and After Implementing Fuzzy Logic](image)

*Figure 20. Average humidity before and after implementing Fuzzy Logic*
climate control system assisted the temperature management in the mushroom house. The same result appeared in the average humidity graph in Figure 20. Except for day 2, the average humidity was equal to or higher after implementing the fuzzy logic algorithm. These results proved that embedding fuzzy logic in the enhanced climate control system facilitated maintaining and controlling the ideal humidity for mushroom cultivation.

Mushroom Harvest or Yield
A full month mushroom yield was recorded for December 2020 and February 2021. However, due to replacing the previous climate control system with the enhanced system, we omitted the yield for January 2021. As a result, the production of mushrooms increased dramatically from 4.260 kg in December to 10.470 kg in February 2021, as shown in Table 6. The 226% increase of mushroom yield proved that the success of environmental management after implementing the fuzzy logic algorithm had promoted mushroom growth to the optimum.

Table 6
Total mushroom harvested before and after the implementation of the Fuzzy Logic approach

<table>
<thead>
<tr>
<th>Month</th>
<th>December 2020</th>
<th>February 2021</th>
<th>Differences</th>
<th>Increase of harvest (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Harvest (kg)</td>
<td>4,620</td>
<td>10,470</td>
<td>6,210</td>
<td>226</td>
</tr>
</tbody>
</table>

CONCLUSION

The cultivation of oyster mushrooms was successfully implemented at NASOM’s Autism Care Centre in Bandar Puteri Klang, Malaysia. It has helped the centre generate sustainable income via urban farming. Using a fuzzy logic algorithm and improving both the climate control system and physical internal design of the mushroom house has shown promising results based on the mushroom yield and water saving. The enhanced IoT-based climate control system has been running successfully for more than six months and has produced cumulatively 43.460 kg. On the other hand, there is still room for improvement. Since the IoT-based climate control system was deployed in the real environment, many unexpected, unforeseen circumstances have occurred. For example, the mushroom house is located near a busy road, emissions from vehicles may cause an increase in air pollutants. Our next step is to investigate further the level of carbon dioxide, carbon monoxide or other chemical matters and recommend different technologies to be implemented.
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ABSTRACT

The use of technology to address health issues among older adults is becoming popular nowadays, but, in practice, there is very little systematic work on how to design and develop for older adults. This paper investigated participatory design in designing and developing two mobile apps to support community-living older adults to maintain their health. We examine 1) three older adults to individually participate in designing an app to self-monitor their fruit, vegetable and liquid intakes and 2) a group of four older adults participate in designing an app to address loneliness. In this paper, we present methodological insights of conducting participatory design with older adults. We focus more on the mutual learning between the researcher and the older adults as “designers”. We found that both methods provide rich data for developing the apps. However, when having a group of older adults together was found to stimulate the discussion among them easily, the participants were more open to critique the design suggestions, the moderator did not have to provoke often to guide the discussion, and in terms of time, although the session was slightly longer, it generates more data per participant. We acknowledge that the topic between the two groups was different, and each topic’s privacy was also a concern. We also acknowledge that the number of participants is low, and the participant’s technology background can be a concern. Either way, we recommend continuing to involve older adults in the technology design and development phase.

Keywords: Evaluation, participatory design, user experience
INTRODUCTION

Defining when one becomes old is difficult. The chronological age of 65 years or over is often the definition of older adults, as this has become the retirement age in most countries. However, not all countries have the same retirement age. Develop countries, for example, the United States, currently retires at age 66. In developing countries, such as Malaysia, the retirement age is slightly lower, which is either 55, 56, 58, or 60, depends solely on the employee themselves when they want to retire. Moreover, in some countries, the retirement age differs between genders. For example, in China, the men retire at age 60 years, and the women retire at age 50 to 55 years. Thus, with respect to all nations, the World Health Organization (WHO) and the United Nations (UN) use 60 years and above to define older adults in their reports. The population of older adults aged 60 years and above worldwide is multiplying (WHO, 2021). It is predicted that by 2050, the older adult population will double the current amount (WHO, 2021).

In Malaysia, however, the Department of Statistics Malaysia (DOSM) refers to an older adult as one age 65 years and above. Older adults increased from 1.75 million (5%) in 2010 to 2.3 million (7%) in 2020. The number is estimated to increase to 3.49 million (14.5%) in 2040 (DOSM, 2020). The DOSM has also projected that in 2040 the younger population age below 14 years old to decrease from 27.4% in 2010 to 18.6% in 2040. DOSM also predicted that the old-age support ratio, the number of working adults aged 15 to 64 years to older adults, will triple from 7.4 in 2010 to 21.7 in 2040 (DOSM, 2020). It shows a growing need to support older adults to remain independent in their later life.

The rising of the older adult population has raised concerns regarding their health conditions as their health tends to decline easily. Common health issues among older adults are malnutrition, dehydration and loneliness (BDA, 2021). It is known that the solution to treat any health issues is through healthy eating with well-balanced nutrition. In regard to loneliness, bereavement or children moving away from the family home are the most common reasons why older adults feel lonely in their later age. Moreover, older adults would not want to have health issues as these feelings are private and personal (Sani et. Al., 2020).

The rising of the older adult population and the low number of younger adults raised concerns that we need to ensure that the older adults will have enough support to live on their own in their later life. In regard to this, technology has become a promising tool to promote healthy living among older adults. There is a growth of gerontology studies to assist older adults to promote healthy attitudes and behaviour among older adults. Several technologies have been developed to assist older adult’s health issues apart from taking medicines. For example, Tulu et al. (2016) developed an app for diabetic older adults to self-manage their daily life. Hakobyan et al. (2016) designed and developed a diet diary app for older adults with age-related macular degeneration. Sani and Petrie (2017) designed
and developed an app for the community living older adults to self-monitor their food and liquid intakes. Mehra et al. (2018) developed an app to guide and monitor older adults exercising from afar. All of these examples have the same aim, which is to assist older adults to self-monitor themselves.

**Participatory Design**

Designing an app for older adults is not an easy task. This population group needs specific skills and guidelines prior to designing such technology for them. Participatory design is one method that engages all users of such technology to raise concerns, provide ideas and suggestions in designing such technology (DiSalvo et al., 2017). The thought of bringing users as close to the project development tends to bring them joy as they deem the technology is then developed based on all their requirements, concerns, ideas and suggestions. Participatory design occurs in the early stage of the software development cycle. The process of conducting participatory design is considered cheap as no coding is involved. Thus the overall project cost can be reduced by only paying programmers to develop only after the design of the technology is secure.

The aim of participatory design is evaluation. That said, the prototype or concept design was iteratively designed and evaluated to improve problems found in the original design. Therefore, the shared views and concerns raised during the participatory design sessions are essential, especially during design. Human-Computer Interaction (HCI) studies conducting participatory design has proven that by incorporating users as the “designers” during the design stage, the usability of the technology is often positive.

For example, a study by Razak et al. (2013) shows that including a number of older adults in a participatory design to develop a medicine reminder system brings positive outcomes during the field study. Fewer usability problems have been found in each stage of the design and development. Lee et al. (2017) conducted a participatory design to design a robotic technology with older adults with depressions. They conducted a few stages of participatory design involving all stakeholders, including many older adults, clinicians and caretakers. Rich data have been gathered to design the robotic technology, including the methodological aspect of conducting participatory design. Another participatory design by Ahmed et al. (2019) found that the method works perfectly in order for the researcher to develop a dashboard system for the cardiac patient. Similarly, this study conducted participatory design sessions with new numbers of older adults and clinicians.

**Number of Participants per Participatory Design**

There are mixed views in the literature about the optimal number of participants in a participatory design. In the Handbook of Participatory Design, the authors highlighted having several people join a participatory design to get a broader view or ideas of evaluating...
such a product (Simonsen & Robertson, 2012). Fewer participants may influence the number of data gathered compared to having a large number of participants. However, no exact figure was given. A survey paper by Bossen et al. (2016) also did not highlight the optimum number of participants in the 17 participatory design studies they reviewed. The authors focused more on the result and the process to run the participatory design study.

In the early days, taken nearly a decade back, in Razak et al. (2013) study, as stated above, they recruited six older adults in six different sessions to achieve the paper’s objective. That being said, they had one older adult per one participatory design session. However, just a year later, in a study by Wilkinson and De Angeli (2014), they recruited 25 participants (16 males, 9 females) in one session to investigate designing a walking-aid intelligent mobility device to assist in daily activities, for example, shopping in a shopping complex. The session includes discussing how shopping means for them and how technology can assist them in shopping effectively.

In Van Vensen et al. (2015), they recruited seven participants (no gender given) in one session to discuss a technology design concept for detecting and preventing frailty among older adults. However, in a study by Šabanović et al. (2015) to design socially assistive robots for older adults, they conducted two workshops to 1) learn what older adults think about technology and 2) design technology that suits them. In the first workshop, the authors had four participants (3 males, 1 female). In the second workshop, they had three participants (2 males, 1 female).

In recent studies of engaging older adults in participatory design by Ahmed et al. (2019), the authors recruited seven older adults in one participatory design session to design a dashboard system for the cardiac patient. In LaMonica et al. (2021) study, they had 21 older adults in four participatory design sessions. Unfortunately, no breakdown of the number of participants in each session was given.

To the best of our knowledge, after reviewing the literature, although all papers succeeded in using participatory design to achieve their objectives, no specific reason was given as to why the authors had this number of participants. The numbers varied from having one participant per participatory design study to 25 per session. There is also no definite number of participants for participatory design concerning the age group of the participants, especially with older adults. It shows that limited participatory design studies investigated the number of participants that suits a participatory design session. The mixed views on the optimal number of participants per participatory design prompt us to explore more in this area and how this affects the quality of the evaluation elicited. We also hoped to provide reflections on how best to conduct participatory design with older adults.

We are interested in designing and developing apps for older adults to address malnutrition, dehydration, and loneliness. Unfortunately, these health areas are too private and personal for a community of older adults to admit that they are malnourished or lonely.
Thus, we are interested in investigating the use of two participatory designs to design two apps. The first participatory design is to be conducted individually between one older adult and the moderator, following what was practised by Razak et al. (2013) to address malnourishment. The second participatory design to address loneliness to be conducted in groups, following what was practised by Šabanović et al. (2015).

This paper is organised as a section of the methodology, followed by the results and discussions, and lastly, conclusion of the paper.

**METHODOLOGY**

**Design**

Two participatory design studies were conducted to achieve this. These two app suggestions derive from our previous study, which can be found in Sani et al. (2020). One participatory design (hereafter “PD1”) with three older adults was to individually design a web app to self-monitor their fruit, vegetable and liquid intakes. The second participatory design (hereafter “PD2”) was with a group of four older adults to design a smartphone app to address loneliness.

For both studies, a concept design storyboard of how the app might work was illustrated to the participant. That said, for PD1, a concept design to self-monitor fruit and vegetable intakes were provided and for PD2, a concept design to address loneliness was presented. The concept design was created following heuristics and guidelines for developing applications for older adults (e.g. Silva et al., 2015; Baharum et al., 2018; Sani & Petrie, 2019). The concept designs were then evaluated for usability with experts prior to the study with the older adults. It makes sense to allow the experts to identify potential usability problems before evaluating the system to the older adults.

This study evaluated the concept design in three sessions to the participants in PD1 and one session for PD2. Both studies were moderated by the same moderator who has experience in research with older adults.

**Participants**

The inclusion criteria were to be 55 years or over, as this is still a choice of retirement age in Malaysia, and to live independently, either alone or with family members. That being said, we did not recruit older adults who have a carer or one who cannot manage to take care of themselves. Participants did not have to have any technology experiences. Participants were recruited from Pusat Aktiviti Warga Emas (PAWE), a social centre for older adults in Malaysia. In addition, participants were recruited from PAWE Labuan and PAWE Kota Kinabalu. All participants own and use smartphones. None of the participants was related to one another. Table 1 summarises the participants demographic.
Table 1
Demographic of the participants

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PD1</th>
<th>PD2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>2 women, 1 man</td>
<td>2 women, 2 men</td>
</tr>
<tr>
<td>Age</td>
<td>60 – 63 years</td>
<td>62 – 65 years</td>
</tr>
<tr>
<td>Living Arrangement</td>
<td>All living with partner / family</td>
<td>All living with partner / family</td>
</tr>
<tr>
<td>Employment Status</td>
<td>All retired</td>
<td>All retired</td>
</tr>
</tbody>
</table>

Procedure

The procedure was the same for both studies. Malay and English languages were used to ease the participants. For PD1, the session started one by one with 10 minutes gap in between. Each session lasted approximately 45 mins. For PD2, one session was conducted with all four participants discussing together. The session was approximately 110 mins. During the studies, there were no other activities at PAWE.

The moderator started the study by introducing the objectives and procedures of the study. Participants were welcome to ask any questions prior to the study if they had any confusion. The moderator then displayed the concept design of the app. The participants were then asked to think aloud their thoughts and concerns about the design. The participants were also asked to give design suggestions and improvements if they deemed needed to motivate them to use the app in the future.

At the end of the study, the moderator highlighted all the key points reported by the participants. The participants were also debriefed. Finally, pack lunch meals and a monetary reward was given to each participant to thank them for their time and efforts.

Materials and Equipment

Two concept design storyboards were printed screen by screen on A4 papers. Sample of the concept design for PD1 and PD2 is as shown in Figures 1 and 2, respectively. In addition, each participant was given a copy of the concept design storyboard for both sessions to stimulate the discussion.

Participants were also provided with A4 papers for them to scribble their design suggestions and concerns. In addition, pens and markers were scattered around the table to reach them when needed easily.

The studies were audio-recorded using the Voice Recorder application on Samsung Note 9, running on Android 10.

Data Analysis

The audio recordings were transferred to iTunes for transcriptions and analysis of data. The transcriptions were translated to English by a translator.
Figure 1. Sample of the concept design for PD1; an app to self-monitor fruit, vegetable and liquid intakes

Figure 2. Sample of the concept design for PD2; an app to address loneliness
Thematic analysis was conducted on the transcripts (Terry et al., 2017). It was to identify all suggestions, ideas, and concerns related to older adults in using the apps. First, an open coding technique was done until refined themes were found (Williams & Moser, 2019). Then, to ensure the inter-coder reliability of the themes, a second coder went through all of the suggestions, ideas, and concerns and any disagreements were resolved.

RESULT
The studies provided insights that older adults can articulate their wants and needs in designing technology. For example, in both PD1 and PD2, we repeatedly found similar themes across both studies regarding having a technology that suits this particular group.

Awareness of Personal Limitation
Older adults have a certain ability to remember as their cognitive ability tends to decline as they get old. The older adults in this study were aware of their limitations in achieving a certain goal. It was repeatedly said in both PD1 and PD2. Some of the comments were:

- “I do not think I can remember all those steps” PD1,p1
- “The memory game requires a lot of attention I need time to learn that” PD2,p3
- “The exercise should be suitable for us we are sixty plus we cannot do like the younger people do” PD2,p1
- “That message was good it is needed so we know what we just did you know sometimes we tend to forget” PD1,p1

Self-doubt and Concerns
Literature has shown that older adults have positive and negative attitudes towards technology (e.g. Anderson & Perrin, 2107; Elueze & Quan-Haase, 2018). Similar to the findings in the literature, some older adults in this study also doubt certain features of the app and their capability to use it. Some of the comments were:

- “well I guess you know that we are not well adapt to using technology changes can be made but I think to get everyone to like using it is a different story” PD1,p3
- “you were born in a different era than us we grew up with no technology whatsoever I only started seeing this when I work I mean a few years working already then only we had computers the big ones so what I am trying to say is this changes it takes time maybe for me maybe not for me” PD2,p2

Encouraging Interactions
Literature has shown that older adults are prone to using such technologies if given sufficient and not burden instructions (Betts et al., 2019). The older adults in this study reported
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needing encouraging interactions that can assist them when required, especially if they feel lost upon using the technology. Some of the comments were:

- “I was a bit lost just now maybe you can have a little note to tell us where are we now” PD2.p2
- “so now what will happen how can I see what I just drank maybe you can direct me to that page or at least give me a message” PD1.p1
- “this is useful when you keep on giving us those messages I can see it helps us I like them” PD1.p2

Learnability

The older adults in this study prefer to use technology that does not require them to learn a lot. Instead, they suggest having features that are similar or familiar to them. It can be seen to reduce their mental workload to learn something new. Some of the comments were:

- “The overall flow of adding intakes should be made easy” PD1.p3
- “Why not you do something that is familiar to us but in a technology way I mean for example the ” PD1.p1
- “The layout should be consistent and similar among all pages if a button is there at this page it should be there at the next page with the same size same location as an older person it will be easier for us to remember if there is not a lot of changes between the pages” PD2.p3
- “limit the amount of features to do per page please I cannot remember what to do if you give me all of those in one go” PD1.p2

Privacy and Personal Matters

We are aware that the topics between the two studies are different. We noticed that the older adults in PD1 are more open to discussing from their perspective. However, in PD2, the older adults often discuss by referring themselves to a friend or partner. Some of the comments were:

- “I want to use it cause I want to know my daily intakes I can also compare my whole week or months right” PD1.p3
- “I cannot lie I do not really drink water but I think this can help me to monitor my intake” PD1.p2
- “if you ask me know I can only say from the perspective of other older adults because I do not think that I am lonely” PD2.p3
- “Like my friend she lives alone she never says she is lonely but I think she is especially at night her children lives far away and she lost her husband I think this app can be useful for her she can spend time using it” PD2.p1
"for example my husband he is a lot older than me he likes to stay at home I sometimes go out with my girl friends we go mengaji like that so I think like my husband he can use this to fill in his free time rather than just watching tv right when I am not around" PD2.p4

"maybe you can include a chatting section or video call features like whatsapp right I am not that lonely but I do think communication is important to reduce loneliness my sister living far in our village might need this app she can play the game or do some exercise to spend some time alone right" PD2.p3

**Older Adults as Designers**

Both PD1 and PD2 were discussing health app designs that might help older adults in their daily life. We acknowledge that both topics were significant health issues among older adults (BDA, 2021).

In PD1, the moderator had to provoke the session more to encourage the design suggestions, which was not a surprise as this was a one-to-one discussion. In PD2, the participants built up the discussion and suggestions but were closely monitored by the moderator to avoid the discussion going out of topic or one participant conquering the discussion.

In PD1, we noticed that involving the moderator directly with the participants, allows them to articulate their design concerns and needs eagerly. Unfortunately, compared to PD2, some design suggestions or concerns were supported or rejected by the participants. However, the moderator resolved it by reminding us that all suggestions or concerns were welcome in the discussion.

In regards to time, four sessions of PD1 were approximately 60mins per participant. For PD2, the session lasted for 110mins. Therefore, it can be said as 27.5mins per participant to articulate their thoughts and concerns on the discussion. We did not count the number of contributions per participant as it was not in the interest of this paper.

**DISCUSSIONS AND CONCLUSION**

This paper investigated the use of two methods on participatory design for working with older adults to design and evaluate technologies to support independent living. That being said, our study focuses on the mutual learning concept between researchers and the older adults as users.

For PD1, we asked about an app to self-monitor fruits, vegetables and liquid intake. For PD2, we asked about an app to address loneliness. We found that both PDs brings rich data to our research. However, in PD1, the moderator may need to put effort to encourage the
discussion. It is not a big issue as participants need time to warm up prior to the discussion. In PD2, although the participants did not know each other, they managed to sit down and discuss the topic together. No major issue was raised during PD2. All participants were given time to speak, raised concerns and gave suggestions to design the app.

We acknowledged that the topic of discussions might be too personal or private. However, the participants in both PDs did not claim that they were lonely or malnourished. Their health condition is also not in the interest of the PDs. In PD2, the participants refer to loneliness by referring to themselves from a friend or partner’s point of view. In PD1, by just having the moderator and the participant in each session, the participants seem to be more open and gave concerns from their point of view. It is, however, not the interest of this paper to compare the amount of contribution per participant in regards to the same topic, individually or in a group.

We understand the fact that older adults are less experienced in using technology as compared to younger adults. Thus, we recommend that the moderator be well adept and experienced in research with older adults. Although there was no issue in the study, moderators may need to explain more, especially in the designs and interfaces that are not familiar with the older adults. In particular, we found that the older adults in PD2 did not like the interactions with humour videos, which further investigation can be done. We also acknowledge that the participants in this study have a socio-economic of the somewhere middle class. Thus, the results might differ if we had a range of participants.

We are also aware of the limitations relating to the methodology, and the conclusion drawn from this paper should be taken with these in mind. Finally, we acknowledge that although this current study produced enough data for us to develop the apps, this study has a very minimal number of participants that are unable to represent the whole targeted population.

Overall, either alone or in a group, both methods show that older adults can articulate their wants and needs in designing technology. Therefore, we recommend using this method in regard to designing technologies for older adults. Future work can perhaps investigate preference PD based on the topic to be discussed. It is unclear from this study if the topics in both PDs interfere with the contribution per discussion.
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ABSTRACT

Single-use plastic packaging is a cause of rising environmental concerns due to high production volumes, short usage time, and problems related to end of life management and release into the environment. As a result, there is an increased demand to develop alternative non-plastic packaging from agricultural waste materials. This paper reported findings for converting, via atmospheric refining, waste oil palm empty fruit bunch (EFB) fibres into a fibrous pulp which can then be used to produce three-dimensional pulp moulded products. By optimising the mould design, the efficiency of vacuum suction was improved, which in turn helped to improve fibre distribution and the quality of moulded trays; such moulded trays are suitable for the containment of food items such as fruit and vegetables. Furthermore, when combined with compostable barrier treatments, lidding and adhesive films currently under development, there is an opportunity to provide a complete biocompostable packaging solution for some food items. Furthermore, as these pulp moulded packaging products are made from agricultural fibre wastes rather than plastics, the pulp moulded trays are recyclable or compostable at the end of life. Therefore, if a release does occur into the environment, it would not persist.

Keywords: Empty fruit bunch, packaging, pulp moulding, trays

INTRODUCTION

Plastic packaging represented 36% of global plastic production in 2015 (Geyer et al., 2017). However, Geyer et al. (2017)
estimate that just 9% of all plastic ever produced has been recycled, 12% has been incinerated, but the remaining 79% has either been landfill, dumped or ended up as litter in the environment.

Growing public and governmental concerns around plastic packaging, particularly single-use plastics, have led to more than 60 countries introducing regulations to limit the use of plastic bags and Styrofoam products (UNEP, 2018). In Europe, there has been increased interest in alternatives to single-use plastic packaging following various high profile news items about the ‘ocean of plastic’ and the banning of waste plastic imports by China (Cole, 2017). In the UK, a number of supermarkets have announced that they are phasing out plastic from their packaging (Laville & Smithers, 2018), while the world’s first plastic-free shopping aisle opened in the Netherlands in 2018 (Taylor, 2018).

These measures are predicted to be a step towards other policies aimed at reducing plastic waste by replacement with more sustainable, environmentally friendly alternatives. Furthermore, bans on the use of plastic and growing governmental and customer concerns around single-use plastics are resulting in opportunities for the introduction of marketing innovative, environmentally sound alternatives (UNEP, 2018) and have led to a growing interest in packaging alternatives (Porter, 2018).

In Europe, demand for paper-based packaging now represents more than half of European packaging production. Pulp moulded products (PMPs) are one such alternative to plastic packaging. They have been gaining rapid commercial importance over recent years as companies look for alternatives to plastic-based packing; the demand increases due to their sustainability qualities (Wever & Twede, 2007). Initially, PMPs were associated with egg packaging and fruit trays (dry foods). However, they are now finding applications as “food containers, clinical waste healthcare products, and packaging for electronic goods” (Didone et al., 2017). PMPs are usually made from a wood fibre-based raw material, often derived from recycled paper/card. Depending on the source of that recycled material the resulting pulp may or may not be suitable for packaging material that will come into contact with food.

Different grades of recovered/recycled paper and board are available. More than 50 grades are defined in the European List of Standard Grades of Recovered Paper and Board as per EN643. These grades can be categorised (Didone et al., 2017) into three principal groups: low grades, de-inking grades and high grades. The high grades originate mainly from within manufacturing environments–so offcuts from sheets or print run. The de-inking grade originates primarily from newspaper and magazine material and is not suitable for direct contact with food. This grade is also considered to be a low grade because of the extensive deinking that is required. The bulk of recovered paper falls into the ‘low’ grade category and comprises mixed papers, old corrugated containers and boxes. This low grade recycled material is mainly destined for secondary packaging applications.
Unfortunately, only some grades of recycled paper are considered suitable for use as food packaging. The majority are not due to possible contamination. The principal contaminants in paper and board products are derived from dyes, printing inks and lacquers, adhesives, sizing and coating agents; however, there may also be dispersants used at the de-inking stage during recycling (Bengström, 2014). Mineral oil hydrocarbons, derived from printing inks, were of particular concern in the 1990s and onwards, leading to new legislation to minimise migration of mineral oils from boxes of recycled paperboard to dry food. However, this legislation is still to be fully enforced (Grob, 2018). Nevertheless, it is one reason for interest in finding alternative fibre sources from which to make PMPs. ‘Waste’ agricultural fibres may be able to provide suitable quality fibre that has not been contaminated with dyes and inks from recycled papers.

Once the pulp has been prepared, the next step in the manufacturing process of pulp moulded products involves vacuum-forming the pulp slurry (fibres mixed with water) over a wire forming mesh into the desired shape. Water drains from the pulp through the wire mesh, leaving a wet formed shape from which additional water is then removed by the application of pressure and or heat and pressure. The resulting three-dimensional product can be classified in a number of different ways according to density and fabrication method. The classification that has been accepted by the International Moulded Fibre Association (National Agricultural Library, 2014) lists four main categories of PMPs, these being thick-walled (5 to 10mm), transfer moulded (3 to 5mm wall thickness), thermoformed (with hot-pressed, densified walls of 0.8 to1.2mm in thickness). The fourth general category is ‘processed’. The processed category covers any moulded product that has undergone further treatment, such as the addition of paint, coatings, or additives.

Non-wood fibres such as sugar cane, bagasse and various cereal straws, flax and hemp are being used to manufacture paper (Zhaohua et al., 1998; Hammet et al. 2001) and thus are likely to find their way into recycled paper streams and so into pulp moulded products. However, to date, little work has been published in the area of directly substituting wood-based pulps for non-wood fibre pulps in pulp moulded products. Curling et al. (2017) looked at the feasibility of substituting pure Kraft pulp, which is relatively expensive, with cereal straw and successfully up to 80% substitution. However, they could not make a product from 100% wheat straw (Triticum aestirum cv Solstice) due to poor wet strength preventing removal of the product from the mould. Kim et al. (2016) reported an addition of empty fruit bunch fibres to pulp made from old newspaper to help improve properties with changes to bulk density improving drainage. Hamouda et al. (2019) reported fabricating hybrid composite materials using Tetra Pak package waste reinforced with waste wool fibres for packaging applications.

While the pulp moulding industry is generally well established around recycled paper and existing supply chains (mainly wood-based raw materials), there is a growing interest in
looking at alternative fibre sources. There are a number of traditional drivers for looking at non-wood pulps, supply, cost, availability, fibre characteristics, sustainability and increased interest in the circular economy (Geueke et al., 2018).

The oil palm (Elaeis guineensis) industry in Malaysia generates much waste; for every 5.5, tonnes of oil produced 55 tonnes of dry fibrous biomass is left behind (Or et al., 2017). Among the various dry fibrous biomass from an oil palm tree, empty fruit bunch account for up to 73% of this fibrous biomass. Hamzah et al. (2019) reported that in 2017, 22.2 million tonnes of EFB was produced—which normally ends up being incinerated or applied to fields. This research project aimed to establish if EFB would be a suitable raw material for pulp moulded products.

Empty fruit bunch fibre can be pulped using various chemical, semi-chemical or thermomechanical pulping methods (Ferrer et al., 2011). Chemical and semi-chemical processing are preferable where high-quality pulp is required. Ibrahim et al. (2007) reported on the successful production, at a commercial scale, of paper from EFB using soda pulping. This paper will report findings for converting, via atmospheric refining, the waste material of EFB fibres into a fibrous pulp which was then used to produce pulp moulded product samples in the development of compostable barrier treatments lidding and adhesive films.

MATERIALS AND METHODS

Raw Materials

Empty fruit bunch fibre (EFB) was supplied by Eco Premium Packaging from Malaysia and sent to The BioComposites Centre at Bangor University in the UK. The control material was recycled cardboard (without ink) collected in the UK.

Atmospheric Refining of EFB Fibres

The length of EFB fibre was reduced by first chopping the long fibre bundles to approximately 5cm in length using a Pierret B6838 Corbion. The fibre length is achieved by adjusting the speed of the feed rollers. It was required to ensure that the material would transfer through the screw feeder to the refining zone of the laboratory 12” Sprout Waldron single atmospheric disc refiner. The diameter of the screw feeder was 100mm. The chopped EFB fibres were soaked overnight in water at room temperature prior to refining, as shown in Figure 1(a).

The EFB/water mix was poured into the feed hopper of the atmospheric refiner. Care was needed to distribute the EFB evenly to avoid clumping the material as it entered the screw feeder, as this could lead to blockages. Target consistency for this stage was 4%. Two experimental pulps were produced, one from material that had passed through the refining zone three times (“3 Pass”), with the plate gap being reduced on each subsequent
pass. The starting plate gap was 25/1000, followed by plate gaps of 10 and 5/1000”. This pulp was then split into half and one portion was passed through the refiner for a fourth time (“4 Pass”) at a smaller plate gap of 3/1000”. Refined EFB after 3 passes is shown in Figure 1(b). A reduction in fibre length (3 to 5mm) was visible by the eye.

**Hand Sheets**

Information gathered from test handsheets is widely used in the paper industry as an indication of pulp quality and a measure of the potential contribution of the pulp to the strength of the finished paper product (Kibblewhite et al., 2000). Whilst not strictly designed for pulp moulded products, the same approach can be used to assess the properties of the pulps and products. In this case, the handsheet making procedure was based on TAPPI Method T 205 (TAPPI TEST Methods, 1994a). The method involved disintegration at a consistency of 2.5% (corresponding to 50 g of material in a total volume of 2 litres); sheet making at a consistency of 1.5%; couching (standard couch roll and plate), and laying in a press (first and second pressing) and finally drying (using mirror-polished discs in 160mm diameter with rubber seatings for holding the sheets to the polished discs during drying). Ten standard sheets (159mm in diameter) from the 4 refiner passes formulation and recycled cardboard was made successfully with a target weight of 1.2g (oven-dry weight) per sheet and tested. However, handsheets from 3 refiner passes EFB fibres could not be removed from the couching plate. Therefore, no handsheets were made from this formulation.

**Handsheets Testing**

The physical properties of handsheets made from the 4 passes formulation and recycled cardboard were tested as per TAPPI Method T 220 with a sample cutting pattern shown in Figure 2. All samples were conditioned and tested at room conditions. From TAPPI Method T220 (TAPPI TEST Methods, 1994b), physical testing of pulp handsheets should include mass per unit area (grammage), specific volume, apparent density, tensile strength, stretch, bursting strength, tearing resistance, and MIT folding endurance. Test results are summarised in Table 1.
The freeness of pulp is designed to measure the rate at which a dilute suspension of pulp (3g of pulp in 1 L of water) may be drained.

The freeness of atmospherically refined EFB fibres and recycled cardboard was tested using the standard Canadian method as per TAPPI Method T227 (TAPPI TEST Methods, 1994c), results were included in Table 1.

### Table 1

*Handsheet properties of EFB atmospherically refined*

<table>
<thead>
<tr>
<th>Property</th>
<th>100% EFB 3 Passes</th>
<th>100% EFB 4 Passes</th>
<th>100% Cardboard*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freeness (CSF)</td>
<td>560</td>
<td>420</td>
<td>485</td>
</tr>
<tr>
<td>Apparent bulk density</td>
<td>0.25</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Specific volume (bulk)</td>
<td>4.02</td>
<td>2.04</td>
<td></td>
</tr>
<tr>
<td>Tensile Index</td>
<td>10.0</td>
<td>35.7</td>
<td></td>
</tr>
<tr>
<td>Tensile (Breaking Length) m</td>
<td>1019</td>
<td>3637</td>
<td></td>
</tr>
<tr>
<td>T.E.A. Index</td>
<td>131</td>
<td>372</td>
<td></td>
</tr>
<tr>
<td>Tear Index</td>
<td>5.3</td>
<td>10.4</td>
<td></td>
</tr>
<tr>
<td>Burst Index</td>
<td>0.00</td>
<td>1.37</td>
<td></td>
</tr>
<tr>
<td>Moisture (% oven dry weight)</td>
<td>7.6</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td>Grammage (air dry) g/m²</td>
<td>63.6</td>
<td>62.5</td>
<td></td>
</tr>
<tr>
<td>Grammage (oven dry) g/m²</td>
<td>58.8</td>
<td>58.2</td>
<td></td>
</tr>
</tbody>
</table>

*Handsheets made from 100% recycled cardboard*
Pulp Moulding

Pulp moulding product trials were performed using a specially designed laboratory-scale pulp moulding machine. The machine is composed of a control panel, a pulp tank, a set of wet forming moulds, and press moulds. Mould dimensions were approximately 55 mm deep, 170 mm long by 140 mm wide. The process includes wet forming followed by de-watering and drying under elevated temperatures. By controlling the consistency in the pulp tank and the forming/drainage time, the thickness of the resulting punnet can be adjusted. A consistency of between 0.4% and 0.6% was used during these trials, and the drying temperature and time adjusted depending on the material, thickness and drainage properties.

RESULTS AND DISCUSSION

Freeness of Atmospheric Refined EFB

Empty fruit bunch fibre was successfully refined using a 12” laboratory atmospheric refiner. Throughput became successively smoother with each pass as the material became finer and more consistent and thus reduced the tendency to block and clump in the feed screw. Freeness (Canadian standard freeness) was measured after 3 and 4 passes through the refiner and were recorded as 560 and 420, respectively, as shown in Table 1. Freeness is related to the surface conditions and swelling of the fibres (TAPPI method T227, 1994). The higher value of 560 for 3 passes EFB indicated that the pulp is coarser than that of 4 passes EFB at 420.

Properties of Handsheets from Atmospherically Refined EFB

Handsheets were successfully made from the control sample (100% recycled cardboard) and EFB pulp with 4 passes in the atmospheric refiner. The freeness of the EFB pulp that had received 3 passes was 560 CSF compared to 485 CSF for the control pulp made from recycled cardboard. It proved difficult to make a handsheet from the 3 pass EFB pulp due to its coarse nature. Physical properties of handsheets are summarised in Table 1. It could be seen that the apparent bulk density of 4 passes EFB fibres was 0.25, which was about half of the value of the control sample. The low bulk density of EFB fibres resulted in the low values in mechanical properties, for example, Tensile Index at 10 and Tear Index of 5.3; both are much lower than that of control.

Pulp Moulding Trials and Mould Modification

Initial Pulp Moulding Trial. Trials were carried out on the pulp moulder to make punnets from atmospherically refined EFB fibre. Initial trials with the 4 pass pulp were not satisfactory due to difficulties controlling thickness, fibre distribution and moisture content
prior to hot pressing. The 3 pass pulp was then blended with the 4 pass pulp at a ratio of 3:7, and with some adjustments to absorbing time, consistency and drainage times, punnets were successfully manufactured. Figure 3 shows the inside and outside of six punnets manufactured from atmospherically refined EFB. The punnet had 12.5cm in width, 17cm in length and 4cm in depth. The appearances of the inside and outside punnet were different due to the setup of the drying process. The inside was smooth, whereas the outside showed the impression of the meshed wire structure.

Colour differences can be seen in Figure 3. Watermarks caused these due to poor fibre distribution and weak vacuum suction resulting in uneven and excessive water in the punnets prior to hot pressing. If the punnets were too wet going into the hot press, long press times were required to reduce the punnets’ tendency to blow apart on the release of the press at the end of the pressing cycle. Pre-drying the punnets (placing them in an oven at 50°C overnight) prior to hot pressing significantly reduce the punnets’ tendency of to ‘blow’ apart. However, it did not solve the problem of uneven fibre distribution, which resulted in some punnets having very thin walls–often resulting in holes forming in the punnets on removal from the hot press.

Mould Modification. The initial trials indicated that empty fruit bunch fibre could be refined and pulp moulded into a three-dimensional product. However, the trials brought to light some limitations of the existing laboratory setup and mould configuration. In addition to problems with poor fibre distribution, the mould configuration limitations included: the lack of a rolled and self-trimming lip–important for reducing production time and costs, a lip of suitable dimensions to accept the application of a top seal and a design that would ensure that when the trays are stacked prior to use they can be “de-nested” quickly and do not stick together which is important for production throughput. Therefore, a new mould design with the required features was proposed to solve these issues, as shown in Figure 4 with a digital 3D projection of the expected tray. A new set of moulds were then manufactured and installed (Eco Premium Packaging, Malaysia) onto the existing pulp moulding machine at Bangor University.

With the new design, the mould orientation was changed from the initial concave mould to convex. As shown in Figure 5, the orientation changes were made to improve
the efficiency of the vacuum suction system, which in turn would help improve the fibre distribution. The addition of a turned edge (rim/flange) means that trimming could be avoided, and the rim should allow for the application of a top seal if required.

Trials were performed using the same formulation and method as described above on the new mould. Punnets were produced successfully without any fibre distribution issues, watermarks also disappeared, and the edges did not require trimming. As shown in Figures 6(a) and (b), smooth surfaces were obtained inside and outside. Punnets were successfully and repeatedly produced, which demonstrated the success of the new moulds in improving the vacuum suction efficiency. Top seal trials were performed within the consortium, and no
issues were identified when sealing such trays with both fossil-based and bio-compostable lidding films, as shown in Figure 6(c). The results confirmed that it is possible to produce a pulp suitable for making a moulded product by atmospheric refining empty fruit bunch fibre. As atmospheric refining is a mechanical method to break down fibres, no chemicals were needed over the whole pulping processing. The water used in pulp moulding can be easily recycled and reused.

Food interacts with the packaging used to contain it (Munro et al., 2009), so it is important to select packaging that best meets the needs of particular foods (Marsh & Bugusu, 2007). Further food fill-in testing will be required to understand the interaction between food and EFB pulp moulded trays to bring pulp moulded packaging to the market. Once the food type has been matched to the packaging, marketing is important. Customers are looking for plastic alternatives to food packaging (Guillard et al., 2018) with improved environmental characteristics. Life cycle analysis (to be reported in a further paper) will help provide information on the environmental impact of this package and provide data for marketing.

Importantly food packaging must maintain the quality and safety of food (Geuke et al., 2018) over time and balance different priorities not only for the consumer but also for the pre-consumer (food producer, packaging and distribution) and postconsumer (waste recycling/disposal). Therefore, further testing on pulp moulded EFB fibres will demonstrate the suitability and benefits of moulded trays as food packaging. Findings will be reported in the following papers.

CONCLUSION
The work concluded that, with careful design on moulds, it is possible to produce a pulp suitable for making a pulp moulded product by atmospheric refining empty fruit bunch fibre. As atmospheric refining is a mechanical method to break down fibres, no chemicals were needed over the whole pulping processing. The water used in pulp moulding can be easily recycled and reused. There are obvious environmental benefits to use such refining techniques and agricultural wastes such as EFB for pulp moulding.

While this paper has reported on a method that demonstrates that using a non-wood raw material to make a pulp moulded product is possible, more work is needed before such products find their way into the market. Therefore, the next stage of this project should be to align the properties of this type of packaging material with a food type and then carry out packaging and consumer-based tests and assessments.
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ABSTRACT

Train-induced ground-borne vibration has a negative effect on residential areas near railway tracks. Residents who are regularly exposed to ground-borne vibration can experience sleep disturbances and more serious health problems in the long run. In addition, it concerns the mental health of those who live nearby. Residents’ productivity and quality of life can be harmed as a result of direct exposure to train-induced ground-borne vibration. The relevant authorities must record a few precise measurements using technically sophisticated instruments and equipment to research further the impact of ground-borne vibrations induced by train traffic. However, the equipment is usually costly, and it has become one of the main stumbling blocks to achieving the desired results. This paper aimed to propose an alternative to the authority’s current guidelines and standards for vibration limits and environmental control. This research established a regression prediction model to forecast the peak particle velocity of commuter train ground-borne vibration. The established model considered a few parameters obtained from site surveys with limited or no tools at all. The data collected was measured along the ground rail tracks involving human-operated trains. Residents living in landed residential areas near railway tracks were selected as the recipients. Finally, the peak particle velocity models were established, validated, and a sensitivity analysis was carried out.

Keywords: Commuter train, empirical model, ground-borne vibration, peak particle velocity
INTRODUCTION

It is important for businesses or companies involved in constructing of a new railway system to develop a predictive method that allows for the prediction of vibration levels in the early planning stages of new railways, which may be in the form of cost-effective vibration countermeasures. However, while designing a new railway line or increasing the capacity of an existing one, the designers are constantly concerned about how far from the railway would be disturbed beyond regulation, resulting in how many residences would have to be relocated. Many prediction models, such as the analytical, numerical, and scope models, have been established in recent years. Despite the widespread use of numerical methods in recent studies, field test analysis is still essential to give direct evidence to validate various prediction models. Meanwhile, research is being carried out to reduce vibration caused by railways (Hu et al., 2018).

Because of its potential consequences on the comfort of local citizens, the long-term preservation of historic buildings, and the operation of precision instruments, the problem of train-induced vibrations is receiving more attention (Ma et al., 2020). Furthermore, as residents’ living standards rise, the demand for and emphasis on environmental quality is becoming more important. Vibration pollution refers to ground vibrations caused by railway and other traffic vehicles, and human activities that have a negative impact on human comfort and the psychological health of those living near the source of the vibration. The ground-borne vibrations will also impact the protection of buildings, the functioning of sensitive machinery and instruments, and the working conditions in the affected areas.

This research sought an alternative to the local authority guidelines on vibration limits and control based on the local environment and conditions. This study combined Malaysian railway traffic, environment, and geological conditions to establish an empirical model for ground-borne vibration prediction. The developed empirical model should to predict the ground-borne vibration induced by railway traffic operating on a railway system, particularly during the planning phase of projects and mitigation measures. This research is fundamental in constructing high-speed railway systems since high-speed train service is expected to cause greater ground vibrations. The operation of a high-speed railway system in Malaysia is currently in the planning stages. The established model is expected to aid the authority in addressing ground-borne vibrations if the railway system is built.

This research project is intended to fill a knowledge gap in the fundamental understanding of ground-borne vibration, which comprises many branches of knowledge about local rail traffic conditions. The study was motivated by limited findings regarding the degree of perceived irritability and annoyance experienced by affected people living near the source of the vibrations, especially in Malaysia. Therefore, this thesis attempted to collect empirical data by installing a few basic instruments at the study site to test the vibrations caused by railway traffic.
LITERATURE REVIEW

Propagation

After ground-borne vibrations are produced in the railway, vibrations typically spread to the surrounding area through the soil media. Propagation characteristics are influenced by soil properties, parameters, and distance from the source. The type of soil has a significant impact on ground vibration; the stiffer the soil, the lower the ground vibration attenuation effect (Kuo et al., 2017). Ground vibration will be quickly attenuated as the distance along with the ground transmission path increases. Ground vibration in stiff or hard soil could be attenuated and absorbed considerably faster over time than in soft soil. The frequency of soft ground is lower than that of rigid or hard ground. In the soft ground profile zone, the ground vibration frequency ranges from 5 to 10 Hz. Vibrations in the ground at these low frequencies may travel further away from their source. The main factor that affects substantial ground vibration that can cause discomfort to people who live 100 to 200 meters away from the rail tracks is soft soil formation, such as silt or soft clay (Madshus et al., 1996).

The most well-known and widely used vibration measurement is the peak particle velocity (PPV), which measures the rate of vibration. The majority of guidelines and regulations use PPV to determine vibration thresholds. The peak particle velocity for each observed waveform is defined as the maximum particle velocity over the total recorded time. Thus, the PPV is the maximum instantaneous velocity at a point in a given time interval. As a disturbance from a source of waves propagates outward from the source with a certain amount of wave velocity, ground particles vibrate with varying particle velocity. The motion is represented in three perpendicular components (usually transverse, vertical, and radial or longitudinal). All three components must be calibrated at the same time to ensure that the PPV is determined correctly (Avellan et al., 2017).

The Impact of Speed on Ground Borne Vibrations

One of the variables that influence the level of the ground-borne is train speed. As expected, increasing train speeds will result in higher ground-borne vibrations (Shih et al., 2018). The vibration frequency normally increases by 4 to 6 dB as the train’s speed is raised. Fesharaki and Hamedi (2016) have demonstrated that the vibration level rises as the speed rises. They also demonstrated that when train speeds reach 200 km/h, vibrations increase dramatically. The relationship between train speed and ground-borne vibrations was also discovered by Connolly et al. (2014). The study was able to show that, despite the fact that the vibration receivers are located at different locations, the relationship between train speed and vibration levels is the same, with vibration levels predicted to rise as train speed increases.
The Impact of Distance on Ground Borne Vibrations

The distance between the receivers and the source of vibrations significantly impacts the level of ground-borne vibrations (Ibrahim et al., 2018). Theoretically, as the distance between the vibration sources and the receiver decreases, the ground vibration will increase. Regardless of the form of soil, Fesharaki and Hamedi (2016) demonstrated that the longer the distance between sources and receiver, the lower the vibrations. Based on field analysis, Connolly et al. (2014) found that vibration detected near the rail track was higher than vibration detected further away from the rail track.

Established Standard and Guidelines on Human Annoyance

The magnitude of a vibration can be determined in several ways. Velocity (mm/s), displacement (mm), and acceleration (mm/s²) are the three most used methods for determining vibrations (Eitzenberger, 2008). The velocity (mm/s) was employed in this investigation since the data were compared to the values recommended by the standard Malaysian guidelines. The magnitude of vibrations is measured using velocity in the standard guidelines. The International Standards Organization (ISO) published the Guide to the Evaluation of Human Exposure to Vibration and Shock in Buildings (1 Hz to 80 Hz) (ISO, 1997). The ISO stated that 0.2032 mm/s is the allowable response of a human to continuous vibration from traffic for the residence area. Most countries throughout the world utilise this ISO standard as a reference for developing their standards. Therefore, vibrations have varying limits in different countries based on local conditions. Table 1 summarises the different limits of vibrations for residential among the countries.

<table>
<thead>
<tr>
<th>Country/Standard</th>
<th>Vibration limits (mm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United State (Bahrekazemi, 2004)</td>
<td>0.2540</td>
</tr>
<tr>
<td>Norway (David et al, 2015)</td>
<td>0.6000</td>
</tr>
<tr>
<td>Sweden (David et al, 2015)</td>
<td>0.4000</td>
</tr>
<tr>
<td>California (California Department of Transportation, 2013)</td>
<td>0.3048</td>
</tr>
<tr>
<td>The Netherlands (Patrick &amp; Michel, 2012)</td>
<td>0.8000</td>
</tr>
<tr>
<td>Malaysia (Department of Environment Malaysia, 2007)</td>
<td>0.5670</td>
</tr>
</tbody>
</table>

According to most countries’ guidelines, the highest vibrations limit for human response and annoyance is valued below 0.8 mm/s. However, in Malaysia, the suggested limits for human response and annoyance in commercial areas are 1.176 mm/s, greater than the 0.567 mm/s in residential zones.
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Review of Prediction Model from Railway Traffic

Model development aims to either describe or estimate and forecast the ground vibration phenomenon. If the established models can solve problems and make accurate predictions of ground-borne vibration in real-world conditions, they are important and useful. Ground-borne vibration prediction models are expected to include at least three basic elements: the receiver, the source, and the propagation direction.

Despite the fact that there are numerous ground vibration prediction models available, unique models for predicting ground vibrations in Malaysia have yet to be created. Therefore, many other researchers have used Madshus et al. (1996) model as a primary reference when developing new vibration prediction models.

\[ V = F_v F_R F_B = [V_T F_S F_D] F_R F_B \]  \[1\]

Equation 1 shows the formula for the created by, where \( F_v \) is the basic vibration function, \( F_R \) is the track quality factor, and \( F_B \) is the building amplification factor. The basic vibration feature comprises three-element: the specific type of train vibration level, \( V_T \), the reference distance \( D_0 \) of 15 m, and the reference speed, \( S_0 \) is 70 km/h on a standard track and embankment. A reference distance of 15 m was determined to prevent the influence of nearby field waves. \( F_S \) is a speed factor that considers the impact of the train’s speed, \( S \). \( F_S = \left( \frac{S}{S_0} \right)^A \) is how the \( F_S \) is represented. \( A \), where \( A \) denotes the train’s speed exponent. \( F_D \) is a distance factor, with the expression of \( F_D = \left( \frac{D}{D_0} \right)^B \). \( D \) is the distance of the embankment or track’s core to the recipient, and \( B \) is the distance exponential value. Based on vibration measurements, it has been determined that ground conditions, train type, line quality and embankment design, train speed, distance from track to building, and building condition are the most important factors for low-frequency railway induced vibration on soft ground and its effect on neighbouring houses. The model assumes that the impacts of components of train type, line quality and embankment design, train speed, distance from track to building, and building condition are separable and that the factors, in principle, fluctuate with the ground conditions. Ground conditions, type of train, line quality, and type of buildings have been divided into small groups to make the model a convenient planning tool. Suhairy (2000) also developed a prediction model based on Madshus et al. (1996) model. Equation 2 shows the formula established by Suhairy (2000).

\[ V = V_T \ast \left( \frac{D}{D_0} \right)^B \ast \left( \frac{S}{S_0} \right)^A \ast F_R \ast F_B \]  \[2\]

This formula can calculate vibration velocities for various train types and distances between the source and receiver. \( V_T \) represents the vibration levels caused by trains at 20m
and 70 km/h, D represents the distance from the track’s middle, and \( D_0 \) is set to 20m to avoid the effects of nearby field waves. B is distance-based, with different values depending on the train type. S stands for train speed, and \( S_0 \) is set to 70 km/h for all types of trains. Madshus et al. (1996) assume that A is the speed-dependent exponential and that it is 0.9. The efficiency factor, \( F_R \), is believed to be 0.8, and the building amplification factor, \( F_B \), is set to 2. The essential parameter has been identified using Madshus et al. (1996) formula, and the information that has been measured can be expressed in a generic form using Suhairy (2000) equation for the acquired results for \( F_R, F_B, F_D \) and \( F_S \). This equation can be used to calculate the vibration velocities for a variety of train types and distances.

Rossi (2003) developed a simple model to predict the vibrations caused by trains as part of his research. The absolute value of the particle vibration velocity, \( U \), can be calculated using longitudinal and transversal velocities, as shown in Equation 3.

\[
U = \sqrt{u_T^2 + u_L^2}
\]  

where \( u_T \) is the particle’s root mean square r.m.s of the transversal velocity, while \( u_L \) is the r.m.s for the longitudinal velocity. Equations 4, 5, and 6 give the formulas for obtaining \( u_T \) and \( u_{TL} \).

\[
\begin{align*}
  u_T &= \frac{f_T}{z_T} \\
  u_L &= \frac{f_L}{z_L}
\end{align*}
\]

where:

\[
\begin{align*}
  z_T &= \sqrt{\rho \cdot G} \\
  z_L &= \sqrt{\rho \cdot D}
\end{align*}
\]

Rossi’s prediction formula takes into account \( z_T \) and \( z_L \) mechanical impedances, the soil Poisson’s ratio, \( \nu \), soil density, \( \rho \), soil torsional elasticity module, \( G \), and soil longitudinal rigidity, \( D \). Rossi (2003) proposed the model for train-induced soil vibration prediction furnishes velocities (longitudinal and transversal) and global vibration level. A measuring campaign along an Italian high-speed train was used to calibrate the model. Paneiro et al. (2015) also predicted the amplitudes of ground vibrations generated by rail traffic. Equation 7 defines the peak vector sum (PVS) in mm/s, calculated using mathematical relationships between the dependent variable and the predictors.
PVS = f(D, V, T, B, G)  \hspace{1cm} (7)  

The distance between the source and the receiver is denoted by D, the train speed in kilometres per hour is denoted by V, T predictors for track type, B predictors for building type, and G qualitative predictors for the dominant geology are denoted by G. If energy is taken into account, the train speed from Equation 7 is replaced with W, the kinetic energy. According to the suggested regression model by Rossi (2003), for the investigation of qualitative predictors, all building types evaluated have varied responses to railway traffic vibrations. From another researcher, as shown in Equation 8, Bahrekazemi (2004) summarised a semi-empirical model to predict particle velocity, V.

\[ V = (a\text{speed} + b) \left( \frac{r}{r_0} \right)^n \]  \hspace{1cm} (8)

\( r \) is the source-to-receiver distance, while \( r_0 \) is the reference distance, according to this model. Fitting the calculated data with the equation in at least a square sense is needed to determine the distribution of attenuation, \( n \). The two parameters known as functions of a wheel force are \( a \) and \( b \), while \( \text{speed} \) is the train speed in kilometres per hour. This prediction unit is measured in millimetres per second. The majority of the train vibration prediction models in this literature have taken into account different factors such as track efficiency, sleeper vibration, building amplification factor, and wheel power. Analysing these factors often necessitates permission from the appropriate authority, which can be viewed as a research gap. By introducing a simplified method of in-situ data collection, this study aimed to bridge the research gap. This study suggested using basic and minimal measurement instruments, or even without specialised equipment, to predict the vibrations caused by railways. The distance between the source and the receiver can be determined with a meter tape or a manual step count, and train speed can be estimated by dividing the distance travelled by trains by the time it takes to run. A standard stopwatch may be used to monitor the time. The values of these parameters can then be used in the models that have been developed. Previous researchers’ prediction models differed depending on the geological and environmental conditions of the countries. This study also looked at the geological factors and conditions in the region. The factors or elements that had previously been used in other researchers’ developed models were simplified in this study to reduce the reliance on advanced equipment when collecting data to predict ground-borne vibrations using the developed models.

**MATERIALS AND METHODS**

**Case Study**

This study was carried out along the Kereta Api Tanah Melayu Berhad (KTMB) railway route, which runs from Padang Jawa in Shah Alam to Klang in Selangor. The railway is a
two-way track with two train routes: Kuala Lumpur and Pelabuhan Klang, Selangor. These sites were chosen to distinguish the various vibration magnitudes caused by trains on the railway track. In addition, the locations were chosen because of their strategic locations, as many residential areas along the track were endangered by ground-borne vibration caused by trains. This study also concentrated on areas with landed type residential buildings.

Because of landed residential buildings in the areas adjacent to the railway track, the route was chosen. There are no vibration barriers in the vicinity of the case study sites. For this analysis, the distance between the residential area and the rail track is less than 30 meters. Train parameters, such as train speed, were collected in the field during the

**Figure 1.** Aerial view of site location for the lane of Padang Jawa Station to Bukit Badak Station consists of site 1, site 2 and site 3

**Figure 2.** Aerial view for site 4 until site 9 located along the lane of Bukit Badak Station to Klang Station
site survey. Radial vertical and horizontal wave vibrations make up the ground-borne vibration velocity measurements. The data was collected using a seismograph mounted at the locations. Three sites were selected, ranging from Padang Jawa station to Bukit Badak station. The remaining six sites are in the vicinity of Bukit Badak Station and Klang Station. As a result, a total of nine (9) stations were selected. The locations were selected to be as close between the track to the landed residential areas as possible. Different sites were chosen to achieve different train speeds and distances from the residential areas to the sources. Part of the most populated areas in Malaysia is Shah Alam and Klang, which have one of the highest populations. Figures 1 and 2 depict aerial views of the site positions between Padang Jawa Station in Shah Alam and Klang Station in Klang, from Site 1 to Site 9.

**Instrumentation and Equipment Strategy Setting Up**

The measurement equipment consists of the following parts to collect valuable data to study the ground vibrations: a pick-up sensor or transducer, an amplifier, a level indicator or amplitude or a recorder with a signal analyser. Filters (low pass, high pass) should be used to restrict the equipment's frequency spectrum and add the necessary filters to the input signal, where applicable. The vibration transducer, the auxiliary equipment, including amplifiers, variable frequency equipment and carrier systems, must comply with the standards (Department of Environment Malaysia, 2007). Figure 3 shows an example of the vibration measurement system. The transducer is used to measure vibration by translating one form of energy to another. The magnitude of the ground-borne vibration can be measured in velocity, displacement and acceleration at the site.

The relationship between the parameters for the ground vibration’s magnitude is shown in Equations 9 and 10 (California Department of Transportation, 2019).

\[
D = \frac{V}{2\pi f} \quad [9]
\]

and

\[
a = 2\pi fV \quad [10]
\]

where:
D = displacement (amplitude) (mm)  
V = particle velocity (mm/s)  
f = frequency (Hz)  
a = acceleration (mm/s²)

Vibration transducers that are normally used comprise the geophone and the accelerometer. The accelerometer normally detects measurement of strong ground motion, and weaker ground motion is normally measured using the geophone. It is due to an accelerometer’s larger amplitude detection than a geophone (Hons et al., 2008). Figure 4 shows the geophone installation at a railway track to measure the vibrations induced by trains conducted by Crespo-Chacón et al. (2016). In vibration measurement, a geophone detects three orthogonal axes of vibration, which are in the radial, vertical and transverse direction.

The range of measurement using a geophone can start from the value as low as 0.063 mm/s up to 30.5 mm/s (Sulaiman, 2018). Zhang et al. (2016), Adnan et al. (2012) and Bahrekazemi (2004) were among the researchers who measured and recorded the ground vibration using accelerometers. Figure 5 shows an accelerometer installation at the site conducted by Zhang et al. (2016).

For measuring excessive ground-borne vibration from high-speed trains, several types of accelerometers are available. The dynamic limit of measurement by accelerometers for ground-borne vibrations varies from the value of 0.01 mm/s² to more than 50 000 m/s².

Figure 4. Geophone was installed at the study site by Crespo-Chacón et al. (2016)

Figure 5. Example of accelerometer installation by Zhang et al. (2016) on railway-induced building vibrations experiment
Based on the local guideline by Malaysian authorities, the analysis for vibration frequencies within the range of 1 to 100 Hz should utilise analysers or signal analysers with one-third octave-filter sets or narrowband FFT (fast Fourier transform). These can either be instrumentation hardware or digital signal processor software. This usage of the equipment must be according to the manufacturer’s instructions (Department of Environment Malaysia, 2007). The suitability of the measurement equipment, namely the geophone, accelerometer or strain gauge, depending on the vibration amplitude and frequency required in the study. As for this research, due to its accuracy aspect and the availability of the equipment, a seismograph was chosen to calculate the low ground vibration magnitude near the railway tracks.

A seismograph meter, also known as the Mini-SEIS, was used to perform four repetitions of data reading and measurements for each site position for this analysis. A Mini-SEIS is made up of a microphone, a geophone transducer, and a data logger display (White Industrial Seismology Inc., 2009). The data was collected and categorised into two groups: peak and non-peak hours at two different distances at each site location. It was done because it was assumed that the load borne by the trains would vary between peak and non-peak hours. After all, peak hour passenger numbers were projected to be higher. Figures 6 and 7 provide a detailed diagram of where the Mini-SEIS should be mounted. Two data collection sessions were performed in the morning for the experiments, with each session

![Figure 6. The location of Mini-SEIS at location 1 for morning session and midnight session of each site locations](image-url)
consisting of a two-hour experiment. First, it was done to gather data on peak and non-peak hour sessions. Then, two sessions were performed in the evening to collect peak and non-peak hour data from the Mini-SEIS sources at different distances. The data collection timeline is shown in Table 2: Figures 6 and 7 show where the Mini-SEIS is located.

![Figure 7. The location of Mini-SEIS at location 2 during the evening session of each site location](image)

Table 2

<table>
<thead>
<tr>
<th>Time</th>
<th>Location of mini-SEIS and distance taken</th>
<th>Type of Train</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak Hour</td>
<td>Non-peak Hour</td>
<td></td>
</tr>
<tr>
<td>6.30am – 8.30am</td>
<td>9.00am – 11.00am</td>
<td>1 = d1 &amp; d2</td>
</tr>
<tr>
<td>5.30pm – 7.30pm</td>
<td>3.00pm – 5.00pm</td>
<td>2 = d3 &amp; d4</td>
</tr>
</tbody>
</table>

*Note: Location of mini-SEIS 1 & 2 and distance d1,d2,d3 and d4 refer to Figure 5 and Figure 6*

A Mini-SEIS digital seismograph was used to measure ground vibrations in this analysis. As shown in Figure 8, the microphone and geophone transducer were mounted on residential areas and connected to a Mini-SEIS display. A GPS meter was used to calculate the Mini-SEIS’s coordinates. The times shown by the Mini-SEIS were recorded to match the actual time of the trains passing by the designated points to denote the data during data processing. The Mini-SEIS was installed outside the KTMB fencing gate on the railway tracks.
RESULTS AND DISCUSSION

Threshold Limit for Allowable Limit Based on Malaysian Standard

Figure 9 shows the scatterplot of the peak particle velocity induced by the railway traffic in comparison with the allowable limit of vibration based on the guideline fixed by the Malaysian Department of Environment (DOE).

The recommended limit for human annoyance set by the authority guideline with regard to the steady-state vibrations is 0.567 mm/s for residential areas. The result in Figure 9 shows that most of the vibration induced by the train travelling along with the sites under study were more than the allowable vibration limit stated in the guideline for human annoyance. The vibration values obtained were even higher than the recommended vibration limit for commercial areas taken from the similar guideline, 1.176 mm/s. All other international standards state that the allowable vibrations limit with regard to human annoyance is not more than 0.8 mm/s. The results from this study revealed that the vibration values induced by the trains were way above the allowable limits.

Moreover, the results also showed that the vibrations induced along the study sites exceeded the recommended limit for commercial areas despite being residential. Therefore, it contributed to a higher perception of annoyance among the residents of the affected areas. A similar trend of results was also obtained by most of the researchers such as Zapfe et
al. (2012) from the United States and Maclachlan et al. (2018) from Sweden, whereby in their research, vibrations induced by trains had exceeded the allowable limit of perceived annoyance by humans when they comparisons were made against their countries’ guideline set by the local authorities. Therefore, the finding of the results that shows on the human annoyance towards ground-borne vibration induced by train is exceeding allowable limit from the standards and give motivation to this paper produce a model to predict the vibration value from the trains.

**Descriptive Statistic of the Empirical Peak Particle Velocity Data**

The descriptive statistics encapsulated the empirical peak particle velocity data analysis, which included all variables such as mean, maximum, minimum, median, skewness, kurtosis value, and standard deviation. Therefore, extreme values may be identified throughout the screening phase using the descriptive statistic’s performance. Table 3 shows the empirical peak particle velocity data after the screening, in which the extreme values

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>StDev</th>
<th>Minimum</th>
<th>Median</th>
<th>Maximum</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPV</td>
<td>1.0405</td>
<td>0.4762</td>
<td>0.1588</td>
<td>1.0160</td>
<td>2.3813</td>
<td>0.59</td>
<td>0.04</td>
</tr>
<tr>
<td>s</td>
<td>41.67</td>
<td>17.05</td>
<td>16.00</td>
<td>40.00</td>
<td>83.00</td>
<td>0.33</td>
<td>-1.12</td>
</tr>
<tr>
<td>d</td>
<td>12.10</td>
<td>5.16</td>
<td>4.23</td>
<td>11.71</td>
<td>25.70</td>
<td>0.85</td>
<td>0.55</td>
</tr>
</tbody>
</table>

PPV = peak particle velocity (mm/s); s = speed (km/h); d = distance (m)
for commuter train engineering parameters were identified. The extreme values were identified as errors during the peak particle velocity data inspection during the data input phase. An error should be eliminated to prevent more comprehensive mistakes during the model development process.

**Correlation Analysis for the Commuter Peak Particle Velocity Parameters**

The method of diagnosing the possible relationship between the dependent and independent variables used in developing regression models is correlation analysis. The following is the correlation research hypothesis:

- \( H_0 \): There is no correlation between two variables
- \( H_1 \): There is a correlation between two variables

Correlation analysis was used to test all possible variable combinations, and the results for the overall variables are shown in the Table 4 correlation matrix. The r-value and p-value are in each column. Thus, the r-values are at the top of each row, and the p-values are at the bottom of each row.

Table 4

*The correlation matrix among variables*

<table>
<thead>
<tr>
<th></th>
<th>Peak Particle Velocity (mm/s)</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of train (km/h)</td>
<td>0.502</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.000</td>
<td>-</td>
</tr>
<tr>
<td>Distance (m)</td>
<td>-0.626</td>
<td>-0.239</td>
</tr>
<tr>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

For the empirical data obtained from the site, Table 4 shows the correlation values between the variables PPV, \( s \), and \( d \). \( d \) was found to have a stronger relationship with PPV (r-value > 0.5). However, since the p-values were less than 0.05, both variables were assumed to impact the PPV significantly.

**Multiple Linear Regressions**

The commuter peak particle velocity (PPV) was used as the response in the multiple linear regressions, while the train speed (\( s \)) and distance (\( d \)) were used as predictors. The constant values and predictors are shown in Table 5.

Table 5

*Multi linear regression model for commuter PPV*

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coef</th>
<th>SE Coef</th>
<th>T</th>
<th>P</th>
<th>S</th>
<th>R-Sq</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.20601</td>
<td>0.0807538</td>
<td>14.9344</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speed</td>
<td>0.01043</td>
<td>0.0012165</td>
<td>8.5755</td>
<td>0.000</td>
<td>0.329780</td>
<td>52.4%</td>
</tr>
<tr>
<td>Distance</td>
<td>-0.04960</td>
<td>-0.040217</td>
<td>-12.3319</td>
<td>0.000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The hypothesis for the final estimating mode is declared as follows:

\( H_0 = \text{The predictor cannot be used for estimation in the PPV model} \)

\( H_1 = \text{The predictor can be used for estimating in the PPV model} \)

Table 5 lists the variables for the commuter train model that were significant with the independent variables for estimating the PPV and had p-values of less than 0.05 in the multiple linear regression. The null hypothesis (\( H_0 \)) was rejected, while the alternative hypothesis (\( H_1 \)) was accepted. As a result, these predictors may be used in the model to estimate commuter PPV. The constant value’s standard error coefficient was 1.20601. In the meantime, the speed was 0.01043, and the distance was -0.04960. As a result, each variable’s standard error was small values, meaning that it was dependable in predicting the population parameter. The R-squared (\( R^2 \)) value indicates how well the model fits the results (Minitab, 2010). In the linear relationship between the predictor and the response, the S value was 0.329780, which reflected the prediction of the variance of the results. Thus, the linear relationship between the predictor and the response is regulated by \( R^2 \). The \( R^2 \) value used in the model’s development was 52.4 per cent of the variances.

The analysis of variance (ANOVA) allocation of the output is shown in Table 6. Therefore, this test’s hypothesis can be determined as follows:

\( H_0 = \text{The PPV model cannot be used for estimation} \)

\( H_1 = \text{The PPV model can be used for estimation} \)

Table 6

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>2</td>
<td>31.850</td>
<td>15.925</td>
<td>146.43</td>
<td>0.000</td>
</tr>
<tr>
<td>Residual Error</td>
<td>266</td>
<td>28.929</td>
<td>0.109</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>268</td>
<td>60.779</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6 shows that the p-value was less than the 0.05 \( \alpha \)-level, indicating that \( H_1 \) was accepted and \( H_0 \) was refused. As a result, if empirical speed and distance data were used, the regression model was significant and could elaborate or forecast commuter PPV. Finally, the model for estimation was developed as shown in Equation 11 as the commuter PPV regression equation.

\[ PPV_{\text{Commuter}} = 1.21 + 0.0104s - 0.0496d \]  \[11\]

Where:

\( PPV_{\text{Commuter}} = \text{Peak Particle Velocity (mm/s) for commuter train} \)

\( s = \text{Speed of train (km/h)} \)

\( d = \text{distance (m) from receiver to sources} \)
Empirical Model of Ground-Borne Vibration Induced by Commuter Train

The coefficients for the essential variables in this model are shown in the equation. The positive sign of speed indicates that increasing speed will increase the PPV while decreasing the distance between the source and the receiver will increase the PPV. The model’s parameter considerations were similar to those found in a study by Paneiro et al. (2015), who discovered that only speed and distance significantly impact the magnitude of ground-borne vibrations.

Justification of the Regression Model Assumptions

The following process in the analysis was to check the residual plots to see if the model was acceptable and if the regression forecast had been identified. The residual plots show the characteristics of the fitted and observed response values. For example, the residuals versus suits value plot for commuter PPV is shown in Figure 10. The residual plots are dispersed randomly in the diagram, and the plot scattered close to the horizontal line has nearly zero residuals. As a result, there was no proof of missing terms or non-constant variation (Minitab, 2010).

![Figure 10. Graph of residuals versus fitted values for commuter PPV prediction model](image)

Normality Test for Residuals of Commuter PPV Prediction Model

The goodness-of-fit test and probability plots such as the Kolmogorov Smirnov and Anderson Darling normality tests are used to decide if the residuals are normally distributed. The points are scattered closely along the straight line in Figures 11 and 12, indicating that the residual was normally distributed.
The following are the hypothesis tests for the Kolmogorov Smirnov and Anderson Darling normality tests:

$H_0$ = The residuals for the predicted model are normal.

$H_1$ = The residuals for the predicted model are not normal.

The $H_0$ hypothesis was accepted because the residuals followed a normal distribution curve, and the p-values of the Anderson Darling and Kolmogorov Smirnov normality tests were greater than 0.05.
VALIDATION OF THE COMMUTER MODEL

The developed PPV model for commuter trains must be tested to determine if it can accurately reflect the real-world situation and condition to explain variability in a sample other than the one used to create the model.

Scatterplot of the Commuter Model

Figure 13 depicts the relationship between the empirical PPV and the predicted PPV established in this study for commuter trains.

![Scatterplot of the Commuter Model](image)

Figure 13. Predicted PPV versus empirical PPV [PPV empirical is denoted as PPV empirical (mm/s) and PPV predicted using Equation 11 is denoted as PPV predicted (mm/s)]

RMSE, MAE and MAPE of PPV Model

The RMSE, MAE, and MAPE of the PPV for the predicted commuter train model are compared in Table 7.

<table>
<thead>
<tr>
<th>MODEL</th>
<th>RMSE (mm/s)</th>
<th>MAE (mm/s)</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPV Commuter</td>
<td>0.32795</td>
<td>0.2673</td>
<td>26.8211</td>
</tr>
</tbody>
</table>

The RMSE deviation from the empirical value of PPV was 0.328 mm/s, as shown in Table 6. The PPV’s MAE deviation from the empirical value was 0.267 mm/s. The MAPE for PPV calculated from the empirical value was 26.8%. As a result of the small discrepancy values from the RMSE, MAE, and MAPE, the PPV model for commuters can be considered acceptable for predicting the peak particle velocity caused by the commuter train.
Comparing the Mean for PPV Empirical with PPV Predicted using Paired T-test

Mean comparison was made between predicted PPV and PPV from observed data using the validation data set shown in Table 8. The following alternative and null hypotheses were used to form the hypothesis:

\[ H_0 = \text{the difference mean for the model is equal to zero} \]
\[ H_1 = \text{the difference mean for the model does not equal to zero} \]

Table 8 shows that the null hypothesis \((H_0)\) was not dismissed at the 5% significance level since the p-value was 0.897, which was greater than 0.05. Thus, the PPV model expected for commuter trains did not differ much from the empirical PPV values.

<table>
<thead>
<tr>
<th>Test</th>
<th>Vab</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-statistic</td>
<td>-0.13</td>
</tr>
<tr>
<td>p-value</td>
<td>0.897</td>
</tr>
</tbody>
</table>

Table 8
Validation analysis result for PPV from commuter model

CONCLUSION

The peak particle velocity of ground-borne vibrations could be determined using the train speed and the distance from the receiver to the sources, according to the equation models developed in multiple linear regressions. The result from human annoyance towards ground-borne vibrations induced by commuter trains at the case study motivates prediction model development. The data show that the vibration levels from the train exceeded the allowable limit from the Malaysian standard, which is 0.567 mm/s. The prediction formula was developed as \( \text{PPV}_{\text{Commuter}} = 1.21 + 0.0104s - 0.0496d \), whereas PPV is the peak particle velocity of the train, \( s \) is the train speeds, and \( d \) is the distance from the track to the residential area. For the commuter type of trains, the peak particle velocity of the ground-borne vibration increased almost linearly as the train speed increased. According to the regression model, the distance between the receivers (residential areas) and the sources (train tracks) had a reverse effect on the peak particle velocity of the ground-borne caused by commuter trains. The peak particle velocity of ground-borne vibration decreases as the distance increases, as shown by the equation model. Residents can feel the ground-borne vibrations more strongly the closer their homes are to the tracks. The formula can be implemented to predict the ground-borne vibrations based on the limitation of local condition since the formula achieve the multiple linear regression analysis.
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ABSTRACT
Climate change is not something that has never happened before. However, it has recently been reported that climate change has affected living things such as humans, animals and plants. Among the animals that may be vulnerable to the effects of climate change are migratory bird species. Therefore, this review paper will emphasise the checklist of migratory bird species found to be affected by climate change. Data for bird migration species in Asia are obtained from the Birdlife Data Zone. At the same time, the data for Global land surface temperature (1910-2020) and Asia land surface temperature (1910-2020) were taken from National Oceanic and Atmospheric Administration for Environmental information. These papers showed that climate warming could affect species differently, but there are still species from certain populations not affected at all. This paper also reviewed that approximately 169 species of migratory birds in Asia are affected by climate change and severe weather. Of the total, 5 species (2.96%) are critically endangered, 8 (4.73%) endangered, 21 (12.43%) vulnerable, 27 (15.98%) near threatened and 123 (63.91%) least concern.
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INTRODUCTION
Overharvesting may be one of the most persistent threats to migratory birds because of human exploitation of their biology, including predictable spatiotemporal peaks in large quantities at various scales (Shuter et al., 2011). Nevertheless, today, overharvesting is no longer the only major threat to migratory birds because of the
emergence of a new threat that may have occurred over a long period. However, it has not been realised at that time that is climate change. Turrin and Watts (2016) assessed and calculated the sustainable harvest threshold for Asia-Pacific migratory shorebirds. Global climate change has a significant effect on the phenology of seasonal events (Lehikoinen et al., 2004; Ahas & Aasa, 2006; Menzel et al., 2006), and it has the potential to alter migration phenology (Both & te Marvelde, 2007; Rubolini et al., 2007).

Climate change can cause specific problems for migratory birds living in different parts of the annual cycle in other world regions (Sillett et al., 2000). One of the most crucial concerns is climate change when global surface temperatures have warmed at an average of 0.16°C to 0.18°C per decade since the 1970s (Solomon et al., 2007). The 2013 Intergovernmental Panel on Climate Change predicts that if the present pattern in emissions continues, global temperatures are expected to rise by 2°C or as much as 4.8°C by 2100 (Collins et al., 2013; Pachauri et al., 2014).

One of the most interesting facets of birdlife is migration. They get the ability to migrate hundreds or thousands of kilometres across geographical boundaries to other parts of the globe in response to changes in habitat, food availability, climate, and other factors. For example, there are almost 828 species of migratory birds in Asia, while in Europe, there are 429 species. However, many migration birds, mammals, fish, and invertebrates have experienced population loss in previous centuries (Wilcove & Wikelski, 2008; Gilroy et al., 2016). Therefore, a large number of migratory birds use flyways as their flight path. A flyway is a biological system consisting of entire types of migratory bird species, related communities of species, or different populations of one species that migrate annually from breeding areas to non-breeding areas, including a stopover and feeding areas as well as migration areas (Bridge et al., 2007).

The Eastly-Australasian Flyway (EAAF) is an important flyway in Asia that is also one of the nine major routes used by migratory birds. This EAAF flyway, which crosses three continents and 22 countries, is one of the world’s biggest and most species-rich migration corridors (Turrin & Watts, 2016). Apart from the EAAF, the West Pacific Flyway and West Asian Flyway are two of the three flyways available in Asia. As a consequence, determining the migration paths and stopovers of migratory animals is important for effective population management and habitat conservation (Hutto, 2000; Faaborg et al., 2010). However, this review will not concentrate on a single migratory bird route in Asia but the total migratory birds observed in Asia from different flyways. First, the purpose of this study is to identify and list the species of avian (migratory birds) found in Asia that affected reference to previous studies that analysed the relationship between climate change and migratory birds. Second, the goal of this study was to identify migratory bird species in Asia that are sensitive to the impact of climate change, which may contribute to species loss. This information is essential for designing new conservation strategies and prioritising the endangered species and critically endangered species.
THE CLIMATE-CHANGING SINCE 1910-2020

The primary data sources for migration bird checklists found in Asia used in this article are obtained from the Birdlife Data Zone. Species threat data on climate change and extreme weather for birds migrating in Asia were also collected from the Birdlife Data Zone. All data observed are the latest updated until 23 February 2021. Meanwhile, data for Global land surface temperature (1910-2020), Asia land surface temperature (1910-2020) were taken from NOAA National Centers for Environmental Information (2021). According to the International Union for Conservation of Nature (IUCN), the conservation status of migratory bird species was identified.

The earth’s climate has changed over a long period until now, which has seen a very significant change. The tropopause, the border between the stratosphere and the troposphere, has climbed several hundred metres in height since 1979. Human-induced increases in ozone and mixed greenhouse gases account for approximately 80% of the simulated tropopause height increase from 1979 to 1999 (Santer et al., 2003). One of the most commonly used measures of global climate change is the global average temperature, and it has shown a series of increases since the early twentieth century. Natural processes, as well as certain impacts from human activity, lead to year-to-year temperature changes.

Figures 1 and 2 show the global land temperature anomalies from January to December for 1910 to 2020. Based on Figure 1, the negative anomaly (colder than normal) occurred around 1910 to 1937 before it fell to a positive anomaly (warmer than normal) in 1938 to 1944. The decline from negative anomalies in 1910 to 1937 to positive anomalies in a subsequent year shows evidence that there had been changes in terms of global climate around the 90s. Since then, annual anomalies for global surface temperatures have been seen as erratic and often change almost every year. For example, several other negative anomalies have occurred before 2000, namely in 1945 to 1946, 1949 to 1952, 1954 to 1957, 1960, 1964 to 1966, 1968 to 1969, 1971 to 1972 and 1974 to 1976. While the positive anomalies that occurred before the year 2000 were in 1947 to 1948, 1953, 1958 to 1959, 1961 to 1963, 1967, 1970, 1971, 1973, 1975, 1977 to 1999. Then, from 2000 to 2020, all those years recorded only positive anomalies marked since the beginning of the 20s era of global surface temperature conditions were warming. Therefore, based on all the data shown and proved from 1910 to 2020, there has been a change in global climate. In conclusion, climate change has occurred globally, increasing land temperature anomaly from -0.36°C (cold) in 1910 to 1.59°C (hot) in 2020.

Figure 2 shows the Asia land temperature anomalies from January to December for the years 1910-2020. In Asia, around 1910 to 1976 (66 years), the majority of those years were to record the negative land temperature anomaly. However, there were still some years that showed warmer than normal conditions (positive anomaly). The hot years were 1914, 1925, 1932, 1938 to 1939, 1943 to 1944, 1948, 1951, 1953, 1959, 1961 to 1963, 1967, 1971,
1973 and 1975. Later in the year, 1977 to 1983 also showed positive anomalies before the next two years recorded negative anomalies in 1984 to 1985. From 1988 to 2020, all these years recorded a positive anomaly which means that the land surface temperature in Asia is warming up in the 20s. It can be concluded here that there has been climate change in Asia when there was an increase in land temperature anomaly from -0.58°C (cold) in 1910 to 2.07°C (hot) in 2020. Land temperature anomaly in 2020 is quite high if compared to previous years because it has exceeded 2°C.
THE CATASTROPHE OF CLIMATE CHANGE ON MIGRATORY BIRDS-
THE EVIDENCE

For decades, researchers have studied the impact of daily weather variations on the number of birds that have avoided migration. During the 1960s and 1970s, when some radar and visual experiments on migration were performed, the research was particularly active (Richardson, 1990). Rising temperatures are the most significant factor affecting bird migration trends, forcing birds to migrate a little early each spring and change the return journey by less than two days per decade (Richardson, 1990; Horton et al., 2020). As a result, migratory species may need to adapt their seasonal and annual migration patterns to avoid entering areas with extreme climates such as too cold, too hot, too low humidity, too high humidity, and to use new habitats in areas with previously low temperatures and humidity. In response, the distribution of species may vary (Langham et al., 2015). For example, it has been found that large bustard migration patterns of males (but not females) are closely related to extreme temperatures during the summer breeding season (Alonso et al., 2009).

In addition to forcing birds to migrate a little earlier, changes in temperature associated with climate change are expected to result in a reduction in body size, a primary determinant of animal physiology and ecology (Weeks et al., 2019). Thus, climate change, regarded as one of the most serious threats to biodiversity and ecosystems, may impact migratory bird distribution and survival (Liang et al., 2018). Additionally, a number of additional studies have forecasted changes in species richness or distribution in China as a result of climate change scenarios (Hu et al., 2017; Liang et al., 2018). It may also be concluded that animals have evolved to withstand extreme temperatures, and climate change has had a significant effect on species physiology, including increases in exposure to elevated temperatures, differences in sex ratios in species with temperature-dependent sex, and increased metabolic costs associated with living in a warmer environment (Scheffers et al., 2016).

However, trying to forecast which components of climate have the most influence on species distribution is one of the issues confronted by ecologists and conservation biologists (Bateman et al., 2015). Furthermore, the potential consequences of climate change on bird distribution have been explored extensively today, such as polar or short-range winter breeding distances by La Sorte et al. (2017) and Wauchope et al. (2017). The influence of climate change on food sources and the habitat of migratory bird species has been highlighted as one of the most critical components in migratory bird research (Walth e et al., 2002). It is proven that the consequences of recent climate change have been discovered to affect migratory bird migration patterns (Both et al., 2006; Harris et al., 2013). According to Harries et al. (2013), climate change causes a shift in migration time for some birds in Southeast Asia. The reason for this delay of long-distance migrants is that warmer temperatures allow species to stay in northern breeding sites longer. Delayed arrivals in winter places may have a tiering influence on migratory species’ yearly cycles,
such as changing the arrival date in breeding places, which can influence fitness. Harries et al. (2013) discovered a 1 to 3 days arrival delay in the Japanese sparrowhawk Accipiter gularis and the sandpiper curlew Calidris ferruginea, but no change in the arrival date for the other species.

As a result, the timing of bird migration has served as a useful framework for researching how natural processes react to climate change (Hurlbert & Liang, 2012; Jonzen, 2006). It was discovered that animals arriving late in the migration phase might have difficulty developing breeding areas or finding compatible partners (Møller, 2001; Pulido, 2007; Faaborg et al., 2010). According to a number of surveys have been done by Hughes (2000), McCarty (2001), Ottersen et al. (2001), and Wuethrich (2000), the current climate change has affected a diverse range of animals with geographically distributed regional ranges. Pacifici et al. (2017) showed that climate change has already impacted a significant number of endangered species populations by modelling the interaction between observed and inherent responses and spatial properties. Climate change could have harmed at least 47% of non-terrestrial endangered mammals (873 species) and 23.4% of endangered birds (1,272 species) in at least part of their range, according to the study’s findings (Pacifici et al., 2017).

According to atmospheric conditions in the 21st century, the ideal migration site between Japan and China occurred in the East China Sea (2006-2013) (Figure 3) (Nourani et al., 2017). According to their findings, the expected changes in atmospheric conditions

![Figure 3. Ensemble model projections for suitable atmospheric conditions for the fall migration of Oriental honeybuzzards (2006-2013) (Nourani et al., 2017)](image)

caused by climate change may have a negative impact on the suitability of traditional bird migration routes. Under the RCP4.5 scenario, suitable areas will move northward in the middle of this century. Highly suitable areas’ scope and connectivity will suffer greater loss (Figures 4a & 4b), resulting in more severe conditions. However, by the turn of the century, the model identified a suitable area in the eastern part of the Korean Peninsula under RCP4.5 (Figure 4c) and a moderately small area under RCP8.5 (Figure 4d). Both deviate from the traditional route and cannot provide a complete route from Japan to China. Thus, it can be said that climate change has changed the best wind-dependent flight routes for bird migration.

Warren et al. (2013) undertook a global study of potential climate range transitions from common and prevalent species. They found that, there would be $57 \pm 6\%$ of plants without mitigation, and $34 \pm 7\%$ of animals would lose $50\%$ of their climate range by the 2080s. However, if emissions plateau in 2016, losses are reduced by $60\%$, and if emissions peak...
in 2030, losses are reduced by 40%. With the influence of rising temperatures on animal species due to climate change, it can be projected that migratory birds are also likely to suffer the same fate or even worse. Because migratory birds are not a species in the areas they visit, they will face problems adapting to places other than their area of origin. Thus, it can be argued that migratory birds found in Asia may need help adapting to climate change to survive or live in an area. Table 1 shows the impact of climate change on different animal species that have occurred. Other animals such as turtles, whales, sharks, dolphins, and avian species are also affected by this climate change. Each animal was found to be affected by different climatic factors (Table 1).

Table 1
*Climate change’s effect on certain animal species (Trouwborst, 2012)*

<table>
<thead>
<tr>
<th>Climate Impact</th>
<th>Impact on Animal Species</th>
<th>Animal Species</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperatures rising</strong></td>
<td>a) Melting sea ice has resulted in habitat destruction;</td>
<td>a) <em>Balaena Mysticetus</em></td>
</tr>
<tr>
<td></td>
<td>b) Zooplankton density has changed; and</td>
<td>b) <em>Cetorhinus Maximus</em></td>
</tr>
<tr>
<td></td>
<td>c) Sex ratios have changed.</td>
<td>c) <em>Dermochelys Coriacea</em></td>
</tr>
<tr>
<td><strong>Changes in Precipitation</strong></td>
<td>a) Wetland habitat for breeding and feeding is vanishing;</td>
<td>a) <em>Calidris Canutus Rufa</em></td>
</tr>
<tr>
<td></td>
<td>b) Grazing habitat for terrestrial mammals is vanishing; and</td>
<td>b) <em>Addax Nasomaculatus</em></td>
</tr>
<tr>
<td></td>
<td>c) Rainfall changes affect breeding performance.</td>
<td>c) <em>Gavialis Gangeticus</em></td>
</tr>
<tr>
<td><strong>Weather Extremes</strong></td>
<td>a) Extremes of temperature;</td>
<td>a) <em>Platanista Gangetica</em></td>
</tr>
<tr>
<td></td>
<td>b) Storm frequency and severity have increased; and</td>
<td>b) <em>Tadarida Brasiliensis</em></td>
</tr>
<tr>
<td></td>
<td>c) Precipitation extremes have increased.</td>
<td>c) <em>Trichechus Senegalensis</em></td>
</tr>
<tr>
<td><strong>Increasing Sea Levels</strong></td>
<td>a) The loss of low-lying marine habitat; and</td>
<td>a) <em>Anser Cygnoides</em></td>
</tr>
<tr>
<td></td>
<td>b) The disappearance of nesting areas.</td>
<td>b) <em>Chelonia Mydas</em></td>
</tr>
<tr>
<td><strong>Acidification of the Oceans</strong></td>
<td>a) Food web affected; and</td>
<td>a) <em>Eubalaena Japonica</em></td>
</tr>
<tr>
<td></td>
<td>b) Habitat degradation.</td>
<td>b) <em>Eretmochelys Imbricata</em></td>
</tr>
<tr>
<td><strong>Ocean Circulation Changes</strong></td>
<td>a) Shifts in food distribution and abundance; and</td>
<td>a) <em>Megaptera Novaeangliae</em></td>
</tr>
<tr>
<td></td>
<td>b) Migration-related impact.</td>
<td>b) Hawksbill Turtle</td>
</tr>
<tr>
<td><strong>Spatial and Temporal Responses</strong></td>
<td>a) Biome shifts;</td>
<td>a) <em>Puffinus Mauretanicus</em></td>
</tr>
<tr>
<td></td>
<td>b) Phenological shifts; and</td>
<td>b) <em>Caretta Caretta</em></td>
</tr>
<tr>
<td></td>
<td>c) Destruction of habitat.</td>
<td>c) <em>Grus Leucogeranus</em></td>
</tr>
<tr>
<td><strong>Existing Threats are Getting Worse</strong></td>
<td></td>
<td>a) <em>Acrocephalus Griseldis</em></td>
</tr>
</tbody>
</table>

The highest number of endangered migratory bird species has been identified in many locations. For example, the East Asia-Australasia Region has the highest percentage of endangered migratory waterbirds, which is 20%. Although Africa, Eurasia, Central Asia, and East Asia-Australasia have the highest percentage of endangered birds (roughly 30% each), America, Africa, Eurasia, and East Asia-Australasia have the highest percentage of endangered seabirds (roughly 30% each). The East Asia-Australasia flyway has the highest
number of endangered migratory waterbirds (19%) when it comes to flyways. Though the Black Sea-Mediterranean, East Asia-East Africa, Central Asia, and East Asia-Australasia have the highest percentages of vulnerable soaring birds (between 24 and 34%), the Black Sea-Mediterranean, East Asia-East Africa, Central Asia, and East Asia-Australasia have the lowest (Galbraith et al., 2014). Globally, 317 (14%) migratory bird species are classified as endangered or near-threatened. According to the 2010 IUCN Red List, there are 17 critically endangered migratory bird species, 50 threatened migratory bird species, vulnerable migratory bird species, and near-threatened migratory bird species out of 317 migratory bird species (122). According to an overview of the number of species moving between Red List categories since 1988, 53 species have decreased in status, and only nine have improved (Galbraith et al., 2014).

Then, Hu et al. (2010) found that the black-faced spoonbill (Platalea minor) is an endangered migratory species confined to East Asia due to climate change. They also predicted that by 2080, the population of black-faced spoonbills in various regions in Asia, including northeastern Vietnam, Taiwan, and coastal areas around the South China Sea, might be drastically reduced. They also indicated that the centre of the expected spoonbill range will migrate northwards by as much as 240 km by 2020, 450 km by 2050, and 600 km by (2080). Finally, Liang et al. (2018) utilised species distribution models (SDM) and climate data to forecast future changes in migratory birds species distribution and how the geographical expansion of these endangered birds may adapt to changing climates by 2050 under current and future climate scenarios in China. The findings suggest that migratory bird hotspots would likely remain downstream and in the centre of China’s Yangtze River. At the same time, more species will likely dwell in the coastal areas of Bohai Bay and the Yellow Sea in the future. Also, according to the findings, the proportion of all migratory bird species distribution or hotspots for all endangered migratory bird species protected by national nature reserves (NNRs) in China is still low in 2050.

Besides that, Runge et al. (2015) found that only a small fraction of migratory birds receive appropriate protection across their breeding and wintering ranges throughout the world. Given that over half of the world’s migratory bird populations are dropping, these findings, according to them, highlight the urgency with which we must work to protect migratory birds during their entire migratory cycle. According to the study, only 9% of 1451 migratory birds are sufficiently protected by sheltered locations at all phases of their yearly cycle, compared to 45% of non-migratory species (Runge et al., 2015). The long-distance migrating birds, which rely on an endogenous circannual rhythm to trigger their migration, face unique hurdles in reacting to changes due to their extensive seasonal movements (Briedis et al., 2017).

Climate change has been shown to alter morphology in butterflies, dragonflies, and birds, which results in colour changes (Karell et al., 2011; Kingsolver & Buckley, 2015; Roulin, 2014; Zeuss et al., 2014). In addition, climate change can influence the timing of
migratory species’ arrival on breeding grounds or the initiation of breeding activities, as well as the availability of resources required for successful reproduction (Burgess et al., 2018; Franks et al., 2017; Møller et al., 2008; Mayor et al., 2017). When all of those phenological incompatibilities exist, it may result in lower reproductive success and population decline (Møller et al., 2008; Miller-Rushing et al., 2010; Dunn & Møller, 2013). However, Mayor et al. (2017) suggest that migratory birds could be among the species most readily suited to climate change because of their ability to migrate fast over long distances. Again, Mayor et al. (2017) argue that migration responds to annual climate change, so additional annual climate change is unlikely to pose a challenge in terms of adaptation.

Perhaps climate change might not be the only factor affecting these migratory birds; human actions such as economic activities also play a role in migratory bird species disruption. For example, considering China as a case study, which is a country with fast-rising economic activity, it has a significant impact on migratory bird stopover habitat (Ma et al., 2014; Kamp et al., 2015), resulting in dropping migratory bird populations (Runge et al., 2015). However, generally speaking, that economic activities are happening in China, and other countries in the world may also be among those contributing to climate change. Therefore, it suggests that indirectly the economic activities that have contributed to climate change will likely also contribute to the disruption of the stopover of migratory birds, their food and so on. The situation may worsen when the area that should be used as a stopover has lost the characteristics and to needs these migratory birds need while living in the areas even if only for a while.

According to Kamp et al. (2015), persecution and over-exploitation by humans are also one of the major causes of species extinction. Between 1980 and 2013, the Yellow-breasted Buntings (Emberiza aureola) population dropped by 84.3% to 94.7%, and the species’ range shrank by 5000 kilometres. Quantitative data gathered during police raids revealed that the species was illegally trapped along its East Asian flyway in China. As the consumption of Yellow-breasted Bunting and other songbirds has grown, it is once again suggested that causes of economic development and prosperity in East Asia are the reason for the decline (Kamp et al., 2015). It has been proven that climate change is not the only cause of the current disturbance and reduction in the population of migratory bird species; other causes may also be at play.

The Condition of Asia Migratory Bird Affected by Climate Change and Severe Weather- Birdlife Data Zone and IUCN Lists

The latest data from the Birdlife Data Zone shows that approximately 169 migratory birds in Asia are affected by climate change and severe weather. Of the total, five species (2.96%) of migratory birds occupy the critically endangered category in the Global IUCN Red List, namely Siberian Crane (Leucogeranus leucogeranus) from the family Gruidae (Cranes), Christmas Frigatebird (Fregata andrewsi) from the family Fregatidae (Frigatebirds),
Sociable Lapwing (*Vanellus gregarius*) from the family Charadriidae (Plovers), Spoon-billed Sandpiper (*Calidris pygmaea*) from the family Scolopacidae (Sandpipers, Snipes, Phalaropes) and Chinese Crested Tern (*Thalasseus bernsteini*) from the family Laridae (Gulls, Terns, Skimmers). In addition, there are eight species (4.73%) in the endangered category, such as White-headed Duck, Lesser Florican, Barau’s Petrel, Abbott’s Booby, Great Knot, Far Eastern Curlew, Rufous-headed Robin and Pallas’s Fish-eagle. While there are 21 species (12.43%) that fall in the vulnerable category, 27 species (15.98%) are near threatened, and 123 species (63.91%) are in the least concerned category (BirdLife International, 2021).

**Critically Endangered Species.** Referring to Table 2, the Siberian Crane or Siberian White Crane or Snow Crane (*Grus leucogeranus*) is one of the critically endangered migratory species. According to the IUCN Red List, the Siberian Crane was classified as threatened in 1988, endangered in 1994 and 1996, and critically endangered from 2000 to 2018 (BirdLife International, 2021). According to research by Ming-Qin & Hong (2014), low water levels in spring and early summer in Lake Poyang have reduced food availability for many water birds that have migrated to the area in recent years. They also discovered that the Siberian Cranes’ distribution pattern was impacted by a lack of food availability that could feed all of the cranes in Banghu. Meanwhile, the Siberian Crane’s departure time from Lake Poyang was reported as being slower, which might be attributed to a delay in the winter season as a result of climate change. Therefore, it is essential to study and focus on this species in the Poyang lake area, where more than 98% of their population overwinters in the lake.

Table 2
*Asia migratory birds affected by climate change and severe weather (BirdLife International, 2021)*

<table>
<thead>
<tr>
<th>Species</th>
<th>Global (IUCN) status</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Leucogeranus leucogeranus</em></td>
<td>Critically Endangered</td>
</tr>
<tr>
<td><em>Fregata andrewsi</em></td>
<td>Critically Endangered</td>
</tr>
<tr>
<td><em>Vanellus gregarius</em></td>
<td>Critically Endangered</td>
</tr>
<tr>
<td><em>Calidris pygmaea</em></td>
<td>Critically Endangered</td>
</tr>
<tr>
<td><em>Thalasseus bernsteini</em></td>
<td>Critically Endangered</td>
</tr>
<tr>
<td><em>Oxyura leucocephala</em></td>
<td>Endangered</td>
</tr>
<tr>
<td><em>Sypeotides indicus</em></td>
<td>Endangered</td>
</tr>
<tr>
<td><em>Pterodroma baraui</em></td>
<td>Endangered</td>
</tr>
<tr>
<td><em>Papasula abbotti</em></td>
<td>Endangered</td>
</tr>
<tr>
<td><em>Numenius madagascariensis</em></td>
<td>Endangered</td>
</tr>
<tr>
<td><em>Calidris tenuirostris</em></td>
<td>Endangered</td>
</tr>
<tr>
<td><em>Haliaeetus leucoryphus</em></td>
<td>Endangered</td>
</tr>
<tr>
<td><em>Larvivora rupeps</em></td>
<td>Endangered</td>
</tr>
</tbody>
</table>
It has been proven that the Poyang lake area is the most important wintering ground for the globally critically endangered Siberian crane (Chen et al., 2016). In 2011–2012, the total population of Siberian Cranes in the Poyang Lake basin was projected to be 3,500–4,000 individuals. In December 2011, there were 4577 Siberian Cranes (*Grus leucogeranus*), 302 Hooded Cranes (*Grus monacha*), 885 White-naped Cranes (*Grus vipio*), and 8408 Eurasian Cranes (*G. grus*). In February 2012, there were 3335 Siberian Cranes, 110 (Hooded Cranes), 283 (White-naped Cranes), and 2205 (Eurasian Cranes). Thus, the number of Siberian Cranes counted had fallen by 1242 in February 2012. Similarly, Hooded Cranes declined by 192, White-naped Cranes (602) and Eurasian Cranes (6203) (Li et al., 2012).

The effective population size for Christmas Island frigatebirds (*Fregata andrewsi*) is around 5,000 (Morris-Pocock et al., 2012), and this species is listed as Critically Endangered by the IUCN (Birdlife International, 2021). For a long time, the status of the Christmas Island Frigatebird in India was unclear until Praveen et al. (2013) discovered few previous reports of Great or Lesser Frigatebird misidentification. It indicates a flaw in earlier researchers’ documentation, which resulted in a paucity of data for this bird species. The first record of Christmas Island Frigatebird *Fregata andrewsi* in Timor was in 1986, which was found flying along the coast near Kupang, Timor (McKean, 2011). *Fregata andrewsi* has also been discovered in southern New Guinea (Simpson, 1990). In July 2012, there were 209 individuals of this species in Indonesia. In contrast, in May 2013, 113 individuals of this species were discovered using the Jakarta Bay to obtain food, relax in Sero, and Pulau Rambut at night (Tirtaningtyas & Yordan, 2017). McMaster et al. (2015) in 2014 found an adult female Christmas Frigatebird and an unconfirmed juvenile Christmas Frigatebird in the Nightcliff foreshore, Darwin, Australia.

Several anthropogenic threats to Christmas Island Frigatebirds have been identified in Jakarta Bay, Indonesia, including the unintentional involvement of fishing gear, as well as capture, poisoning, and shooting (Tirtaningtyas & Hennicke, 2015). It has also been revealed that climate change can impact the population of this species, with severe storms likely to cause fatality in juveniles and adults (Hill et al., 2004). The situation is anticipated to deteriorate if severe storms become more common as a result of climate change (Harley et al., 2006). This catastrophic storm occurrence will almost certainly increase storm-related fatalities of this species. In addition, higher sea surface temperatures linked with climate change have been shown to impact marine productivity (Harley et al., 2006), which is thought to affect food availability for Christmas Island frigatebirds.

According to Watson et al. (2006), the *Sociable Lapwing Vanellus gregarius* is a critically endangered species likely to experience a decline in its total population, i.e. from 5000 pairs to 500 pairs, within 11 years. The decline of this species is likely due to climatic and societal changes that cause nesting habitat for the *Sociable Lapwing Vanellus gregarius* to be more extensively grazed (Shevchenko, 1998). In 1988 this species was
listed as threatened, vulnerable from 1994 to 2000, and critically endangered from 2004 to 2018 (BirdLife International, 2021). The number of nests of *Sociable Lapwing Vanellus gregarius* discovered in the 14 core colonies of the Korgalzhyn region, in the other colonies of the Korgalzhyn region, and in the other colonies of the Pavlodar region increased from 2005 to 2007, but then declined from 2008 to 2012. The 330 *Sociable Lapwing Vanellus gregarius* nests discovered in 2007 were reduced to 137 in 2008, 122 in 2009, 131 in 2010, 105 in 2011, and 44 in 2012 (Sheldon et al., 2012). Watson et al. (2006) expressed worry about the increasingly dry climate in breeding and wintering ranges, which might endanger semi-desert species. The drier climate in its breeding and wintering areas may influence this species, although it is uncertain whether this benefits or harms this semi-desert species (Watson et al., 2006). So, additional research on the link between climate, breeding size, and population size for this species is required. However, contrary to the findings of Jayendra et al. (2014), low rainfall attracts more birds to winter in Gujarat.

Since 1977 and 2000, the breeding population of the critically endangered Spoon-billed Sandpiper *Calidris pygmaeus* has declined dramatically (Tomkovich et al., 2002). The decrease has indeed continued, with the rate of decline estimated to be 25% per year (Zöckler et al., 2010a; Zöckler et al., 2010b). This species has declined rapidly throughout the winter range from 2005 to 2013 with current estimates putting the breeding population at less than 120 pairs (242 to 378 individuals) (Zöckler et al., 2016). At the same time, Clark et al. (2018) estimated the spoon-billed sandpiper breeding population in 2014 to be 210 to 288 pairs, with a total post-breeding population of 661 to 718 individuals. Waterbird surveys in early 2018 yielded no Spoon-billed Sandpiper sightings throughout a 243.8 kilometre stretch of coast in North Sumatra Province, from Langkat District to Asahan District (Putra & Hikmatullah, 2018). Meanwhile, one Spoon-billed Sandpiper was discovered at the end of 2018 (2-4 November) in Seunodon Sub-district, North Aceh District, Aceh Province, Sumatra, Indonesia. It demonstrates that the Spoon-billed Sandpiper is highly endangered and has lacked protection status in Indonesia (Putra et al., 2019). The spoon-billed sandpiper population in China has declined from 2,000 to 2,800 breeding pairs in the 1970s to around 220 in 2010 (Yang et al., 2017). In 1988 this species was listed as threatened, vulnerable from 1994 to 2000, endangered in 2004 and critically endangered from 2008 to 2018 (BirdLife International, 2021). Climate change in their breeding locations has produced soil moisture and vegetation changes in breeding grounds (Tomkovich et al., 2002; Zöckler et al., 2003). This species’ population is declining due to hunting and loss of appropriate habitat in trail and winter locations, as well as disturbance, pollution, and the impacts of climate change (Clark et al., 2018; Syroechkovskiy et al., 2010; Tomkovich et al., 2002; Zöckler et al., 2016).

The Chinese Crested Tern *Thalasseus bernsteini* has less than 50 individuals (Chen et al., 2015) and is the most critically endangered seabird species in Asia (Hung et al.,
This species is not just one of Asia’s most endangered species, but it is also one of the world’s most endangered seabird species, with only a small breeding population of approximately 100 individuals (Gu et al., 2021; Lu et al., 2020). In their study, Lu et al. (2020) discovered a worldwide population of this species that exceeded 100 for the first time in history, with breeding grounds restricted to East China and the Yellow Seas. In 1988 this species was listed as threatened and critically endangered from 1994 to 2018 (BirdLife International, 2021). It is unclear which causes, such as habitat loss, overexploitation, marine pollution, egg harvesting, climate change, restricted biological niches, or even inherent rarity, are causing the reduction in the population of Chinese Crested Tern species (Brook et al., 2008; Chen et al., 2009; Davies et al., 2004; Liu et al., 2009). Another major factor that may contribute to the near extinction of the endangered Chinese Crested Tern is poachers in the market selling seagull eggs and terns during the breeding season (Chen et al., 2015). Additionally, natural calamities pose a threat to the population of this species since summer hurricanes in coastal areas frequently cause Chinese Crested Tern breeding failure (Chen et al., 2015).

**Endangered Species.** In 1988, White-headed Duck (*Oxyura leucocephala*) was listed as threatened, Vulnerable in 1994 & 1996, and endangered from 2000 to 2017 (BirdLife International, 2021). At the turn of the 21st century, the global population of the White-headed Duck was estimated to be approximately 8,000 to 13,000 individuals (Li et al., 2003). In 2016, more than 20,000 individuals were recorded, while in 2017, around 7500 individuals (Koshkina et al., 2019). In Turkey, the breeding population of the White-headed Duck was estimated to be 200 to 250 pairs from 1996 to 2001, but current observations suggest that the number of such species presently does not surpass 80 to 125 pairs, representing a 50% drop in two decades. Meanwhile, the non-breeding winter population ranges from 8,500 to 10,000 individuals, with Burdur Lake once housing more than 90% of the population but no longer serving as a prominent resting site. From more than 10,000 birds in the early 1990s to a few hundred in the early 2000s, this number began to fall (Gürsoy-Ergen, 2019). In addition, climate change has caused the wetlands that once housed White-headed Ducks to dry up in 2018 and 2019. White-headed Ducks, for example, are among the species most impacted when wetlands in Çavuşlu ponds or parts of Lake Mogan, Turkey, begin to dry up early as a result of climate change (Özgencil & Uslu, 2021).

For at least 50 to 60 years, Lesser Florican *Syphoeotides indicus* has been declining. From 1982 to 1989, its population declined by approximately 60%, but by 1994, it had recovered by 32% to 2,206 individuals (Kasambe & Gahale, 2010). Raghavendra (2011) found the first record of the Lesser Florican *Syphoeotides indicus* female at dry Lake Bed, Hesarghatta, Bangalore in 2011; and this species is an endangered endemic group in the Indian subcontinent. India is said to have 90% of the world’s population of the Lesser
Florican and therefore plays an important role in its protection and conservation (Sankaran et al., 1992). Dutta et al. (2018) stated that threats to this species include the presence of unpredictable and changing rainfall patterns as a result of climate change. Perhaps the consequences of climate change are unproven but probable to happen in the future. The evidence in Dutta et al. (2018) indicates that the lesser florican will become extinct in the world within the next 20 years, and conservation is needed to protect this species. Apte et al. (2020) also argue that the impacts of climate change, particularly erratic rainfall, pose an indirect risk to this species. This Lesser Florican is a monsoon breeder. It changes its breeding sites depending on the monsoon conditions, making conservation challenging. Climate changes and unpredictable rainfall in several areas of its distribution range have resulted in its extinction, or irregular presence in typically frequented sites.

Barau’s petrel (Pterodroma baraui) is an endangered tropical seabird (Pinet et al., 2011). The Barau’s petrel is an endemic species on Reunion Island that has been listed as endangered by IUCN since 2008, and its population is believed to be declining (Dufour et al., 2016). According to Pinet et al. (2009), the extinction of the Barau petrel happened in less than 100 years owing to the unavailability of cat predation control in this species’ temporary breeding colonies. Meanwhile, Le Corre et al. (2002) reported that metropolitan illumination has resulted in large and seasonal light-induced mortality of Barau’s petrel fledglings. According to Le Corre et al. (2002), projections concerning population decrease were erroneous due to a lack of precise data on this species’ life history. One study shows, because the Petrel Barau species is endemic and strongly philopatric the existing Petrel Barau winter habitat may become less suitable in the future (Pinet et al., 2009). According to Legrand et al. (2016), a large number of Barau petals may have difficulties altering their migratory routes and tactics in a fast-changing world (including climate change). Furthermore, most Intergovernmental Panel on Climate Change (IPCC) models predict that appropriate habitat size will be reduced by the end of the twenty-first century.

Then, the winter area’s carrying capacity is diminished, which might lead to increased intra and inter-specific competition for prey. Legrand et al. (2016) undertook one of the first studies to utilise current detection data and habitat modelling to anticipate the long-term impacts of climate change on seabirds (Petrel Barau). Figure 5a depicts how climate change scenarios RCP 2.6, RCP 4.5, and RCP 8.5 forecast a 33%, 19%, and 5% decline in suitable habitat size, respectively. Figure 5b depicts all of the scenarios indicating the westward shift, including RCP 2.6 (5°), RCP 4.5 (7°), RCP 6.0 (11°), and RCP 8.5 (9°). Meanwhile, RCP 4.5, RCP 6.0, and RCP 8.5 forecast a 3°, 5°, and 7° southerly shift, respectively (Figure 5c). Based on the graph in Figure 5c, the most optimistic climatic scenario is (RCP 2.6), which anticipated a 2° northward shift until 2020, followed by stagnation until 2100. Based on this data, Legrand et al. (2016) determined that suitable habitats are expected to decline and move westward and southward by the end of the twenty-first century.
Records suggest that between 1970 and 1983, at least 400 couples of Abbott’s Booby vanished from the reproductive population (Yorkston & Green, 1997). In 1988 this species was listed as threatened, Vulnerable in 1994 & 1996, critically endangered in 2000 and 2004. Then this species came back out of the critical situation from critically endangered to endangered from 2005 to 2019 (BirdLife International, 2021). Christmas Island was the only breeding colony location of Abbott’s Booby until 1991, with an estimated population of 2,500 pairs (Yorkston & Green, 1997). Now, the effective population size for Abbott’s Booby is likewise approximately 2,100 individuals on Christmas Island (Morris-Pocock et al., 2012). Rising sea surface temperatures (due to anthropogenic greenhouse gas emissions), stochastic events (storms and hurricanes), and global warming are all potential threats to Abbott’s boobb (Department of the Environment and Heritage, 2004). This situation likely will cause declination in the population. In addition, climate change, especially rising sea surface temperatures, has reduced marine productivity in Abbott’s Boobies foraging near Christmas Island. As a result, it may be claimed that climate change is already impacting the seabird food chain in the Christmas Frigatebird nesting region (Hennicke & Weimerskirch, 2014).

In 1988, the Far Eastern Curlew (*Numenius madagascariensis*) was listed as lower risk/least concern, lower risk/near threatened in 1994 & 2000, least concern in 2004 to 2009, vulnerable in 2010 & 2012 and endangered in 2015 & 2016 (BirdLife International, 2021). In 1992 and 2008, the Far Eastern Curlew was reported to decline steadily in Australia, at 2.4% each year in Moreton Bay (Wilson et al., 2011). Meanwhile, in Tasmania since
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the 1950s, this species has declined by more than 65% (Reid & Park, 2003). Hunting, pollution, changes in water regimes, disturbances, and the influence of climate change on breeding sites all pose threats to the species (Harding et al., 2007). In Australia, the species was recently classified as endangered under Australian Government law because of its ongoing population reduction due to its breeding grounds. Decreases in the species have been documented from almost every place monitored along the Australian coast, and local extinction is projected in certain areas over the next thirty years (Lilleyman et al., 2016).

Nearly 425,000 Great Knot individuals are currently known to exist (Hansen et al., 2016). However, the research done by Rogers et al. (2006) and Clemens et al. (2016) revealed that the species’ total population in Australia has declined since it was found that this species may have had a greater total population a few decades ago. The same total population loss of 1.8% each year was seen across the continent (Clemens et al., 2016). Since 2015 and 2016, this species has been categorised by the IUCN as an endangered species (Bird Life International, 2021). According to Piersma et al. (2016), survival during the migration and breeding seasons of red knot Calidris canutus piersmai, great knot Calidris tenuirostris, and bar-tailed godwit Limosa lapponica menzbieri began to fall in 2011. According to them, the three species will suffer an annual loss of 20%. By 2012, actual survival for the bar-tailed godwit was as low as 0.71, 0.68 for the great knot, and 0.67 for the red knot. According to Clemens et al. (2016), the reduction in migratory shorebird populations (including the Great Knot) along the East Asian – Australasian Flyway (EAAF) was most probably triggered by factors outside of Australia. There is also a strong relationship between the decrease bird species that use wetlands on the land continent and unsuitable water levels, a hazard that tends to rise with climate change (Finlayson, 2013).

In 1988 Pallas’s Fish Eagle (Haliaeetus leucoryphus) was listed as threatened, Vulnerable in 1994 to 2016, and critically endangered from 2017 and 2018 (BirdLife International, 2021). In addition, several migratory bird species and subspecies have been identified as endangered in China, including Long-Tailed Duck (Clangula hyemalis), Black-Winged Kite (Elanus caerulescus vociferus), Pallas’s Fish Eagle (Haliaeetus leucoryphus), Himalayan Griffon (Gyps himalayensis), Demoiselle Crane (Anthropoides virgo), White-Breasted Waterhen (Amaurornis phoenicus phoenicus), Eurasian Collared Dove (Streptopelia decaocto decaocto, Streptopelia decaocto xanthocycla), Chestnut-Winged Cuckoo (Clamator coromandus), Barn Owl (Tyto alba javanica, Tyto alba stertens), and Light-Vented Bulbul (Pycnonotus sinensis sinensis, Pycnonotus sinensis formosae, Pycnonotus sinensis hainanus) (Wu & Shi, 2016). According to them, the species or subspecies is categorised as endangered as a consequence of climate change, as evidenced by changes in the distribution centre’s latitude and longitude, as well as the southern, northwestern, and eastern boundaries of migrating birds (Wu & Shi, 2016). Pallas’s Fish Eagle populations also reported decreased in Bangladesh, and it is now seldom seen outside of the haors (Sourav et al., 2011).
While field surveys conducted between 2013 and 2016, as well as data from earlier observers in Rajiv Gandhi Orang National Park, India, suggest that Pallas’s Fish-eagle is one of the five endangered species (Chakdar et al., 2019). Comprehensive research was conducted in the Bundelkhand region of India between 2006 and 2010. *Haliaeetus leucoryphus, Ichthyophaga ichthyaetus, Aquila helica, Ictinaetus malayensis, and Aquila chrysaetos* were determined as migratory species to be the rarest in Panna National Park (Gupta & Kanaujia, 2012). Based on a study done by Gupta and Kanaujia (2012), climatic conditions are one of the greatest risks to eagles in the Bundelkhand Province. Extreme temperatures define the Bundelkhand area, with temperatures ranging from mid to over 40ºC in the summer and as low as 1ºC in the winter. As a result, there are documented deaths over the summer. It was also discovered that *Haliaeetus leucoryphus* in Mongolia is small, and there is evidence of decreasing occupancy. The fall in the population of these species might also be attributed to a long-term decline in accessible surface water, which has resulted in lower water levels in many lakes and the drying up of several major rivers drains for *Haliaeetus leucoryphus* in Mongolia (Sternberg, 2008; Sukh, 2011). Long-term climate models suggest that this trend will likely continue, potentially leading to habitat loss for this species in the future (Simonov & Dahmer, 2008).

The Rufous-headed Robin *Larvivora ruficeps* is one of the world’s rarest and least-studied birds. For the first time in many years, no singing males of *Larvivora ruficeps* were recorded at Jiuzhaigou, China, in 2016 (Zhao et al., 2016). Rufous-headed Robin *Luscinia ruficeps* is only known to breed in the Min Shan region of northern Sichuan province and the Qinling Shan range in southern Shaanxi province of China but has not been observed in the latter since 1905. On November 16, 2012, a brown-coloured *Luscinia* was discovered in an urban garden in central Phnom Penh, Cambodia, the second record outside its breeding range (Mahood et al., 2013). There is very little information on this species’ population, although it is likely to exist at very high densities in suitable habitats; nevertheless, a dearth of records implies that it may be relatively limited in distribution and may have a tiny population (Mackinnon, 2001). However, this species was classified as endangered on the IUCN list in 2013 and 2016 and as a migratory bird threatened by climate change (BirdLife International, 2021). No research has been conducted to demonstrate a link between these species and climate change effects. It is most likely owing to the scarcity of data on the population and existence of this species.

CONCLUSION

Migratory birds are particularly vulnerable to environmental changes such as climate change because they are susceptible to ongoing changes that may be adversely correlated. Conservation measures for maintaining the survival of migratory bird populations are crucial as they are key to good ecosystem health (Bauer & Hoye, 2014). Relevant parties
and world leaders need to be more sensitive to climate change that has disrupted the lives of these migratory birds to ensure that they do not become extinct. Based on the literature review results, researchers can conclude that migratory birds are currently stressed by environmental changes, especially climate change that has changed the temperature of the earth’s surface. Therefore, it is important to understand how these migratory bird species adapt to ongoing climate change and its impact on the bird itself.
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ABSTRACT

Neural networks have become increasingly popular for language modelling and within these large and deep models, overfitting, and gradient remains an important problem that heavily influences the model performance. As long short-term memory (LSTM) and bidirectional long short-term memory (BILSTM) individually solve long-term dependencies in sequential data, the combination of both LSTM and BILSTM in hierarchical gives added reliability to minimise the gradient, overfitting, and long learning issues. Hence, this paper presents four different architectures such as the Enhanced Deep Hierarchal LSTM & BILSTM (EDHLB), EDHBL, EDHLL & EDHBB has been developed. The experimental evaluation of a deep hierarchical network with spatial and temporal features selects good results for four different models. The average accuracy of EDHLB is 92.12%, EDHBL is 93.13, EDHLL is 94.14% & EDHBB is 93.19% and the accuracy level obtained for the basic models such as the LSTM, which is 74% and BILSTM, which is 77%. By evaluating all the models, EDHBL performs better than other models, with an average efficiency of 94.14% and a good accuracy rate of 95.7%. Moreover, the accuracy for the collected Tamil emotional dataset, such as happiness, fear, anger, sadness, and neutral emotions indicates 100% accuracy in a cross-fold matrix. Emotions such as disgust show around 80% efficiency. Lastly, boredom shows 75% accuracy. Moreover, the training time and evaluation time utilised by EDHBL is less when compared with the other models. Therefore, the experimental analysis shows EDHBL as superior to the other models on the collected Tamil emotional dataset. When compared with the basic models, it has attained 20% more efficiency.

Keywords: BILSTM, data augmentation, emotional recognition, LSTM
INTRODUCTION
A majority of natural speech processing strategies, such as voice-activated methods and chatbots, call for speech to be considered suggestions. Usually, the basic treatment is to initially transform this speech type into textual content by using Automatic Speech Recognition (ASR) methods and next rub other learning operations or classification followed by the ASR content paper. Convolutional neural network (CNN), in addition to the pre-trained phrase vectors for sentence-level distinction and also accomplish state-of-the-art outcomes on several benchmarks. CNNs are used for text groups, and it has proved similar outcomes towards standard versions as bag full of words, n-grams and their term frequency-inverse document frequency (TF IDF) versions, ConvNets based on the words, and Recurrent Neural Networks (RNN).

Human-computer interactions are used to acquire additional active and personalised as computer systems develop as part of predicting the present mental status of the man speaker, aiding them in distinguishing various contextual meanings of the identical terms. ASR resolves variants in a speech from diverse people using probabilistic acoustic plus words designs, which results in speech transcriptions and makes the speaker impartial. This approach will be acceptable enough for many programs but has an undesired consequence for methods that depend on understanding the planned emotion in the speech to operate properly.

State-of-the-art ASR methods create outputs with good precision but shed a considerable quantity of information that hinted at emotions offered by speech. This specific gap has led Speech-based Emotion Recognition (SER) devices to turn into a location of fascinating exploration for several decades. Speech is among the organic methods for people to convey individual emotions.

The features of Long short-term memory (LSTM) and Bidirectional LSTM (BILSTM) have been investigated in this study for emotional voice recognition using a Tamil emotional information collection and an appropriate clustering technique. Different user-defined classification techniques are used end-to-end to identify data sets using Connectionist temporal classification (CTC). The group in emotional voice recognition and machine learning collaborated for this project. The technique provides a concise overview of RNN and its layers and the function extraction variables used. The dataset array and its specifics were then briefly identified. Finally, the analysis output and results were recorded using five different testing datasets, followed by a hypothesis and analysis compared with the other designs.

MATERIALS AND METHODS
A common SER structure operates on removing options such as spectral characteristics, pitch frequency functions, formant characteristics and effort associated capabilities coming
from speech (Hochreiter & Schmidhuber, 1997; Zhou et al., 2016; Krizhevsky et al., 2012; Graves et al., 2013; Sak et al., 2014). These were observed using a distinction process to forecast a variety of instructional classes of emotion such as Bayesian Network Model (BNM), Hidden Markov Model (HMM), Support Vector Machines (SVM), Gaussian Mixture Model and the Multi Classifier Fusion. In addition, there are several methods utilised in conventional category projects (Liu et al., 2018; Cummins et al., 2017; Mustaqeem & Kwon, 2020; Mannepalli et al., 2016a; Hussain et al., 2020). Studying powerful RNN models and their novelty within the machine learning group is an extremely energetic analysis issue. RNNs resemble LSTMs and are presented as topics for some experiments and alterations during the earlier decade (Huang et al., 2019; Khan et al., 2019; Karim et al., 2019).

This specific evolution has very recently resulted in a novel structure known as Gated Recurrent Unit (GRU), which simplifies the complicated LSTM mobile layout. In addition, the Deep Learning methods used in earlier years have contributed breakthroughs in natural speech understanding (NLU) (Alías et al., 2016; Sastry et al., 2016; Mannepalli et al., 2016b). Nevertheless, the applicability of RNN is minimal based on two factors. First, the CTC technique has become beneficial in positioning among feedback and the resulting labelling that is unfamiliar (Zhang et al., 2016; Kumar et al., 2017; Li et al., 2014; Rao et al., 2018).

For any long-term dependencies in information where the gap involves the pertinent information and the location exactly where it is required is large, and RNNs have minimal consumption (Srivastava et al., 2014; Ioffe & Szegedy, 2015; Park et al., 2019). As a result, a specific criterion in RNN, the LSTM architecture networks, are released. LSTMs are usually created to focus on long-term dependencies on collected datasets. LSTM has proved in many situations to be good at speech identification responsibilities in which the specific recollection of LSTMs cells is utilised to determine longer dependencies. GRUs can also be created for long-range dependencies as it works well with sequential details as do LSTMs (Liu et al., 2014; Rao & Kishore, 2016; Schwarz et al., 2015). Deep Belief Networks (DBN) for emotional speech recognition has displayed a tremendous enhancement above basic designs which do not make use of deep learning, and that implies nonlinear with high order associations, which were much more effective when prepared for emotion speech recognition (Ravanelli et al., 2016; Kishore & Prasad, 2016; Ravanelli et al., 2017). Deep neural network extreme learning machine (DNN ELM) uses utterance level features from segment level chances distributions plus an individual hidden level neural net to recognise utterance amount feelings. However, enhancement of accuracies had been restricted. Bidirectional LSTM designs are meant to instruct the characteristic sequences. They have also accomplished an emotion recognition precision of 62.8% within the interactive emotional dyadic motion capture (IEMOCAP) dataset, a tremendous enhancement across
DNN ELM. CNNs in deep conjunction with LSTMs managed to attain good outcomes within the IEMOCAP dataset. Recently, scientists have already commenced exploring the usage of multimodal functions for emotion recognition.

**Data Augmentation**

In order to procedure information, waveform sound changes to spectrogram and nourishes neural networking to produce output. The standard way to do data augmentation is generally given waveform and other strategies that adjust spectrogram (Park et al., 2019). It presented a spectrogram, which can see it as a picture in which the x-axis is normally the period while the y-axis is considered the frequency. Understandably, it obtains a better training rate as it conveys information transformation among waveform information to spectrogram information and augments spectrogram information. Later SpecAugment for information augmentation were found in speech recognition (Park et al., 2019). There are three standard methods to augment information.

First, Time Warping is a unique factor that will likely be identified and warping to either right or left with a distance chosen from consistent distribution from zero on the moment warp parameter \(W\) of that particular series.

Second, Frequency Masking is where the frequency stations \([f_0, f_0 + f)\) will be masked and \(f\) can be selected using a consistent division by zero on the frequency conceal parameter \(F\), and also \(f_0\) might be selected through \((0, \nu' f)\) wherein \(\nu\) is the number of frequency networks.

Third, Moment Masking with \(t\) consecutive period measures \([t_0, t_0 + t)\) will be masked, and \(t\) can be selected from a consistent division from zero on the moment mask parameter \(T\), and \(t_0\) is selected from \([0, \tau' t)\).

**Feature Extraction**

**Mel Frequency Cepstral Coefficients (MFCCs).** These are a parametric representation of the speech signal, widely used around automated speech recognition, though they have turned out to achieve success for remaining functions too; some of them are speaker identification and emotion recognition (Mannepalli et al., 2016a). It is recognised for being robust to all of the features for virtually any kind of speech activity. A Mel will be a product of measuring recognised frequency or pitch associated with an overall tone. Mapping upon the Mel-scale, which can be an adaptation on the Hertz scale for frequency to the man’s feeling of hearing, MFCCs identify a signal characterisation closer to man’s belief. They are estimated using a Mel scale filtration bank on the Fourier transform associated with a windowed signal. As a result, a Discrete Cosine Transform (DCT) converts the logarithmical spectrum directly into a cepstrum using Equation 1 given as follows:
Mel filtering banks are composed of overlapping triangular screens from the cut of wavelengths based on the middle wavelengths of the two adjacent filters. The air filters have been arranged linearly with spaced middle wavelengths and restored band breadth over the Mel dimensions. The logarithms have the impact of modifying multiplication to the inclusion of addition.

**Spectral Centroid.** The spectral centroid is a degree utilised within electronic signal processing to represent a spectrum. It recommends where the centre of mass on the spectrum is located. Perceptually, it has a strong relationship which gives a feeling of enhancement of a noise. It is used to relate the median on the spectrum, where it represents another statistic, and the gap between them is the same as the real difference between the unweighted median and mean reports. Since each of these tends to be actions of main inclination, the addition of certain circumstances that exhibit some identical behaviour. However, the regular acoustic spectra are randomly distributed, and the two parameters usually provide strong and distinct values. The analysis reveals that the mean will be a greater match compared to the median. It is estimated that since the weighted hostile is estimated with the help of Fourier transform, with the magnitudes of their weights (Equation 2):

$$\text{Centroid} = \frac{\sum_{n=0}^{N-1} f(n) x(n)}{\sum_{n=0}^{N-1} x(n)}$$  \[2\]

Here x(n) belongs to the weighted frequency level or maybe magnitude of bin quantity n, and then f(n) belongs to the middle frequency of that bin.

**Spectral Crest.** The crest element is a variable of any wave function, such as alternating sound or current, which displays good standards’ correlation with the actual value. The crest element signifies precisely how severely the peaks are represented in a waveform. Crest point one specifies the number of peaks, such as immediate current or even a square wave. Greater crest variables suggest peaks, such as audio waves generally, which have higher crest elements. The Crest factor may be the highest amplitude on the waveform split through the RMS benefit of the waveform (Alias et al., 2016). It corresponds to the ratio on the L∞ standard on the L2 norm on the parameters within the waveform (Equation 3):

$$C = \frac{|x_{peak}|}{x_{rms}} = \frac{\|x\|_{\infty}}{\|x\|_2}$$  \[3\]
Spectral Entropy (SEN). It is a distributive type of Shannon’s entropy, and it has the energy spectrum amplitude parts on the time frame sequence required for entropy analysis. It quantifies the spectral intricacy of the EEG signal. Shannon’s Entropy (ShEn) would measure the collection of relational variables that change linearly, together with the logarithm belonging to the number of options. It is also a degree of information spread and is most often accustomed to evaluating the dynamic purchase. SEN is normally acquired by multiplying the strength in every frequency by the logarithm of the very same energy, so the item is multiplied by one. The SEN is provided by Equation 4,

\[
SEN = \sum_{f} p_r \log \left( \frac{1}{p_r} \right)
\]

Spectral Flatness. It is a degree utilised majorly in electronic signal processing to analyse a sound spectrum, and it is measured in decibels. It also provides the means to identify just how to tone such a sound instead of becoming noise-like parameters. The significance of the tonal within this context is within the experience of volume in peaks or maybe a resonant framework on a strength spectrum instead of the dull spectrum associated with white noise. A substantial spectral flatness suggests the spectrum has a comparable quantity of energy in most spectral bands, and this also would seem much like white noise. Therefore, the graph on the spectrum would seem to be at a perfect level and sleek. A reduced spectral flatness suggests that the spectral strength is concentrated in essentially a few of the bands, and this will usually seem like a blend of sine waves. The spectrum would seem sharply spiked. The spectral flatness is estimated by getting a ratio of the geometric norm of the power spectrum through the arithmetic median on the power spectrum (Equation 5), i.e.

\[
Flatness = \frac{\exp \left( \frac{1}{N} \sum_{n=0}^{N-1} \ln x(n) \right)}{\left( \frac{1}{N} \right) \sum_{n=0}^{N-1} \ln x(n)}
\]

Here x(n) belongs to the magnitude of bin quantity n. It is necessary to be aware that when an individual (or more) cleans out a bin will yield a flatness of zero, and therefore the measure is most helpful when receptacles are not null.

Spectral Flux. It is the method for spectral modification among two successive frames. First, the squared distinction between the normalised magnitudes and the spectra on the two successive short-term windows is calculated: the ‘ith’ normalised DFT coefficient in the ‘ith’ frame. Then, the spectral flux will continue to be applied within the following Equation 6:
The histograms represent the mean valuation of spectral flux progression of segments through two classes: i) speech and ii) music. It may be observed that the values of spectral flux are bigger with the speech type. It is anticipated that the local spectral adjustments are more regular using speech data due to the fast conversion with phonemes, and several of them are quasi-periodic. However, others are associated with a loud nature.

**Spectral Skewness.** The level of asymmetry of the frequency division of band energy talks about the spectrum skewness. A skewness worth zero will show that the spectrum band power is equally dispersed earlier and beneath the spectrum centroid frequency. Adverse skewness suggests that much more band power will occur over the centroid. Excellent skewness suggests that much more band power occurs beneath the centroid (Equation 7).

\[
\bar{\mu}_3 = \frac{[\langle X - \mu \rangle^3]}{\langle X - \mu \rangle^3 \langle X - \mu \rangle^2} \quad [7]
\]

Where \( \mu \) represent the mean, the standard deviation as \( \sigma \), the \( \mu_3 \) moment of the third centroid, and \( E \) is the expected operator.

**Spectral Slope.** It is a degree of dependency on the reflectance over the wavelength. Several organic acoustic impulses hold the inclination of a lot less power during the fact and high frequencies, which this particular pitch has and is connected to the dynamics of an audio source of energy. One method is to quantify the use of linear regression on the Fourier magnitude spectrum on the signal. That will create a single amount indicating the incline on the line-of-best-fit from the spectral information. In signal processing, it is a degree of just how efficiently the spectrum of an audio sound tail from towards the high wavelengths, estimated utilising a linear regression (Equation 8).

\[
S = \frac{R_{F_1} - R_{F_0}}{\lambda_1 - \lambda_0} \quad [8]
\]

It is where \( R_{F_1}, R_{F_0} \) gives the reflectance value and filters \( F_0, F_1 \) and \( \lambda_0, \lambda_1 \) as central wavelength.

**Dataset Collection**
Mobile applications are used to monitor psychological speech signals for research and training. Both signals are mono signals with a 44KHz frequency. The data recorded has
been used to achieve the prediction goal. The speech data comes from ten different male and female speakers. Every performer must repeat each expression ten times in various emotions such as anger, disgust, fear, sorrow, happiness, normal and boredom. Female and male speakers claim a sample of 1400 cognitive speech data sets. As it is the concept flow study, these samples were analysed. In addition, learners of skills have taken samples based on sentences. The samples were obtained with co-working spaces staff to assess their feelings throughout the therapy period to obtain the research objective.

A total of 350 samples were collected, and five datasets were made randomly with fifty samples in each dataset with about the same 44KHz that use the same mobile apps. As a result, these five datasets with fifty samples in each dataset were used to try and figure out how faculty members felt about functioning together. Since professional actors gathered the coaching knowledge base, the emotional appraisal database could be identified with great sensitivity and efficiency using Tamil emotional specifics as a base.

**LSTM & BILSTM Network Architecture**

A standard recurrent neural community (RNN) iterates the following formulae from \( t = 1 \) to \( T \) to compute the hidden vector sequence \( h = (h_1, ..., h_T) \) and the paper vector sequence \( y = (y_1, ..., y_T) \) given an input sequence \( x = (x_1, ..., x_T) \) (Equations 9 & 10) (Mustaqeem et al. 2020).

\[
\begin{align*}
    h_t &= H(W_{xh}x_t + W_{hh}h_{t-1} + b_h), \quad \text{[9]} \\
    y_t &= W_{hy}h_t + b_y \quad \text{[10]}
\end{align*}
\]

The \( W \) requirements signify weights matrix multiplication (for example, \( W_{xh} \) is the input hidden weight matrix). At the same time, the \( b \) conditions denote bias vectors (for example, \( b_h \) is the main bias vector \( H \)) and could be the embedded level feature (Chen et al., 2015; Weninger et al., 2015; Erdogan et al., 2015; Eyben et al., 2013; Pascanu et al., 2013).

In most cases, \( H \) is an elementwise program with a hidden layer. It was learned that its Long Short-Term Memory (LSTM) architecture stores information in purpose-built
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*Figure 1. Sequential LSTM layer internal architecture*
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memory cells, which are good to find and exploit for longer range meaning. Figure 1 displays a one-of-a-kind LSTM memory cell. The subsequent recursive method is used to apply [twelve] $H$ to the LSTM version added to this paper (Equations 11-15).

\[
i_t = \sigma (W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i) \tag{11}
\]
\[
f_t = \sigma (W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f) \tag{12}
\]
\[
c_t = f_t c_{t-1} + i_t \tanh (W_{xc}x_t + W_{hc}h_{t-1} + b_c) \tag{13}
\]
\[
o_t = \sigma (W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o) \tag{14}
\]
\[
h_t = o_t \tanh(c_t) \tag{15}
\]

Where $\sigma$ is the logistic sigmoid function, and $i$, $f$, $o$ and $c$ are the forms for the input gate, forget gate, output gate and cell activation in the vectors, are nearly the same measurements as the hidden parameter $h$. Since the weight matrices from modular to gate functions (e.g. $W_{si}$) are diagonal, each gate vector’s component $m$ only takes messages from object $m$, mostly on the cell vector.

Modern RNNs have the disadvantage of being unable to use past meaning. However, there is no excuse not to use potential meaning in speech recognition, where full statements are compiled simultaneously. Bidirectional RNNs (BRNNs) [thirteen] do this by storing data in one direction with two separate hidden rates and then feeding it forward on the same paper sheet. For example, a BRNN evaluates the forward concealed sequence $\tilde{h}_t$, the backward hidden sequence $\hat{h}_t$, and the document variable $y$ by repeating the reversible level from $t = T$ to 1, the forward rate from $t = 1$ to $T$, and afterwards modifying the performance sheet, as shown in Figure 2 (Equations 16-18):

\[\]

![Figure 2. BILSTM layer internal architecture](image_url)
When BRNNs are combined with LSTM, bidirectional LSTM is formed, using a long-range background for both entryways. The use of serious structures, capable of building gradually better level depictions of acoustic knowledge, is a key element of the most recent hybrid approach. Deep RNNs can be created by piling several RNN hidden stages on top of each other, with such a single-level text series that serves as the time step only for the arriving, as shown in Figure 3. Assume that the very same hidden state feature is used in almost all N instances in the memory, \( n = 1 \) to \( N \) and \( t = 1 \) to \( T \) were used to compute the sequence of hidden vectors (Equation 19).

\[
h^0_t = H \left( W_{h_{n-1}h_n} h^n_{t-1} + W_{h_{n}h_{n}} h^n_t + b^n_h \right) \quad [19]
\]

Then we calculate \( h^0 = x \). The \( y_t \), machine output is in Equation 20.

\[
y_t = W_{h_{n}y} h^n_t + b_y \quad [20]
\]

**Proposed Enhanced Deep Hierarchal Architecture**

The dataset includes 1400 utterances delivered by ten male and ten female performers. All of them are intended to express various emotions such as neutral tone, happiness, sadness, anger, boredom, fear and disgust. The input speech data is given to data augmentation, and its value is fixed as 10 so that single data is converted into ten samples. Additionally, this evaluation value takes a long time, and its space occupancy is very high. Therefore, the feature extractions were selected among many spatial features such as Spectral Centroid, Spectral Crest, Spectral Entropy, Spectral Flatness, Spectral Flux, Spectral Skewness, Spectral Slope and Temporal Feature MFCC were utilised to extract the features from augmented data.

Then the data from feature extraction were converted into sequential data and passed into LSTM or BILSTM (where one will be selected–either LSTM or BILSTM). The layers and features were analysed, and then it is passed to the next LSTM layer with the introduction of the dropout layer, where gradient and overfitting of feature extraction can be minimised. Again, the features were analysed in LSTM or BILSTM (where one will be selected) and the layers and will be passed on to a fully connected layer with the addition of a second dropout layer, as shown in Figure 3. Thus, the fully connected layer connects all the nodes and passes the data to the soft matrix and classification layers to classify the types of emotions for the testing data.
Among other spectral features, these features were examined individually and finally concatenated by normalising the features. Then the mean and standard deviations were identified for the entire data samples according to each emotion. Even though augmentation gives a better result of overfitting, the dropout layer is also used to enhance the efficiency of emotional speech recognition. Thus, the overfitting can be reduced at the maximum level. Three dropout layers are used for the analysis dropout. Layer 1 is fixed with 0.5, Layer 2 is 0.6, and Layer 3 is 0.8. The range lies between 0 to 1, and where the standard level for dropout is 0.5, and by increasing the level to 0.8, overfitting will be reduced in the higher range.

The number of units for each LSTM and BILSTM is 250, with a total of 500 units utilised for this design architecture with an initial learning rate of 0.03. For the training optimisation, all three techniques were taken into consideration for better efficiency. From the analysis of Whale Optimization Algorithm (WOA), ADAM, SGDM and RMSPROP with minibatch size as 250, the drop period of learning rate is fixed as two and max epochs is taken as 10, so that WOA optimisation shows better performance more than other techniques. Thus, as shown in Figure 3, all four-design architecture experimented with these parameters for the Tamil emotional dataset. The other properties which were analysed by fixing the values for the audio dataset are follows. The pitch shifting probability is given as 0.5, with the time-shifting probability as 1, the volume control probability as 0.7, the volume gain range is -6 to 6, the time stretch probability as 0.5 and the range lies between 0 to 1, with the noise add probability as 1 and SNR range between -30 to 50.
RESULTS AND DISCUSSION

Enhanced Deep Hierarchical LSTM & LSTM (EDHLL) Architecture

As stated, within the layout flow and with the parameters for the input, emotional speech signals are prepared with the inclusion of spectral features, concatenation, and data augmentation with dropout level. The functionality of the EDHLL designs is examined to attain a conclusion that EDHLL design makes a confusion matrix with ten-fold cross-validation. Since cross folding is arbitrary, each evaluation result exhibits different precision amounts for a different dataset with a mean of five assessments viewed for precision rate.

In the assessment stage, a total of 250 emotional samples were clustered into five datasets, and 50 samples for each dataset were randomly taken in order to analyse the maximum efficiency of this architecture, such that a mean of five dataset accuracy was considered as the overall efficiency for the designed deep learning architecture.

From the five datasets analysis of ten folds cross valuation, an average value was grabbed for every fold and general accuracy, as shown in Figure 4. Thus, Fold four, nine and ten show 97.2% of reliability, Fold five, seven and eight show 93.7% of reliability.

It is shown in Figure 5, where some folds likewise show much better overall accuracy performance with around 80%, and the typical total accuracy rate obtained for the entire five datasets is 92.12%. By examining the private functionality of five datasets, the fourth dataset shows a much better recognition rate of 92.9%.

By studying the time factor, among the five datasets, the time taken for evaluation and classification training were considered and shown in Figure 5. While shooting the mean worth, it is apparent that for the instruction of EDHLL, the requirement was around 0.50 seconds of evaluation time and 4.59 minutes of training time.

By thinking about the unique performance of training and evaluation time as captured in different dataset collections, the time taken in the fourth dataset is less than 0.51 minutes and 4.4 minutes for evaluation and training.

From Figure 6, it can be understood that the accuracy level of all five datasets simulation has been established. As the cross-validation folds are arbitrary, the accuracy amount changes randomly according to the fifth dataset execution. However, in each execution, it lies in the range between 91.15% to 92.9%. Among the simulation of the fifth dataset, the fourth dataset shows greater precision and efficiency rate of 92.9% more than the outcome of another dataset.

Finally, in thinking about the precision amount of each feeling as revealed in Figure 7, it is apparent that for the fourth dataset of Tamil emotional samples, the EDHLL design provides 92.9% effectiveness. However, in the confusion matrix, emotions such as anger and fear give a higher rate of 100%.

Emotions, such as happiness and neutral tone show, 98% accuracy. Also, this model lags in other emotional states. For example, emotions of boredom and disgust lag in the
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Figure 4. EDHLL cross fold output for five datasets

Figure 5. EDHLL evaluation time and training time for five datasets

Figure 6. EDHLL overall accuracy rate for five datasets
EDHLL model. About 72% and 88% of accuracy has been obtained in both states, and it shows the lowest efficiency rate on all emotions. Overall, the accuracy rate is better than DHLL design architecture.

Enhanced Deep Hierarchical LSTM & BILSTM (EDHLB) Architecture

The functionality of the EDHLB designs was examined to attain a conclusion that EDHLB design makes a confusion matrix with ten-fold cross-validation. Since cross folding is arbitrary and each evaluation result exhibits a different precision amount for a different dataset with a mean of five assessments, this was viewed for precision rate. Again, the same five datasets used in the earlier model are used to evaluate the EDHLB design architecture in the assessment stage. Fifty samples for each dataset are randomly taken to analyze the maximum efficiency of this architecture. A mean of five dataset accuracies was considered as the overall efficiency for the designed deep learning architecture.

From the 5-dataset analysis of ten folds cross validation, an average value was grabbed for every fold and general accuracy. Thus, fold ten shows 98.2% of reliability and also fold five, eight and nine shows 96.56% of reliability as shown in Figure 8, where other folds likewise show a better overall performance of accuracy, which stands around 80% to 93% and also the typical total accuracy rate obtained for the entire five dataset is 92.44%. By examining the private functionality of the fifth datasets, the fourth dataset shows a better recognition rate of 93.13%.

Figure 7. Cross fold confusion matrix for EDHLL
Figure 8. EDHLB cross fold output for five datasets

Figure 9. EDHLB evaluation time and training time for five datasets

By studying the time factor, among the five datasets, the time taken for evaluation and classification training were considered and shown in Figure 9. While shooting, the mean worth it is apparent that the instruction of EDHLB requires around 1.05 minutes of evaluation time and 5.14 minutes of training time.

Thinking of the unique performance of training and evaluation time captured in different dataset collection, the time taken for the third dataset is less than 0.55 minutes with 4.18 minutes for evaluation and training.

Figure 10 indicates that the accuracy level of all five-dataset simulations has been established. As the cross-validation folds are arbitrary, the accuracy amount changes randomly according to the dataset in five executions, but it lies between 91.13% to 93.13% in each execution. Thus, among the simulation of the fifth dataset, the fourth dataset shows greater precision and efficiency rate of 93.13% and more than the outcome of another dataset.
Finally, by thinking about the precision amount of each feeling as revealed in Figure 11, it is apparent that for the fourth dataset of Tamil emotional samples, the EDHLB design provides 93.1% effectiveness. In the confusion matrix, emotions such as happiness, anger and fear give a higher rate of 100%, and emotions such as disgust and neutral tone show 98% accuracy.

This model too lags with regard to other emotional states. The emotions of boredom and sadness lag in the EDHLB model, and only 62% and 94% of accuracy have been obtained in both states, and it shows the lowest efficiency rate of all emotions. Overall, the accuracy rate is better than the DHLB design architecture.
Enhanced Deep Hierarchical BILSTM & LSTM (EDHBL) Architecture

The functionality of the EDHBL designs is examined to attain a conclusion that EDHBL design makes a confusion matrix with ten-fold cross-validation. Since cross folding is arbitrary, each evaluation result exhibits different precision amounts for different datasets with a mean of five assessments, which were viewed for precision rate. Again, the same five datasets used in previous models are used to evaluate EDHBL design architecture in the assessment stage. Fifty samples for each dataset were randomly taken to analyse the maximum efficiency of this architecture. A mean of five dataset accuracy was considered the overall efficiency for the designed deep learning architecture.

From the 5-dataset analysis of ten folds cross valuation, an average value was grabbed for every fold for general accuracy. Thus, fold five, eight, nine and ten shows 98.2% of reliability and folds two, three, four and six show 94.26% of reliability as in Figure 12, where some folds likewise show a much better overall performance of accuracy around 80% to 93% and also the typical total mean accuracy rate obtained for entire five datasets is 94.15%. By examining the private functionality of the fifth dataset, the fourth datasets show a much better recognition rate of 95.7%.

In studying the time factor, among the five datasets, the time taken for evaluation and classification training was considered in Figure 13. While shooting, the mean worth it becomes apparent that the instruction of EDHBL requires around 1.38 minutes of evaluation time and 4.32 minutes of training time.

In thinking about the unique performance of training and evaluation time captured in different dataset collections, the time taken for the third dataset is as little as 1.12 minutes and 4.25 minutes for evaluation and training.

From Figure 14, there is evidence that the accuracy level of all five-dataset simulations has been established. As the cross-validation folds are arbitrary, the accuracy amount changes randomly according to the dataset in five executions. In each execution, the range is between 93.41% to 95.7%. For example, among the simulation of the fifth dataset, the fourth dataset shows a greater precision and efficiency rate of 95.7% than the outcome of the other dataset.

Finally, considering the precision amount of each feeling as revealed in Figure 15, it becomes apparent that for the fourth dataset of Tamil emotional samples, EDHBL design provides 93.1% of effectiveness. In the confusion matrix, emotions such as happiness, anger and neutral tone give a higher rate of 100%. Emotions such as fear and sadness show 98% and 94% of accuracy.

Also, this model lags in other emotional states and emotions such as boredom and disgust lag in the EDHBL model, and only 90% & 88% of accuracy is obtained in both states. It shows the lowest efficiency rate of all emotions. Overall, the accuracy rate is better than DHBL design architecture.
Figure 12. EDHLB cross fold output for five datasets

Figure 13. EDHLB evaluation time and training time for five datasets

Figure 14. EDHLB overall accuracy rate for five datasets
Enhanced Deep Hierarchical BILSTM & BILSTM (EDHBB) Architecture

The functionality of EDHBB designs was examined to conclude that EDHBB designs make a confusion matrix with ten-fold cross-validation. Since cross folding is arbitrary, each evaluation result exhibits different precision amounts for different datasets, a mean of five assessments was viewed for precision rate. Again, the same five datasets were used as in the previous model to evaluate EDHBB design architecture in the assessment stage. Fifty samples for each dataset were randomly taken in order to analyse the maximum efficiency of this architecture. A mean of five dataset accuracy was considered as the overall efficiency for the designed deep learning architecture.

From the 5-dataset analysis of ten folds cross valuation, an average value was grabbed for every fold and general accuracy. Thus, fold five and nine show 99.42% reliability and also folds four, seven, eight and ten show 95.4% reliability as shown in Figure 16, where some folds likewise show a better overall performance of accuracy of around 80% to 93% and also the typical total mean accuracy rate obtained for the entire five datasets is 93.19%. By examining the private functionality of the fifth dataset, the fourth dataset shows a better recognition rate of 94%.

In studying the time factor, among the five datasets, the time taken for evaluation and classification training was considered in Figure 17. While shooting, the mean worth, it is apparent that the instruction of EDHBB requires around 2.06 minutes of evaluation time and 5.17 minutes of training time.
In thinking about the unique performance of training and evaluation, the time captured in different dataset collections, the time is taken for the third dataset is as little as 1.04 minutes and 5.01 minutes for evaluation and training.

Figure 18 indicates that the accuracy level of all five-dataset simulations has been established. As the cross-validation, the folds are arbitrary; the accuracy amount changes randomly according to the dataset in 5 executions. In each execution, it lies in the range of 92.56% to 93.98%. Among the simulation of five datasets, the second dataset shows greater precision and efficiency rate of 93.98% more than the outcome of the other datasets.

Finally, thinking about the precision amount of each feeling, as revealed in Figure 19, it is apparent that for the second dataset of Tamil emotional samples, the EDHBB design provides 93.98% effectiveness. In the confusion matrix, emotions such as happiness, anger and fear give a higher rate of 100%. Moreover, emotions such as neutral tone and disgust show 96% and 94% accuracy.
Also, this model lags in other emotional states. Emotions such as boredom and sadness lag in the EDHBL model. Only 78% and 90% of accuracy is obtained in both states and shows the lowest efficiency of all emotions. Overall, the accuracy rate is better than the DHBB design architecture.

Tables 1 and 2 show the overall performance of the complete designs. When comparing the base models of LSTM and BILSTM, EDHBL shows better performance than the other models. The EDHBB achieves comparable performance to EDHBL, and both models give average accuracy of 95.7% and 94% for the collected Tamil emotional database.
When comparing the training time to identify the different emotional classifications for the input of 50 samples, it was learnt that the training time and the evaluation time also varied in each dataset. However, only seconds of variation can be identified. EDHBL shows a lower training time than the other models in the testing phase, and it takes only 4.13 minutes to complete the training. The other models have a lag in time for the training process. The average training time taken by the EDHBL model is 4.32 minutes, where other models take more than 30 seconds slightly to complete the training.

After training, the evaluation time for all models EDHBL lag when compared with the other models. Even though EDHBB shows comparable performance towards EDHLL and EDHBB, it takes additional to evaluate the testing database. The time is reduced by 50% in EDHLL. Around 1.12 minutes were taken to evaluate the database in the EDHBL model with an average time of 1.38 minutes. In contrast, EDHBB took around 1.4 minutes to complete the evaluation, and EDHLB took 0.55 minutes for evaluating the dataset. Though it lags in training time, it shows better results in training time.

### Table 1
**Cross fold accuracy of EDH LL/LB/BL/BB Layers**

<table>
<thead>
<tr>
<th>Fold Accuracy/Methodology</th>
<th>LSTM</th>
<th>BILSTM</th>
<th>EDHLL</th>
<th>EDHLB</th>
<th>EDHBL</th>
<th>EDHBB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fold 1</td>
<td>69.2</td>
<td>71.4</td>
<td>74.3</td>
<td>80</td>
<td>85.7</td>
<td>71.4</td>
</tr>
<tr>
<td>Fold 2</td>
<td>72.1</td>
<td>74.9</td>
<td>91.4</td>
<td>88.6</td>
<td>94.3</td>
<td>97.1</td>
</tr>
<tr>
<td>Fold 3</td>
<td>72.1</td>
<td>74.7</td>
<td>91.4</td>
<td>91.4</td>
<td>91.4</td>
<td>85.7</td>
</tr>
<tr>
<td>Fold 4</td>
<td>75.5</td>
<td>73.8</td>
<td>100</td>
<td>91.4</td>
<td>97.1</td>
<td>97.1</td>
</tr>
<tr>
<td>Fold 5</td>
<td>73.9</td>
<td>79.6</td>
<td>97.1</td>
<td>100</td>
<td>97.1</td>
<td>100</td>
</tr>
<tr>
<td>Fold 6</td>
<td>72.1</td>
<td>74.9</td>
<td>94.3</td>
<td>97.1</td>
<td>97.1</td>
<td>100</td>
</tr>
<tr>
<td>Fold 7</td>
<td>73.9</td>
<td>79.6</td>
<td>94.3</td>
<td>94.3</td>
<td>100</td>
<td>97.1</td>
</tr>
<tr>
<td>Fold 8</td>
<td>75.5</td>
<td>79.2</td>
<td>91.4</td>
<td>100</td>
<td>94.3</td>
<td>97.1</td>
</tr>
<tr>
<td>Fold 9</td>
<td>75.5</td>
<td>76.1</td>
<td>100</td>
<td>91.4</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Fold 10</td>
<td>76.8</td>
<td>79.6</td>
<td>94.8</td>
<td>97.1</td>
<td>100</td>
<td>94.3</td>
</tr>
</tbody>
</table>

### Table 2
**Overall performance of EDH LL/LB/BL/BB Layers**

<table>
<thead>
<tr>
<th>Overall Performance (Among 5 dataset)</th>
<th>LSTM</th>
<th>BILSTM</th>
<th>EDHLL</th>
<th>EDHLB</th>
<th>EDHBL</th>
<th>EDHBB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Accuracy</td>
<td>74</td>
<td>77</td>
<td>92.9</td>
<td>93.13</td>
<td>95.7</td>
<td>94</td>
</tr>
<tr>
<td>Average accuracy</td>
<td>73</td>
<td>76</td>
<td>92.12</td>
<td>92.44</td>
<td>94.1</td>
<td>93.19</td>
</tr>
<tr>
<td>Best Evaluation Time</td>
<td>0.45</td>
<td>0.51</td>
<td>0.47</td>
<td>0.55</td>
<td>1.12</td>
<td>1.4</td>
</tr>
<tr>
<td>Average Evaluation Time</td>
<td>0.56</td>
<td>0.59</td>
<td>0.5</td>
<td>1.05</td>
<td>1.38</td>
<td>2.06</td>
</tr>
<tr>
<td>Best Training Time</td>
<td>4.5</td>
<td>5.11</td>
<td>4.4</td>
<td>4.18</td>
<td>4.13</td>
<td>5.01</td>
</tr>
<tr>
<td>Average Training Time</td>
<td>5.08</td>
<td>5.27</td>
<td>4.59</td>
<td>5.04</td>
<td>4.32</td>
<td>5.17</td>
</tr>
</tbody>
</table>
Most efficiently, Enhanced Deep Hierarchical BILSTM and LSTM give better performance than the basic models of LSTM and BILSTM. For example, when comparing the cross folds from the above table in EDHBL folds 7, 9 and 10, it gives an accuracy rate of 100%, and in EDHBB also folds 5, 6 and 9 yield an accuracy of 100%. However, the EDHBL model takes slightly more time for training and is best in evaluation, whereas other techniques take a few more seconds to complete the evaluation. The results obtained from different models have been generated and presented effectively in this paper. Thus, further design layers can enhance this model and optimise its use with added computation and data.

CONCLUSION

Since the ordinary feedforward neural networks cannot deal with speech information for the maximum accuracy rate, the RNNs were exposed to grab the temporal dependencies of speech information were taken into account. RNNs cannot take care of the extended dependencies of gradient vanishing issues and also with regard to overfitting. Therefore, LSTMs and BILSTM were introduced to overcome the shortcomings of RNNs. In this study, the limitations of gradient vanishing, long term dependencies and overfitting problems have been reduced with an augmented data approach for SER. It improves the recognition accuracy and reduces the limitations when the overall model cost computation and processing time are considered.

In this paper, four new architecture designs were developed to select an efficient sequence for Tamil emotional speech: Enhanced Deep Hierarchal LSTM & BILSTM (EDHLB), Enhanced Deep Hierarchal BILSTM & LSTM (EDHBL), EDHLL and EDHBB. In enhancing the DHLL, DHLB, DHBL, and DHBB models with data augmentation and concatenation of MFCC & Spectral Feature problems such as overfitting, gradient exploding, and long-term dependencies were reduced to the maximum rate. Furthermore, training time and evaluation time were considered for experimental analysis properties such as the average accuracy rate. From the analysis, EDHBL shows better performance when compared to all other modes. The best accuracy rate is approximately 95.7%, with a minimal training time of 4.13 minutes, and the evaluation time of 1.12 minutes was obtained from EDHBL architecture. Therefore, for the collected Tamil emotional database, emotions such as anger, sadness, neutral tone, happiness, and fear show an efficiency rate of 100%. On the other hand, motions such as disgust and boredom still lag in the accuracy rate. Also, the EDHBB model indicates a result of 94%. Hence for the collected Tamil emotional dataset, the EDHBL model was considered to perform better when compared with other models with an average computation of accuracy rate of 94.1%, evaluation time of 1.38 minutes and training time of 4.32 minutes.
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ABSTRACT
Over the years, the world population has been growing exponentially. This population growth affects the number of waste products due to the increased production, which leads to greater environmental impact and other problems. There are different numbers of product end-of-life (EOL) options to handle waste based on product characteristics. This research is designed to develop a methodology to determine the best EOL option for a paper product using the analytical hierarchy process (AHP). AHP is one of the multi-criteria decision analysis (MCDA) methods employed to select the best option by considering the user’s preferences and output of competing EOL options related to different product criteria. A graphical user interface (GUI) called AHP-based software was developed using Microsoft Excel through the programming function of Visual Basic for Applications as a user facilitating tool when conducting the analysis. The case study technique is applied to five different types of paper products to assess the capability of the proposed AHP-based software. Results from the AHP-based software reveal that recycling is the most suitable EOL technique for most paper products compared to other techniques. However, polluted products with ink or food waste and coating may not be suitable for this method. The research assists the users to identify the most sustainable ways to handle paper product waste based on the product condition.
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INTRODUCTION
The increase in the human population indirectly causes the demand for products to continue rising (Jiran et al., 2019).
However, products lifespan is declining to cope with the recent technologies and trends. Rapid production and advanced manufacturing technology to meet consumer demand indirectly affect the environment and produce much solid waste. In addition, unsustainable consumption and production patterns have resulted in increased waste generation over many decades (Vlachokostas et al., 2021). The impact of a high production process can lead to the environmental effect of products through their entire life cycle (Gehin et al., 2008). Solid Waste Management (SWM) is a global problem, particularly in emerging industrial countries, including Malaysia (Badgie et al., 2012). According to the UN, global waste generation is projected to double between 2016 and 2050 (Nation, 2019). Although increased waste generation is indirectly caused by urbanisation and rising living standards (Arikan et al., 2017; Ibrahim et al., 2017) developed countries generate more solid waste than developing countries (Sekhon & Karthigesu, 2017). For example, Malaysia’s waste generation is estimated at 38,000 metric tons per day (Lim, 2018) and is predicted to increase by 3% annually (Badgie et al., 2012).

Due to inadequate suitable technology, manpower, land scarcity and waste facilities in Malaysia (Badgie et al., 2012; Zainu & Songip, 2017), SWM is becoming one of the most critical environmental issues (Kharat et al., 2019) and also requiring a major commitment (Rahman et al., 2020) to deal with the rapid increase in waste generation in line with human population growth (Ibrahim et al., 2017). More than 80% of solid waste is disposed of in landfills and open dumps (Liu et al., 2017; Rahman et al., 2020), while only 20% is recycled (Jereme et al., 2015). The low recycling percentage is due to low cooperation in the recycling activity and solid waste separation at the source (Moh & Manaf, 2017). The Malaysian Recycle Program was first launched in 1993 (Rahman et al., 2020) and then launched second in the 8th Malaysian Plan (2001-2005) by the Government with elements for minimising waste, promoting re-use activities and developing several pilot projects for the recycling program (Zainu & Songip, 2017). The 3R (i.e. reuse, reduce, recycle) campaign is part of this plan and was introduced in 2005 through the National Strategic Plan for Solid Waste Management (Rahman et al., 2020).

The European Union has established a waste management hierarchy as a guideline for waste management, consisting of 5 steps (Commission, 2008), i.e. prevention, reuse, recycle, recovery and disposal. Prevention is the first step and the best option for waste management (Ismail & Hanafiah, 2017), starting with the product before it is converted into waste. Prevention refers to reducing and restricting several hazardous materials and shifting the use to a safer material option (Ongondo et al., 2011). In addition, it may also refer to the reduction of total waste generation as early as during the product fabrication (Ahmadi, 2017; Rahman et al., 2020). Manufacturers are responsible for producing products from environmentally friendly materials and are encouraged to dispose of the products safely and properly (Ismail & Hanafiah, 2017; Rahman et al., 2020). Reuse is the best option
Proposed Methodology for End-of-Life Option

for EOL (Ahmadi, 2017) in which it refers to continuous usage of the product multiple times before it can be disposed of, such as the use of a bio-bag or a recycling bag while shopping, rather than a single-use of plastic bag (Ahmadi, 2017). Reuse can also be applied by selling, donating or repairing the product for it to be used by others, thus extending the product’s life and reducing the generation of waste (T’ing et al., 2020). Recycle is the activity of collecting, separating and processing waste (paper, plastic metal and glass) into a new valuable product (T’ing et al., 2020; Rahman et al., 2020). Disposal at the landfill site is the last option in the waste management hierarchy, and the use should be minimised.

Disposal at the landfill sites continues to be the main option for SWM in Malaysia (Arifin et al., 2021; Ibrahim et al., 2017; Rahman et al., 2020; Samad et al., 2017). Unfortunately, improper SWM sites directly harm biodiversity, contributing to pollution, loss of eco-tourism amenities, loss of aesthetic scenery, and cause explosion hazards (Ahmadi, 2017; Arifin et al., 2021; Badgie et al., 2012). Moreover, numerous illegal dumping sites throughout Malaysia worsens the situation as SWM in Malaysia is driven by profit and economic incentives with low dumping costs while ignoring environmental impacts (Mah et al., 2018). Improper and unsanitary SWM sites, as well as illegal dumpsites, cause visual pollution, which has an indirect impact on the quality of life in the community, as well as the economic, health and wellness of human beings (Ibrahim et al., 2017; Jayaraman et al., 2019; Matsakas et al., 2017; Samad et al., 2017). In addition, incineration or waste-to-energy is a waste-handling technology commonly used in developed countries to dispose of hazardous waste (Kumar & Samadder, 2017). In Malaysia, this technology is used in the islands of Langkawi, Pangkor, Tioman, and Labuan (Rahman et al., 2020) to reduce waste transport costs to the mainland and handle clinical waste only in specific states. However, this technology is still being developed, and the operation is prohibitively expensive (Rahman et al., 2020). Composition is a common EOL option used by Malaysians, but it is still underutilised. Gathered leaves, yard waste, and food waste will be separated by compost microorganisms (Arikan et al., 2017) to improve the structure and pH of the soil and provide nutrients to the soil (Rahman et al., 2020).

A poor SWM system may also contribute to the depletion of natural resources (Rahman et al., 2020). Furthermore, due to the lack of available space for a new landfill site, the landfill cannot be the primary option for product EOL (Arikan et al., 2017; Ibrahim et al., 2017; Randazzo et al., 2018). As a result, an effective SWM system is vital for maintaining the ecosystem and giving other benefits to the community, as well as lowering the waste management cost (Kharat et al., 2019; Rahman et al., 2020). Aside from that, implementing the 3R concept may help improve the SWM system and reduce the total waste generation in Malaysia, paving the way for sustainable SWM (Ahmadi, 2017; Badgie et al., 2012; Jayaraman et al., 2019; Jereme et al., 2015). A sustainable SWM should be environmentally friendly, economically feasible, and socially acceptable (Kharat et al., 2019). Another
advantage of the 3R concept is that it reduces the greenhouse effect, reduces air, water, and land pollution, and increases natural resources. It is consistent with the goal of sustainable SWM, which is to balance the ecological system by recovering more products from waste with less energy usage and more positive environmental impacts (Badgie et al., 2012; Kharat et al., 2019; Sarigiannis et al., 2021). Education and awareness campaigns, particularly at the early age of education, can help to reduce waste generation (Zainu & Songip, 2017). According to a study conducted by T’ing et al. (2020), attitude, facility, and habit contribute to the success of a recycling campaign among Malaysians.

Malaysia is one of the developing countries that is still trying to find the best way to manage and dispose of waste (Sekhon & Karthigesu, 2017). Multi-criteria Decision Analysis (MCDA) has become critical because the problem is currently complex but must be resolved quickly and effectively (Mamat et al., 2018), including to solve SWM problems (Coban et al., 2018). MCDA is a versatile method for determining optimal outcomes (Kumar & Samadder, 2017) that explicitly reflect numerous, multiple priorities while aggregating incomparable value (Coelho et al., 2017), and it can be combined with other tools such as life cycle assessment (LCA) (Vlachokostas et al., 2021). Moreover, compared to other decision-making support systems, it provides more robust decisions (Vlachokostas et al., 2021).

MCDA can be used to recognize among the most preferred options, rank options, short-list a limited number of options for further consideration, or distinguish acceptable options from unacceptable options (Achillas et al., 2013). As a result, it may be useful in assisting the strategy teams in planning and identifying high-value strategic options (Coelho et al., 2017). There are many different types of MCDA procedures, and each method has its characteristics. Some MCDA procedures are better suited for specific situations than others (Coelho et al., 2017). The methods are shown as follows:

- Weighted sum model (WSM)
- Weighted product model (WPM)
- Analytical hierarchy process (AHP)
- Preference ranking organisation method for enrichment evaluation (PROMETHEE)
- Elimination and choice translating reality (ELECTRE)
- Technique for order preference by similarity to ideal solution (TOPSIS)
- Compromise programming (CP)
- Multi-attribute utility theory (MAUT)

AHP is a type of MCDA method proposed by Prof Thomas Saaty in the 1970s (Dos Santos et al., 2019; Qazi et al., 2018) for solving complex and irregular decision-making problems using a hierarchical structure of criteria and alternatives (Abadi et al., 2018). AHP is the most commonly used MCDA technique (Badi et al., 2019; Coelho et al., 2017; Qazi et al., 2018; Vlachokostas et al., 2021) because it is an efficient approach for resolving
A complex problem and is able to assist decision-makers in setting priorities and making the best decision (Qazi et al., 2018). AHP is an approach that evaluates alternatives using pairwise comparisons (Coelho et al., 2017) to determine a result based on the hierarchical relationship between factors, attributes, characteristics, or alternatives in the decision-making environment (Abadi et al., 2018). However, judging pairwise scales is a difficult part (Torkayesh et al., 2021), so it must be done under the supervision of an expert (Qazi et al., 2018). According to Subramanian and Ramanathan (2012), most of the previous AHP studies is an application and case-study basis before the proposed AHP model being used in the real-life problem. AHP-model had used in various problems such as selecting notebook (Abadi et al., 2018), identify solid waste treatment (Badi et al., 2019), an evaluation tool for end-of-life vehicles (Mamat et al., 2018), selection of MSW treatment and disposal technology (Kharat et al., 2019) and many more. AHP-model can be used for decision-making of various life problems from simple with multiple alternatives up to complex criteria and many choices of alternatives.

Several studies on EOL have been conducted in recent years, using various techniques such as AHP (Badi et al., 2019; Ghazalli & Murata, 2011; Mamat et al., 2018), LCA (Ismail & Hanafiah, 2017; Mah et al., 2018; Sarigiannis et al., 2021), MCDA (Achillas et al., 2013; Coelho et al., 2017; Qazi et al., 2018; Schwenk et al., 2012), TOPSIS (Büyüközkan & Gocer, 2017; Yadav et al., 2020), and combining several methods (Coban et al., 2018; Torkayesh et al., 2020). However, most EOL studies in Malaysia focus on vehicle EOL (Ahmed et al., 2016; Mamat et al., 2018; Wong et al., 2018), e-waste (Ismail & Hanafiah, 2017; Jayaraman et al., 2019; Kalana, 2010) and a review of the current state of EOL activity in Malaysia, with several recommendations for successful EOL SWM in Malaysia (Badgie et al., 2012; Ismail & Hanafiah, 2017; Rahman et al., 2020; Zainu & Songip, 2017). Paper product production and consumption are declining, but because their lifespan is short, they have become one of the major components of solid waste generation (Vukoje & Rožić, 2018). It contributes to 7% of Malaysian total waste generation (Manaf et al., 2009; Zainu & Songip, 2017) apart from food, plastic, iron and glass that weighed up to 80% of total waste weight (Badgie et al., 2012; Kathirvale et al., 2004).

There are many different types of paper available, and for a variety of reasons, some of them can be recycled while others cannot. Normally, the EOL option for the paper product is incineration, non-recovery, landfill and boiler ash for industrial paper waste (van Ewijk et al., 2017). Choosing the best EOL option is difficult because there are many options and multiple criteria to consider (Kharat et al., 2019). Several researchers investigated the EOL option for paper products using various methods, but only a few used the MCDA method. Mostly developed methodologies do not consider the material, ecological, economic and social parameters to decide product EOL. Failure to select the best waste EOL option may exacerbate the SWM scenario (Torkayesh et al., 2021). Therefore, the
goal of this research is to develop a graphical user interface (GUI) of the methodology for
determining product paper EOL options using the AHP method while considering resources,
environmental impacts, economic benefit and legislative significance, which are the three
pillars of sustainability (Ahmad et al., 2018; Coelho et al., 2017; Colapinto et al., 2019). These
include both quantitative and qualitative measures. The proposed methodology will also
be validated using a case study of a paper product to demonstrate the capability and
applicability of the GUI in providing end-users with guidelines for paper EOL options.

MATERIAL AND METHOD

Proposed Methodology

The proposed methodology employs the AHP method to determine the best EOL option for
different paper products based on several criteria. Figure 1 shows the proposed methodology
of this study. Firstly, set the goal to achieve, criteria as a boundary or requirement that need
to fulfil and lastly listed the alternative options to be chosen. Next, identify any sub-criteria
that may exist. Finally, draw the structural hierarchy and list all elements (options) and
criteria for comparing all alternatives to mapping the problem. This study’s AHP structure
consists of four criteria: resource, environmental impact, economic value, and legislative
priority, and five options: recycle, remanufacturing, reuse, incineration, and landfill. Table
1 lists the components of the AHP steps.

Figure 1. Flowchart of the proposed methodology of the study
Table 1
*AHP conceptual reference of alternatives selection criteria*

<table>
<thead>
<tr>
<th>Step</th>
<th>Dimension of Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>The vision or mission to do and develop.</td>
</tr>
<tr>
<td>Alternative</td>
<td>The types of vision or mission.</td>
</tr>
<tr>
<td>Criteria</td>
<td>The explanation of reason to choose that alternative.</td>
</tr>
</tbody>
</table>

The following steps are involved the AHP method. The basic steps for conducting AHP are defining the objective into a hierarchical model, determining weights for each criterion, calculating the score of each criterion’s alternatives, and finally calculating each alternative’s overall score (Kumar & Samadder, 2017). AHP fulfils the SWM assessment requirements because, in the waste management context, criterion weights are frequently defined by the researcher’s judgment (Coelho et al., 2017) while ignoring other factors. Since comparing elements in the evaluation is one of the most critical steps in AHP, it has become one of the most common and commonly used decision-making methods (Mamat et al., 2018). The AHP method usually applies numerical analysis to the pairwise comparison matrix in two steps, as stated below:

- **Scoring**: a numerical score on the strength of the preference scale for each option for each criterion is allocated to the predicted consequences of each option.
- **Weighting**: numerical weights are allocated to describe the relative values of a change between the top and bottom of the selected scale for each criterion.

The next step is to determine the pairwise score, which compares alternatives or variables depending on the analysis’s target (Qazi et al., 2018; Randazzo et al., 2018). A pairwise comparison matrix is formed on the basis of the scores given for each of the components as input for the qualitative information. Pairwise comparisons on a scale of 1-9 are shown in Table 2. The decision maker’s correlations are set in reciprocal matrices in pairwise comparison (Ahmadi, 2017). The diagonal elements of the matrix are 1. For example, a basic AHP application involving a number of I alternatives assessed by a total of J criteria can be represented by a comparison matrix of I rows and J columns, where $A_{ij}$ corresponds to the score of the jth criteria for the ith alternative evaluated (Coelho et al., 2017). The value in the proportional ($A_{ji}$) can be calculated using the following formula in Equation 1. For example, the value of $A_{ij}$ is 5, so the value for $A_{ji}$ is $1/5$ based on Equation 1.

$$A_{ij} = \frac{1}{A_{ji}} \quad (1)$$

Then, for each criterion, the priority vector and summation are computed. The Eigenvector ($\lambda_{\text{max}}$) will be calculated using both elements. The maximum Eigenvector is equal to the number of correlations for a consistent reciprocal matrix that can be calculated using Equation 2:
\[ \lambda_{\text{max}} = \sum \text{(priority vector} \times \text{sum of criteria)} \] (2)

The Consistency Index (CI) is a metric of consistency used as a variance or degree of consistency using the formula shown in Equation 3. CI is used to calculate the Consistency Ratio (CR) as CR is a comparison between CI and random consistency index (RI) as tabulated in Table 3. CR can be calculated using Equation 4. It is necessary to determine the CR for which the appropriate value should be less than 10% or else, judgments of pairwise score need to be revised (Saaty, 2008). The accuracy ratio indicates how accurate the user’s judgments are. The CR value will be close to zero if the decisions are close to each other. Option comparison is chosen based on the result of the weight ratio scale of each criterion comparison. The highest result will be the best option compared to other options.

Consistency Index (CI) = \[ \frac{\lambda_{\text{max}} - n}{n - 1} \] (3)

Consistency Ratio (CR) = \[ \frac{\text{Consistency Index (CI)}}{\text{Random Consistency Index (RI)}} \] (4)

Repeat the AHP steps for each different type of product. Next, calculate the adjusted weight criteria (in ratio 1) for each criterion if the value of priority vector of any criterion

Table 2
Evaluation scales of pairwise comparison

<table>
<thead>
<tr>
<th>Intensity of Importance</th>
<th>Definition</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equal Importance</td>
<td>Two activities contribute equally to the objective</td>
</tr>
<tr>
<td>2</td>
<td>Weak or slight</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>Moderate importance</td>
<td>Experience and judgment slightly favor one activity over another</td>
</tr>
<tr>
<td>4</td>
<td>Moderate plus</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>Strong importance</td>
<td>Experience and judgment strongly favor one activity over another</td>
</tr>
<tr>
<td>6</td>
<td>Strong plus</td>
<td>N/A</td>
</tr>
<tr>
<td>7</td>
<td>Very strong or demonstrated importance</td>
<td>An activity is favored very strongly over another; its dominance demonstrated in practice</td>
</tr>
<tr>
<td>8</td>
<td>Very, very strong</td>
<td>N/A</td>
</tr>
<tr>
<td>9</td>
<td>Extreme importance</td>
<td>The evidence favoring one activity over another is of the highest possible order of affirmation</td>
</tr>
</tbody>
</table>

Table 3
Random consistency index (Adopted from Saaty, 2008)

<table>
<thead>
<tr>
<th>Size of matrix (n)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random consistency index (RI)</td>
<td>0</td>
<td>0</td>
<td>0.58</td>
<td>0.90</td>
<td>1.12</td>
<td>1.24</td>
<td>1.32</td>
<td>1.41</td>
<td>1.45</td>
</tr>
</tbody>
</table>
is small, or use the priority vector as the adjusted weight. Lastly, calculate the composite weight of each option by using Equation 5. The final results of the proposed methodology are in the form of a weight ratio preference scale. For example, the result for X is 38%, Y is 49%, and Z is 13%. It indicates that Y weights 3.8 times more preference than Z. Meanwhile, Z has 1.3 times more preferable than X.

\[
\text{Composite weight} = \sum (\text{scale} \times \text{adjusted weight criteria})
\]

(5)

**Graphical User Interface**

A graphical user interface (GUI) is a user interface functionality with electronic devices that visually represent the necessary commands and operating system or software device functions. For this project, GUI was developed using Microsoft Excel that employed a programming function of Visual Basic for Applications (VBA) based on the process of the AHP method. The developed software allows users to use various computational techniques and send the results back to the datasheet. VBA is an adaption of the event-driven programming language in Microsoft Visual Basic. In this research, the user must click on the CALCULATE cell to generate the results for each option developed using the proposed methodology. In addition, AHP-based software was developed to evaluate the EOL options for the paper product that enabled the general public to access all kinds of systems for everyday use, regardless of their experience or knowledge.

The first step in developing the proposed GUI is to define the user and its requirement. The users of the proposed GUI are OEMs, remanufacturers, recyclers or government specialists, as a result of which there will be different inclinations to make a judgment. For example, manufacturers and recyclers may be more interested in optimising the resource and environmental impact as their main criteria when determining EOL products. As for government specialists, they may prefer the legislative priority and economic value as their main criteria.

Next, identify the problem that needs to be solved. Then, list the input, output and processing of the proposed software. Input is the list of source data supplied to the problem. Output is the list of required outcomes from the software. Meanwhile, the processing is the list of actions required to produce the required output. The list of input, processing and output of proposed AHP-based software is presented in Table 4.

After identifying the problem and expected outcome, the outline of the solution is presented, i.e. the developed methodology. As for this research, the steps in the proposed software are computation of pairwise matrix, computation of consistency ratio, and finalising the EOL option. The GUI will visually and numerically display the percentage of components of a particular EOL. Once the user is satisfied with the result, they can save the results by saving the Excel folder.
Algorithm Testing for Correctness

After developing the AHP-based software, the following step is to perform algorithm testing for correctness. The main aim of this phase is the early detection of major logical errors to be easily corrected. Test data must be walked through each step in the algorithm to ensure that the instruction defined in the algorithm does what it is supposed to do. For example, the data used to test the algorithm for calculating the pairwise matrix was a matrix of 4x4. The matrix values are shown in Table 5, with the resulting priority value and CR value in Table 6.

After checking with the developed algorithm, the results were found to match the desired results, as shown above, thus verifying that the algorithm developed is working as desired. The value was used for the main criteria in the program.

Case Study Description

A case study is used to demonstrate the efficacy of the proposed software, which uses the AHP as the optimisation method to find the best EOL option for paper products. It aids in selecting the best EOL option for various types of paper products based on the user’s criteria. The five types of paper products used in this study are offset, coated, newsprint, cardboard, and paperboard. All of this is common paper waste found in Malaysia. The criteria for determining the best EOL for each type of paper product are resource, environmental impact, economic value, and legislative priority. Resources refer to the effects of the EOL alternative on the resource. Products made from scarce resources that are difficult to manufacture can necessitate alternatives to landfilling and incineration to ensure the best use.

Table 4

<table>
<thead>
<tr>
<th>Input</th>
<th>Processing</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Weightage of main criteria</td>
<td>• Computation of pairwise matrix.</td>
<td>• Preferred EOL option for a component.</td>
</tr>
<tr>
<td>(Resource, environmental impact, economic value, legislative priority).</td>
<td>• Computation of consistency ratio (CR).</td>
<td>• Consistency and acceptability of the user’s judgments.</td>
</tr>
<tr>
<td>• Judgments of performance of 5 EOL option within each criteria.</td>
<td>• Computation of global priority of each EOL option for each component of the product.</td>
<td>• Important ratings of EOL options based on their percentage.</td>
</tr>
<tr>
<td></td>
<td>• Computation of the percentage usage of each EOL option based on number of parts.</td>
<td></td>
</tr>
</tbody>
</table>

Table 5

Pre-defined data for testing (Adopted from Saaty, 2008)

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.00</td>
<td>4.00</td>
<td>2.00</td>
</tr>
<tr>
<td>B</td>
<td>0.25</td>
<td>1.00</td>
<td>0.33</td>
</tr>
<tr>
<td>C</td>
<td>0.50</td>
<td>3.00</td>
<td>1.00</td>
</tr>
<tr>
<td>D</td>
<td>0.20</td>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 6

Priorities of pre-defined data

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>47.82%</td>
<td>15.70%</td>
<td>29.62%</td>
<td>6.85%</td>
</tr>
<tr>
<td>CR= 9.21%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4

List of input, processing and output of the proposed AHP-based software
of the resources. The environmental impact factor includes the effect on the environment, whether negative or positive, of human behaviour, commodity production, or operation in the plant. An economic benefit is a monetary indicator of a business person’s benefit from a good or service. There are various waste management solutions available today, but the cost-benefit analysis of those technologies remains a major problem (Sarigiannis et al., 2021). The factor of legislative priority refers to the waste hierarchy framework, as previously stated. Waste should be reduced as early as in the product production process as possible. When a product becomes waste, landfill disposal should be the last alternative after exhausted all solutions such as recycling and minimising. In the meantime, the EOL options in this study are recycling, remanufacturing, reusing, incineration, and landfill.

RESULTS AND DATA ANALYSIS

Proposed Methodology

The proposed methodology was developed by using a computer datasheet in Microsoft Excel. This model consists of 5 layers of Excel worksheets consists of Main Criteria, Factor A Resource, Factor B Environmental Impact, Factor C Economic Value, Factor D Legislative Priority and Composite Weight. The following section will explain the features of the developed software that employed AHP as an optimisation method and the results generated from the developed software.

AHP-based Software

All calculation to determine the suitable option for a paper product that employed AHP analysis was developed using Microsoft Excel. Users are only required to key in the value for each criterion and the EOL option before clicking the CALCULATE button, and the result for the EOL option will appear. In this analysis, the criteria or factors considered are resources, environmental impact, economic value and legislative priority, as shown in Figure 2. Each factor would compute the $\lambda_{\text{max}}$, CI and CR. Figure 3 shows an example of

<table>
<thead>
<tr>
<th>Main Criteria</th>
<th>Resource</th>
<th>Environmental Impact</th>
<th>Economic Value</th>
<th>Legislative Priority</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resource</td>
<td>100</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental Impact</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic Value</td>
<td></td>
<td>100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legislative Priority</td>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td></td>
<td></td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Main criteria
GUI for factor resource. The most suitable option for EOL product paper is illustrated in the composite weight as in Figure 4 in percentages. The highest percentage shows that it is the best solution as compared to other options.

**Results Analysis**

Offset, coated, newsprint, cardboard, and paperboard were chosen as case studies to test the capability of the established methodology in determining the most suitable EOL option. After judging all products, a list of composite weights for all products was generated, as shown in Table 7. The results show that, except for coated paper, the rest of the paper items can be recycled. The recycling option has a composite weight of 36.5% for offset, 35.48% for newsprint, 36.51% for cardboard and 38.38% for paperboard. Meanwhile, incineration has the maximum composite weight for coated paper at 32.68%. It indicates that recycling offset paper is 0.365 times more preferable than reusing. Meanwhile, incineration is 0.3268 times more superior to a landfill for coated paper. For newsprint, recycle weights are 0.3548 times more preferable compared to incineration. When it comes to cardboard, recycling is 0.3651 times more preferable than remanufacturing. Finally, for paperboard, recycling is 0.3838 times more preferable than reusing.
Table 7
Composite weight of paper product

<table>
<thead>
<tr>
<th>No</th>
<th>Product</th>
<th>Recycle</th>
<th>Remanufacture</th>
<th>Reuse</th>
<th>Incinerate</th>
<th>Landfill</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Offset</td>
<td>36.50%</td>
<td>25.97%</td>
<td>29.22%</td>
<td>3.52%</td>
<td>4.78%</td>
</tr>
<tr>
<td>2</td>
<td>Coated</td>
<td>18.46%</td>
<td>8.47%</td>
<td>13.47%</td>
<td>32.68%</td>
<td>26.91%</td>
</tr>
<tr>
<td>3</td>
<td>Newsprint</td>
<td>35.48%</td>
<td>23.01%</td>
<td>13.24%</td>
<td>24.65%</td>
<td>3.62%</td>
</tr>
<tr>
<td>4</td>
<td>Cardboard</td>
<td>36.51%</td>
<td>32.68%</td>
<td>21.31%</td>
<td>5.54%</td>
<td>3.97%</td>
</tr>
<tr>
<td>5</td>
<td>Paperboard</td>
<td>38.38%</td>
<td>20.87%</td>
<td>29.65%</td>
<td>6.72%</td>
<td>4.37%</td>
</tr>
</tbody>
</table>

DISCUSSION

The effective method of EOL for paper products is directly dependent on the relationship of papers and printing inks (Vukoje & Rožić, 2018). According to the findings of the AHP-based software, most forms of paper products can be recycled during the EOL stage. Recycling is the method of storing and processing waste according to its type before producing a new product or reusing it for other purposes in the form of recycled materials or cardboard items (Jereme et al., 2015; Vukoje & Rožić, 2018). However, coated paper is more likely to be incinerated or landfilled because it contains toxic materials that endanger human health and wellbeing (Vukoje & Rožić, 2018). Aside from that, the manufacturer must take extra steps to strip the coating before it can be recycled. Therefore, it will increase the time required to recycle or remanufacture as well increasing the cost that has to be borne by the manufacturer.

Furthermore, if the paper has been covered with polyethylene, the quality of recycling is poor. As a result, it is preferable to be incinerated to provide more energy (Vukoje & Rožić, 2018). Recycling paper waste is a beneficial action (Vukoje & Rožić, 2018) because it reduces the waste capacity for disposal at landfills or incineration, all of which cause pollution (Badgie et al., 2012; Joshi et al., 2017). In addition, the use of recycled materials in the manufacturing industry may minimise the amount of energy and resources required to create a new product (Vukoje & Rožić, 2018), hence lowering the environmental effect on the ecosystem (Badgie et al., 2012; Jereme et al., 2015; Mah et al., 2018). Furthermore, recycling can be a secondary source of revenue for low-income people (Badgie et al., 2012; Rahman et al., 2020). However, recycling activity must be handled properly to prevent any negative consequences for the environment and the staff who handle the operation (Ismail & Hanafiah, 2017; Mahmood et al., 2019; Sekhon & Karthigesu, 2017; Vukoje & Rožić, 2018).

On the other hand, papers that have been contaminated with other products, such as food juice or oil, should be disposed of or incinerated (Saraiva et al., 2016). Landfilling is still the most popular EOL solution in most developing countries, including Malaysia (Kumar & Samadder, 2017), since it can handle almost any form of waste (Badgie et al., 2012; Rahman et al., 2020).
2012; Zainu & Songip, 2017). Inefficient SWM in unsanitary landfills, on the other hand, can lead to other problems and different forms of pollution in the short and long term, in addition to the effects on human health and the environment (Assi et al., 2020; Das et al., 2019; Kumar & Samadder, 2017; Rahman et al., 2020; Zainu & Songip, 2017). Therefore, aside from landfills, incineration has become the most common EOL alternative among Malaysians (Badgie et al., 2012), as it can minimise waste volume by up to tenfold (Badgie et al., 2012). In practice, incineration is one of the most commonly used waste-to-energy technologies when dealing with waste that cannot be recycled (Vukoje & Rožić, 2018), particularly in developed countries (Dong et al., 2018; Kumar & Samadder, 2017), because it has very low operating costs when compared to other technologies (Almanaseer et al., 2020).

However, poor controls in incineration operations result in toxic chemicals such as dioxins being released into the air, soil, and water, which may have an impact on human health and the ecosystem (Randazzo et al., 2018; Sarigiannis et al., 2021; Zainu & Songip, 2017). Nevertheless, the disadvantages of the incineration process such as GHG emissions and environmental harm, can be overcome if the bottom ash is treated properly (Almanaseer et al., 2020). However, composting is more environmentally sustainable than incineration (Arikan et al., 2017). According to Das et al. (2019) and Qazi et al. (2018), composting reduces GHG emissions up to 47% compared to incineration. Furthermore, composting through organic recycling is appropriate for polluted paper products that cannot be recycled conventionally (Vukoje & Rožić, 2018).

Rapid urban global growth leads to change in the human population and, as a result, causing a hike in waste production (Manaf et al., 2009; Samad et al., 2017). Therefore, it is essential to develop a sustainable SWM that creates a ‘closed loop’ waste cycle that focuses on reducing waste in order to conserve natural resources for future generations (Manaf et al., 2009) is needed. Waste generation must be treated and disposed of properly (Torkayesh et al., 2021), and one approach is through waste recycling. Waste recycling in Malaysia seems unsuccessful ( T’ing et al., 2020) within the first two years since it was implemented and is still developing. However, the percentage of waste recycled has risen and has reached the 2019 recycling goal (Rahman et al., 2020). Furthermore, educating the public about environmental consciousness, including proper recycling operation and waste separation at the source, enforcing waste regulations, designing an intelligent mechanism for managing the composition, and receiving support from the private waste management industry all lead to the effective adoption of sustainable SWM in Malaysia (Badgie et al., 2012; Jayaraman et al., 2019; T’ing et al., 2020; Manaf et al., 2009; Sarigiannis et al., 2021). Overall, customers must adjust their attitudes towards waste management at home and adapting it as a new social practice (Jayaraman et al., 2019).
CONCLUSION AND RECOMMENDATION

In conclusion, the aim of the research, which is to develop an effective methodology for MCDA towards finding the best suitable alternative to treat EOL of the paper product, has been accomplished. The developed methodology focuses on evaluating and choosing the EOL options based on their compliance with all applicable criteria and considering the decision-maker’s preferences. The methodology and AHP-based software were successfully developed using Microsoft Excel, and the AHP method is employed as the MCDA method of choice. This methodology had been validated by using a case study technique with various types of paper products. The judgments were delivered as a single decision-maker result, reflecting the OEM because of the easy nature of the product. The findings of the developed methodology indicate that recycling is the most preferred choice for almost all types of paper products due to the type of raw material used to manufacture the product.

However, some other products, especially polluted paper, may only be suitable for other techniques, including incineration. Nevertheless, to enhance the developed methodology, it is proposed that a group of decision-makers analyses the software to provide wider acceptability of decisions based on their preferences, and the outcome of the assessment will be more reliable. Furthermore, the software should be improved by removing values by adding the coding for the delete button to make it more user-friendly. Moreover, certain complex items require more parameters to be analysed, so it is crucial to enhance the coding to provide more than four criteria. Lastly, it can be seen that the major improvements involve the coding in Excel, which indicates that the improvement of GUI was needed to make the GUI easier and more user-friendly.
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ABSTRACT

Duplex stainless steel (DSS) is an important material used for corrosion resistance in various harsh environment plants such as petrochemical, offshore subsea component, and other chemical industries. An approximately equal amount of austenite and ferrite (A/F) ratio grants good mechanical properties and rust protection on. The detrimental intermetallic phase frequently occurs due to an unbalanced A/F ratio caused by the welding’s thermal cycle. Backing gas is commonly applicable in the field combined Gas Tungsten Arc Welding (GTAW) process. However, the use of backing gas to complete a single weld from root to cap joint required huge additional costs for consumables. Maintaining the thermal cycle in the welding parameter and GTAW process with ER2209 filler metal for DSS below 10 mm thick can reduce the backing gas sequence. The research aims to efficiently substitute full backing gas consumption, which meets a desirable quality in terms of corrosion resistance. The effect of backing gas reduction was studied. All specimens were tested by visual Vickers microhardness, metallography, ferrite content measurement, and electrochemical corrosion test. The visual test shows no defects beyond the range of the ASME IX acceptance and criteria. The evaluation comes from the ferrite scope and electrochemical corrosion test. The backing gas on the root weld shows a balance A/F ratio of around 38% ferrite content accepted in various standards. The
backing gas sequence on the root until filler-pass obtained 0.04 mm/year, which is the desirable corrosion resistance and met the requirement of ASTM A932.

Keywords: Backing gas, corrosion resistance, detrimental intermetallic phase, duplex stainless steel, GTAW

INTRODUCTION

Due to their lightweight and long life-cycle, Duplex Stainless Steel is commonly used in oil and gas plants, construction, petrochemical, and others chemical industries. The local microstructure of DSS is heavily influenced by the fabrication process, especially the welding process (Bhattacharya & Singh, 2007; Chen & Yang, 2002). During multipass welding, the microstructure of DSS can transform to the detrimental phase, such as chromium nitride precipitation and secondary austenite formation, leading to significant unbalanced the austenite-to-ferrite (A/F) ratios (Badji et al., 2008; Chan & Tjong, 2014; Liou et al., 2002; Varbai et al., 2019; Zhang et al., 2016). As a result, the DSS acquires a dual microstructure consisting of an approximately equal volume fraction of a-ferrite and g-austenite phases. However, the unequal A/F ratio is frequently encountered due to heat input and reheat cycles, decreasing ductility, toughness, and corrosion resistance (Varbai et al., 2019; Verma & Taiwade, 2017; Wang et al., 2011). Moreover, the DSS may become more prone to stress corrosion cracking in the presence of high temperature, tensile stress, and an aggressive environment (Bhattacharya & Singh, 2007; Verma & Taiwade, 2017).

The A/F ratio is an important factor in the welding of DSS. Several studies have been performed to mitigate the excessive contraction of austenite content in the weld metal. For example, Verma et al. (2017) reported that higher austenite composition was obtained during quenching if the welding filler metal had 2% to 4 % more Ni than the base metal. However, researchers tried to replace the filler metal of Ni-based alloy over ER 2209 due to the fluctuation of Ni-based alloy, which can be ten times more expensive (Lippold et al., 1988; Nana & Cortie, 1993). The effect of mixing 2% nitrogen added 98% argon as backing gas for greater than 10 mm thickness, improving the corrosion resistance (Sales et al., 2016). Furthermore, several authors reported utilising nitrogen in the shielding and backing gas, leading to an increase of the austenite formation and lower chromium nitrides in the weld metal microstructure (Baghdadchi et al., 2020; Betini et al., 2019; Gozarganjani et al., 2021; Liu et al., 2020; Matsunaga et al., 2013; Muthupandi et al., 2005). In contrast, the unbalance A/F transformation still occurred even with mixing a small percentage of nitrogen in argon for shielding gas or backing gas because the solubility and diffusion kinetics of atomic nitrogen in the solid-state is not in the liquid phase. Thus, the solution to obtain the balance A/F phase transformation governed by thermal exposures can control the welding parameters such as the subsequent cooling rate, proper filler metal selection, and maintaining heat input (Varbai et al., 2019). The correct thermal setting of duplex stainless
steel eliminates these detrimental phases. Rapid cooling during the thermal exposures in the temperature range 320 to 955°C provides the maximum resistance to the formation of detrimental phases by subsequent thermal exposures (Geng et al., 2015; Ramkumar et al., 2015).

Although many studies on the detrimental phases such as chromium nitride and austenite precipitation in DSS while welding process has been reported (Baghdadchi et al., 2020; Betini et al., 2019; Gozarganji et al., 2021; Karlsson et al., 1995; Lippold & Kotecki, 2005; Liu et al., 2020; Matsunaga et al., 2013; Muthupandi et al., 2005; Ramirez et al., 2003), not much work has been done to simplify the DSS’s welding method by reducing backing gas consumption. In this research, the authors simplified its method by varying sequences of backing gas. Generally, the backing gas is served from the start to the end of the welding process, requires much shielding gas consumption (Sales et al., 2016). GTAW is one of the most popular technologies for welding DSS because it produces soundness welds that meet service requirements (Chern et al., 2011; Zhang et al., 2016). Soundness weld means the degree of freedom from defects in the weld, which is found by visual inspection of any exposed welding surface. Geng et al. (2015) found E/ER 2209 with different processes for joining similar and dissimilar DSSs shows better corrosion resistance and mechanical properties. Therefore, the research aimed to use the combination of GTAW and the E/ER 2209 for DSS below 10 mm thick. Reducing the backing gas sequence method can optimally and efficiently substitute full backing gas consumption, costing a desirable quality corrosion resistance standard.

In the present work, the influence of each reduction of the backing gas sequence was further investigated. Special attention was given to the influence of the R-F joint and the R joint on the corrosion resistance and ferrite content. The ferrite content was measured by ferrite-scope, while a light microscope analysed the microstructure of its varying joint. Also, the corrosion rate of the varying joint was evaluated by utilising the electrochemical test.

MATERIAL AND METHODS

The base metal studied in this research was the DSS type 2205; according to ASME section II part C and section IX QW/QB-422, the material can be categorised as SA 240 type 2205 UNS No. S31803, P-No = 10H, Group No =1.

Table 1: Chemical composition of the DSS type 2205 and ER2209

<table>
<thead>
<tr>
<th>Type</th>
<th>C</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Si</th>
<th>Cr</th>
<th>Ni</th>
<th>Mo</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>2205</td>
<td>0.02</td>
<td>0.95</td>
<td>0.02</td>
<td>0.01</td>
<td>0.95</td>
<td>22.00</td>
<td>5.00</td>
<td>3.00</td>
<td>0.18</td>
</tr>
<tr>
<td>ER2209</td>
<td>0.013</td>
<td>1.54</td>
<td>0.018</td>
<td>0.007</td>
<td>0.49</td>
<td>22.92</td>
<td>8.61</td>
<td>3.18</td>
<td>0.17</td>
</tr>
</tbody>
</table>
The base metal was machined to 300 mm x 300 mm x 6 mm to form a single V-groove of 60°. The joints were carried out by filler metal of Ø 2.4 mm ER2209. The chemical composition of DSS type 2205 plates and ER2209 were analyzed as given in Table 1.

These specimens were welded using GTAW. The welding was conducted manually on the 1G (flat) welding position with direct current straight polarity and maintained interpass temperature at approximately 150°C. The Ultra-High Purity (UHP) of 99.99% Argon gas served as a shielding gas and backing gas. The backing gas flow path installation of was commenced by sticking aluminium foil and tacked welds, as shown in Figure 1. Once the utilisation sequence of backing gas eliminates each welding layer, it will affect the cooling rate during welding. For example, the R-C joint also accelerates the interpass temperature because backing gas is served to protect the weld pool during welding from the other atom

![Figure 1. Configuration of backing gas flow path](image)

Table 2

<table>
<thead>
<tr>
<th>ID</th>
<th>Weld pass</th>
<th>Weld run</th>
<th>Current (A)</th>
<th>Voltage (V)</th>
<th>Travel speed (mm/min)</th>
<th>Heat input (kJ/mm)</th>
<th>Flow rate (l/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Backing gas</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Shielding gas</td>
</tr>
<tr>
<td>R-C</td>
<td>Root</td>
<td>1</td>
<td>95 - 110</td>
<td>9 - 10</td>
<td>65 - 75</td>
<td>0.9 – 1.0</td>
<td>10 - 15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>110 - 120</td>
<td>11 - 12</td>
<td>75 - 90</td>
<td>0.9 – 1.0</td>
<td>10 - 15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>120 - 130</td>
<td>11 - 12</td>
<td>65 - 75</td>
<td>1.0 – 1.3</td>
<td>10 - 15</td>
</tr>
<tr>
<td>R-F</td>
<td>Root</td>
<td>1</td>
<td>95 - 110</td>
<td>9 - 10</td>
<td>65 - 75</td>
<td>0.9 – 1.0</td>
<td>10 - 15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>110 - 120</td>
<td>11 - 12</td>
<td>75 - 90</td>
<td>0.9 – 1.0</td>
<td>10 - 15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>120 - 130</td>
<td>11 - 12</td>
<td>65 - 75</td>
<td>1.0 – 1.3</td>
<td>-</td>
</tr>
<tr>
<td>R</td>
<td>Root</td>
<td>1</td>
<td>95 - 110</td>
<td>9 - 10</td>
<td>65 - 75</td>
<td>0.9 – 1.0</td>
<td>10 - 15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>110 - 120</td>
<td>11 - 12</td>
<td>75 - 90</td>
<td>0.9 – 1.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>120 - 130</td>
<td>11 - 12</td>
<td>65 - 75</td>
<td>1.0 – 1.3</td>
<td>-</td>
</tr>
</tbody>
</table>
being dissolved and contributes to relieving the specimen’s heat energy during welding.

As shown in Figure 2, the research variable was commenced by the varying sequence of backing gas. First, the R-C joint (root pass – capping) entirely served backing gas. Furthermore, the R-F joint (root pass–fill pass) defined backing gas limited from root pass until fill pass. Lastly, the R joint was only applying backing gas at the root pass. The welding parameter shows in Table 2.

All welds were inspected by non-destructive visual examination by following the criteria of ASME section IX QW-144 and QW-194. The visual inspection equipment was a welding gauge type Cambridge and digital vinier calliper to measure the dimension of weldment profile. Visual was only using a naked eye with a flashlight with minimum 1000 lux light intensity. According to the interpretation and evaluation of visual testing, there was no discontinuity exceeding the applicable code. All specimens were cut and prepared into the cross-section of the welds. Hereinafter, the cross-section degreased in chlorinated solvents abrades with SiC paper 180 grits to removed burrs. After that, the cross-section of welds was ground to 240, 320, 500, 800, 1000, 1500, 2000, and 5000 grit by SiC paper usage. Once grinding was completed, specimens were polished using 0.05 μm sol-gel alumina suspension according to the standard metallographic technique for

![Figure 2. Research flowchart](image-url)
etched conditions. The electrolytic etching was performed by creating a solution of 100 ml H₂O, added 10-gram C₂H₂O₄ (Oxalic Acid). Hereinafter, the cross-section of weld joints was electrised 12 Voltage 3 Ampere using the direct current power supply for detecting detrimental intermetallic phases.

The metallographic examination of crystal structure was executed in the light microscope with 200x magnification. The ferrite content measurement was performed by ferrite scope, which took a sample from the capping layer, filler pass, and root pass of the varying weld joints. The Hardness Vickers (HV) testing with a load of 5 kgf was examined on the cross-section of the weldment, which took 18 of HV’s indentation per the varying joints. The HV’s indentation was taken from Heat Affected Zone (HAZ), Base Metal (BM), and Weld Metal (WM). The corrosion rates of the research experiment were determined in the electrochemical measurement according to ASTM G102, which was performed by three cell electro system at the scanning rate of 1 mV/s with a mixed solution of 5 Liter water and 3.5% HCL. Autolab PGSTAT302N was the instrument being used to conduct linear polarisation. The electrodes include work electrode, which is made from all variants of weldment; reference electrode made from Silver/ Silver Chloride (Ag/AgCl); and counter electrode from Platinum (Pt). According to the ASTM G102 standard (ASTM G102-89(2015)e1, 2015), this research use Faraday’s law to calculate the corrosion rate the form Penetration Rate (CR) in units of (mm/year), as expressed in Equation 1:

\[ CR = K_1 \left( \frac{i_{corr}}{\rho} \right) EW \]  

(1)

Where,
- CR define Corrosion Rate in (mm/year)
- \( i_{corr} \) is density of the corrosion current (µA/cm²)
- \( K_1 = 3.27 \times 10^{-3} \), (mm g/µA cm year)
- \( \rho \) is density of the material in (g/cm³)

Furthermore, EW means equivalent weight or the amount of metal mass that will be oxidised when getting an electric charge of one Faraday. Therefore, EW can be expressed in Equation 2:

\[ EW = \frac{1}{Q} \]  

(2)

The Q value for a material consisting of several elements is calculated based on the formula as shown in Equation 3:

\[ Q = \sum \frac{n_i f_i}{W_i} \]  

(3)

Where,
n is the number of valence electrons of the constituent elements of the metal alloy 
\( f \) is the mass fraction of the constituent elements of the metal alloy 
\( W \) is the atomic weight of the alloying elements 

The metal constituents used to calculate \( Q \) are elements with a mass fraction greater than 1%. Therefore, in accordance with the test results of the DSS type 2205 specimen’s material composition, we only use the element FE to calculate \( Q \).

The calculation of corrosion rate was conducted automatically by NOVA software. The parameters were density of Fe at 7.8 gram/cm\(^3\) and EW valued at 55.84 gram/mol.

The execution of the electrochemical test began with the dimensional measurement of the sample using a vernier calliper and calculated the area, and then connected the instrument to the electrodes. Hereinafter, created the mixing solution and soaked the electrodes in this mixing solution for 55 minutes. Next, measure the potential value using the AVO meter toward the reference electrode. The value indicates the free corrosion potential (\( E_{\text{corr}} \)). Then, they turned on the instrument, adjusted the voltage until the potential metal value was shown 50mV below \( E_{\text{corr}} \). Finally, NOVA software will automatedly calculate the corrosion rate. Repeat all the steps for all variants of a specimen.

**RESULT AND DISCUSSION**

**Effect of Reduction of Backing Gas Sequence on Microstructure**

The etching process is applied to the cross-section of weldments that will emerge from the weld zone. Hereinafter, examination conducts in the light microscope with 200x magnification. The microstructure of the 2205 base metal observed that morphology consists of two phases: the ferrite in dark grey colour and the austenite in white grey, as presented in Figure 3.

According to the Fe-Cr-Ni ternary alloy phase diagrams, the 2205 DSS comprises d-ferrite when cooled from the solidification point to 1200°C. Following a high cooling rate from 1200 to 800°C, austenite (g-phase) is precipitated from the ferrite’s grain boundary (d-phase). The nucleated austenite evolves into flakes and grows as Widmanstatten plates into the d-ferrite grains (Kordatos et al., 2001; Wu et al., 2017). The morphology appearance of 2205 base metal is a clear boundary in the elongated and white-grey austenite distributed into the ferrite matrix. The phase fraction is composed in equal amounts and distributed uniformly along the rolling direction. All of the varying weld joints indicated no influence on the excessive evolution of austenite to ferrite fraction in the base metal during the welding process caused by the reduction of backing gas.

The microstructure of the fusion zone presents the coarser microstructure and columnar grains, as shown in Figure 4. The DSS weld’s epitaxial and competitive ferrite grain growth promotes a coarse and columnar ferrite grain structure (Lippold & Kotecki, 2005). The ferrite phase in Figures 4 (a) and 4(b) is presented in columnar grains. The austenite phase
nucleated at the ferrite grain boundaries and formed a continuous distributed network. A fraction of this newly transformed ferrite is retained upon rapid cooling triggered by full backing gas usage. Thus, the ferrite-to-austenite transformation is incomplete—a smaller austenite fraction results in the R-C weld pass deposit area. Since a portion of the original austenite fraction has transformed and retained as ferrite fraction, the austenite fraction in the R-C weld pass was decreased, as shown in Figures 4(a) and 4(b). However, the high

*Figure 3. Base metal microstructure of weld joints #1 and #2: (a) (b) represent an R-C joint, (c) (d) define an R-F joint, and (e) (f) is an R joint. The ferrite phase is in dark-grey, and austenite is in white-grey*

*Figure 4. Weld microstructure of weld joints #1 and #2: (a) (b) represent an R-C joint, (c) (d) define an R-F joint, and (e) (f) is an R joint. The ferrite phase is in dark grey, and austenite is in white grey*
austenite microstructure obtained in Figures 4(c), 4(d), 4(e), and 4(f) while backing gas sequence being reduced. Due to the effect on the weld thermal cycle, the weld heat input has been shown to have a significant influence on the microstructure. In contrast, high heat input (low cooling rate) prevents excessive ferrite grain growth in these weld regions. The multipass welding simulations in this experiment showed that solid-state reheating of as-welded microstructures would increase austenite fraction in the weld metal. Thus, using reduction of the backing gas sequence shows the lower cooling rate, which is resulted in an increasing austenite fraction in the HAZ because there was more time for nitrogen diffusion during the solid-state ferrite-to-austenite phase transformations (Gozarganji et al., 2021; Kordatos et al., 2001; Varbai et al., 2019).

Effect of Controlling Thermal Cycle on Austenite/ Ferrite Ratio

The emergence of the weld zone due to the etching process will aid to determine the ferrite content measurement spot. The ferrite scope measures six spots per weld joint variation, which spread on the capping, the side weld, and the root. As indicated in the previous microstructure sub-section, the A/F ratio balance in fusion zone microstructures is influenced by the local weld thermal cycle and compositional effects. The weld thermal cycle depends on the cooling rate in the specific transformation temperature range. On the other hand, a good compositional effect relays on the base alloy composition, filler metal composition, and shielding gas composition. Interestingly, Zhang et al. (2016) found that using filler metal ER2209 combined GTAW in the DSS weldment can be an austenite stabiliser, which promotes face-centred cubic structure, resulting in good toughness and pitting resistance. Figure 5 shows the value of ferrite content measurement using the ferrite scope.

![Figure 5. Ferrite content measured in all varying of the weld joint #1 and #2](image_url)
The R-C weld joint obtains the highest ferrite content than other varying weld joints because a higher cooling rate influenced by utilising backing gas will be decreasing the austenite fraction. In Figure 5 can be understood that reducing of backing gas sequence is significantly affected by ferrite fraction. According to ISO 15156-3, the ferrite content in the fusion welded joint should be within the range of 30% to 70% (ISO 15156-3, 2015). Therefore, ferrite content on all varying weld joints is approximately 38% to 45% which means within in range acceptable standard.

**Effect of Cooling Rate on Hardness**

HV's indention has 18 spots per the varying joint with a load of 5 kgf, which spreads the BM, the HAZ, and the WM. Figure 6 presents the microhardness Vickers of weld joint #1 and weld joint #2. Figures 6(a) and 6(b) shows that the microhardness value on the weld metal (WM) of the R-C weld joints is the highest value than of the R-F weld joint and the R weld joint. Varbai et al. (2019) found that the high cooling rate increases the ferrite fraction, which provides a high microhardness value. Due to the utilising of backing gas,

![Figure 6. Microhardness Vickers of (a) weld joint #1; (b) weld joint #2](image)
a high cooling rate was obtained, whereas the R-F weld joint and the R weld joint are slightly lower hardness values upon backing gas sequence being reduced. However, the mechanical property of welded 2205 DSS does not vary considerably for normal heat input (0.3 to 2.0 kJ/mm) or a weld metal of ferrite level between 23% and 53% (Giridharan & Murugan, 2009; Hertzman, 2001; Verma & Taiwade, 2017). Accordingly, heat input being applied is around 0.9 to 1.3 kJ/mm in Table 2, and ferrite level acquired about 38% to 45%. As shown in Figure 6, there is no significant effect on microhardness by reducing the backing gas sequence.

**Electrochemical Corrosion Resistance**

Based on the result of linear polarisation using the Autolab PGSTAT302N and calculated by NOVA software in electrochemical using three cell electrodes, obtains corrosion rate of welded joint with all varying backing gas on the DSS weldment is presented in Table 3.

The highest corrosion resistance value was found in the R-C$_2$ specimen at 0.012 mm/year, while the lowest was found in the R$_1$ specimen at 0.062 mm/year. In Figure 5, the R-C weld joint has about 45% of ferrite level, which indicates the highest value over another varying weld joint. The huge amount of ferrite fraction in weldment contributes to better corrosion resistance toward the DSS weldment. The high cooling rate influenced by the backing gas utilisation lets ferrite fraction grow widely, as shown in the R-C weld joint. Consequently, reducing of backing gas sequence gives a slightly decreasing ferrite level in weldment, as shown in Figure 5. In many industrial applications, a ferrite content of 35% to 65% is recommended for optimum corrosion resistance (Lippold & Kotecki, 2005; ISO 15156-3, 2015; Varol et al., 1992; Verma & Taiwade, 2017). According to ASTM A 923, the maximum acceptable corrosion rate is 10 mdd (ASTM A923-14, 2014). The equivalency of 1 mm/year is 250 mdd which means 10 mdd equal to 0.040 mm/year (Charles, 2013). The average corrosion rate of the R weld joint does not pass the maximum acceptable in ASTM A 923. Despite the corrosion rate of the R weld joint is slightly exceeding the maximum value, its ferrite content is about 38% within the recommended range for optimum corrosion.

<table>
<thead>
<tr>
<th>No</th>
<th>Specimen ID</th>
<th>$E_{corr}$ (mV)</th>
<th>$i_{corr}$ (µA/cm$^2$)</th>
<th>Polarisation resistant (kΩ)</th>
<th>Corrosion Rate (mm/years)</th>
<th>Average Corrosion Rate (mm/years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R - C$_1$</td>
<td>-40.42</td>
<td>3.07</td>
<td>9.02</td>
<td>0.017</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>R - C$_2$</td>
<td>29.24</td>
<td>113.03</td>
<td>99.56</td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>R - F$_1$</td>
<td>-2.23</td>
<td>497.09</td>
<td>7.29</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R - F$_2$</td>
<td>94.13</td>
<td>747.07</td>
<td>36.77</td>
<td>0.034</td>
<td>0.040</td>
</tr>
<tr>
<td>3</td>
<td>R$_1$</td>
<td>154.85</td>
<td>283.64</td>
<td>133.89</td>
<td>0.062</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R$_2$</td>
<td>-194.78</td>
<td>19.17</td>
<td>4.15</td>
<td>0.047</td>
<td>0.054</td>
</tr>
</tbody>
</table>
resistance. The R weld joint can be applied as long as not in an aggressive environment, but further corrosion protection is needed. Additionally, Conradi et al. (2012) stated that the application of DSS 2205 in many aggressive environments, such as a chloride-ion environment, required to spray a thin polymer coating synthesized from 30-nm and 600-nm silica particles dispersed in polyvinyl chloride (PVC), which is improving corrosion resistance. Reducing the backing gas sequence method can substitute full backing gas consumption in the R-F weld joint because it has approximately 40% ferrite level and corrosion rate acquired 0.040 mm/year.

CONCLUSION
In this paper, the reduction of the backing gas sequence in the 2205 DSS weldment was studied. The influence of the thermal cycle due to the reduction of the backing gas sequence will affect the microstructure, microhardness, and corrosion resistance. The effect of various reductions of the backing gas sequence has been investigated for below 10-mm thick. Combining the GTAW process and ER2209 filler metal provides the soundness welds as represented in the microstructure. Even using the R weld joint was not affected the hardness value because the heat input was applied around 0.9 to 1.3 kJ/mm. By controlling heat input will lead to the balance A/F ratio. Ferrite content acquired about 38% to 45%, which is accepted within the various applicable industrial standard. The R weld joint showed slightly improper corrosion resistance and did not pass ASTM A932 acceptance criteria. However, the R-F weld joint’s use improved the sufficient corrosion resistance at 0.04 mm/year, which reached the requirement of ASTM A932. Thus, reducing the backing sequence affects backing gas consumption and costs a desirable quality corrosion resistance with a lower deviation standard.
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ABSTRACT

This work examines the failure rate of the transformer population through the application of the Markov Model (MM) and Health Index (HI). Overall, the condition parameters data extracted from 3,192 oil samples were analysed in this study. The samples were from 370 transformers with the age range between 1 and 25 years. First, both HIs and failure rates of transformers were determined based on the condition parameters data of the oil samples known as Oil Quality Analysis (OQA), Dissolved Gas Analysis (DGA), Furanic Compounds Analysis (FCA) and age. A two-parameter exponential function model was applied to represent the relationship between the HI and failure rate. Once the failure rate state was obtained, the non-linear optimisation was used to determine the transition probability for each age band. Next, the future failure rate of the transformer population was computed through the MM prediction model. The goodness-of-fit test and Mean Absolute Percentage Error (MAPE) were utilised to determine the performance of the predicted failure rate. The current study reveals that the future state of the transformer population and failure rate could...
be predicted through MM based on updated transition probabilities. It is observed that the MAPE between predicted and computed failure rates is 7.3%.

Keywords: Condition parameters data, failure rate, health index, Markov model, transformer

INTRODUCTION

One of the most crucial components in the electrical power network is a transformer. It can be subjected to various types of stresses during its operational lifetime. These events could lead to degradation, whereby without mitigation, it could lead to irreparable damages. As the population of in-service transformers are getting old, much attention should be highlighted to its reliability (CIGRE WG A2.18, 2003; Emsley et al., 2000; Lundgaard et al., 2004). Condition assessment is essential to optimise the transformer lifetime by an active maintenance and replacement strategies.

Most utilities have implemented Condition-based management to evaluate the health of transformers. This approach could increase the efficiency of asset management practices, which subsequently reduces the related costs through advanced analysis that acts as a preventive measure against underlying failures (Jahromi et al., 2009). Health Index (HI) is a concept under condition-based management whereby a single measurable index is proposed to classify the condition of a transformer. HI considers multiple condition parameters data and utilises various criteria to determine the ageing condition of transformers, which may not be assessable through individual measurement techniques. HI is computed through a scoring method whereby the condition parameters data are classified through weighting and ranking approaches. Based on HI, the condition is graded into several categories defined by Naderian et al. (2008).

Apart from HI, the failure rate is also one of the important aspects that can be used to analyse the reliability, which can be used to drive the optimal maintenance planning (Jürgensen et al., 2016a). Conventionally, the failure rate can be used to evaluate the effectiveness of maintenance strategies (Jürgensen, 2018). However, due to the long lifetimes of transformers, in-service failures data are quite difficult to be obtained (Zaidey et al., 2015). Many studies such as the proportional hazard model, Bayesian updating scheme and linear interpolation between different inspections outcomes are proposed to estimate the failures data based on the available information (Brown et al., 2018; Jürgensen et al., 2016a; Lindquist et al., 2005). Among the difficulties for failure rate modelling is the limitation of historical failures record (Jürgensen et al., 2018; Lindquist et al., 2005). One of the unique approaches to determine failure rate can be carried out based on the condition of the assets (Jürgensen, 2016). Currently, the study to predict the failure rate of the transformers is still limited. Other studies by Jürgensen (2016) and Jürgensen et al. (2016b) mainly focus on
single time condition parameters data whereby statistical data-driven approaches are used to model the failure rate. Markov model (MM) has been identified as one of the methods used to predict the failure rate of transformers.

MM is a stochastic model whereby the conditional distribution of future states of the process given present and previous states depends only on the present state (memoryless property) (Chatfield, 1973). In principle, MM is used as a model to predict the performance of assets by identifying discrete conditions through utilisation of transition state probability over multiple discrete time intervals, where $P_{ij}$ is the probability of a failure rate to transit from state $i$ to state $j$ within a certain year of interval (McDonald, 2004; Borovkov, 2003). MM is widely implemented in civil engineering for various applications (Edirisinghe et al., 2015; Setunge & Hasan, 2011; Agrawal et al., 2006; Camahan et al., 1987; Micevski et al., 2002). It is also utilised in electrical equipment such as switchgear and transformers (Hoskins et al., 1999; Hamoud, 2011; Hamoud, 2012). Recently, many studies have been carried out to employ the MM to determine the transition probabilities of the transformer population for condition state prediction (Selva et al., 2018; Yahaya et al., 2017).

In this paper, the estimation of the future failure rate for the transformer population-based on HI is carried out by MM. The contribution of this work is the utilisation of MM and HI to predict the future failure rate of the transformer population. First, the HIs and failure rates are computed. Next, the transition probability is obtained, and subsequently, the failure rate prediction is carried out. Finally, the predicted failure rate is compared with the computed failure rate.

**METHODS**

The model was developed based on oil samples data of 33/11 kV distribution transformers with ages ranging from 1 to 25 years retrieval from one of Malaysia’s utilities (Company A, personal communication, November 13, 2016). Oil Quality Analysis (OQA) parameters used in the current study were AC breakdown voltage, acidity, moisture in oil, colour and interfacial tension. The Dissolved Gas Analysis (DGA) included hydrogen ($H_2$), carbon monoxide ($CO$), carbon dioxide ($CO_2$), methane ($CH_4$), ethane ($C_2H_6$), ethylene ($C_2H_4$) and acetylene ($C_2H_2$). The Furanic Compound Analysis (FCA) consisted of 2-furaldehyde (2FAL), while age was also considered in this case study. The condition parameters data were used to calculate both HI and Individual Failure Rate (IFR). The workflow of this study can be seen in Figure 1.

The HI was computed through the scoring and weighting method utilising the corresponding scales given by Jahromi et al. (2009) and Naderian et al. (2008). Both oil quality and dissolved gasses factors were determined based on Equation 1 (Jahromi et al., 2009; Naderian et al., 2008):
Figure 1. Workflow of the research
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• Retrieval distribution transformer oil samples. (Figure 2)
• Calculate HI based on the scoring and weighting method. (Equation 2)
• Calculate individual failure rate based on relative risk method. (Equation 8)
• Determine average HI/failure rate and arrange according to age.
• Determine the relationship between HI and failure rate. (Equation 9)
• Compute transition probabilities. (Equation 11)
• Apply Markov model algorithm to predict future failure rate. (Equation 13)
• Develop performance condition curve. (Figure 3)
• Analysis of the result using the Chi-Square test. (Equation 16)

End

\[ DGF = OQA = \frac{\sum_{i=1}^{n} S_i \times W_j}{\sum_{i=1}^{n} W_j} \]  \[ [1] \]

where \( W_j \) represents the parameter’s weighting factor, \( n \) represents the number of parameters in each factor, and \( S_i \) represents the parameter’s score. All parameters rating codes were identified based on Jahromi et al. (2009); Naderian et al. (2008). The final HI was determined based on Equation 2 (Yahaya et al., 2017):

\[ HI = \frac{K_{DGA}HIF_{DGA} + K_{OQA}HIF_{OQA} + K_{FCA}HIF_{FCA} + K_{AG}HIF_{AG}}{4K_{DGA} + 4K_{OQA} + 4K_{FCA} + 4K_{AG}} \]  \[ [2] \]

where \( K \) represents the rating assigned to each factor, and \( HIF \) represents each factor’s score.

The failure rate of the individual transformer was determined based on the relative risk method (Jürgensen et al., 2016b). The average failure rate, failure location and confidence level were determined as per Jürgensen et al. (2016b). Based on the condition parameters data of the transformer population, the average condition parameter was computed according to Equation 3 (Jürgensen et al., 2016b):

\[ \theta_{j,N} = \frac{1}{m} \sum_{k=1}^{m} \theta_{j,k} \]  \[ [3] \]
where \( m \) represents the number of transformer population, \( \theta_{j,N} \) represents the average of all obtained values \( \theta_{j,k} \) in each parameter. In this study, all condition parameters data were assumed to correspond to winding failures (Jürgensen et al., 2016b). Therefore, when multiple condition parameters data was associated with winding failures, each parameters’ weighting was required to demonstrate its significance to indicate the condition in one failure location. The assigned scores and weights of all condition parameters data were determined based on Equation 4 (Jahromi et al., 2009; Jürgensen et al., 2016b):

\[
W_{jp} = \frac{C_p}{\sum_{i=1}^{n} C_i}
\]

[4]

where \( C_p \) represents the weight score assigned to each parameter, the 2FAL and age scores were obtained based on Jahromi et al. (2009). Next, the condition parameter factor, \( S_{j,k} \) was identified as either a positive or negative linear function (Jürgensen et al., 2016b). Finally, the positive or negative linear function was determined based on Equations 5 and 6 (Jürgensen et al., 2016b):

\[
S_{j,k} = \frac{1}{\theta_{j,N}} \theta_{j,k}
\]

[5]

\[
S_{j,k} = \frac{\theta_{pc,j} - \theta_{j,k}}{\theta_{pc,j} - \theta_{j,N}}
\]

[6]

where \( \theta_{pc,j} \) is described as a perfect condition or as a new condition. Next, the condition parameter factors of all condition parameters for each of the transformers were computed by Equation 7 (Jürgensen et al., 2016b):

\[
S_{j,k} = W_{jp}^T S_{jp,k}
\]

[7]

Finally, the IFR of the transformer was determined based on Equation 8 (Jürgensen et al., 2016b):

\[
\lambda_{IFR,k} = \lambda_N \sum_{j=1}^{n} (S_{j,k} \rho_j a_i + (1 - \rho_j) a_i)
\]

[8]

where \( \lambda_N \) represents the average failure rate, \( S_{j,k} \) represents the condition parameter factor for each transformer, \( a_i \) represents failure location, and \( \rho_j \) represents the probability of condition parameters.

Once the average HI and failure rate of the individual transformer was obtained, the corresponding relationship was modelled based on a two-parameter exponential function model as shown in Equation 9:

\[
y = ab^x
\]

[9]
where $y$ is the failure rate, $a$ is the initial failure rate, $b$ is the accumulation factor, and $x$ is the HI. Based on Equation 9, the failure rate indicator scales and states were determined with reference to the condition of HI from 100% - 0%, corresponding to very good until very poor as defined by Jahromi et al. (2009); Naderian et al. (2008). The failure rate scales and states used for the MM are shown in Table 1.

<table>
<thead>
<tr>
<th>State</th>
<th>Health Index (%)</th>
<th>Failure Rate (%)</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85 – 100</td>
<td>1.27 – 1.59</td>
<td>Very Good</td>
</tr>
<tr>
<td>2</td>
<td>70 – 84</td>
<td>1.60 – 1.99</td>
<td>Good</td>
</tr>
<tr>
<td>3</td>
<td>50 – 69</td>
<td>2.00 – 2.69</td>
<td>Fair</td>
</tr>
<tr>
<td>4</td>
<td>30 – 49</td>
<td>2.70 – 3.59</td>
<td>Poor</td>
</tr>
<tr>
<td>5</td>
<td>0 – 29</td>
<td>3.60 – 5.60</td>
<td>Very Poor</td>
</tr>
</tbody>
</table>

MM was implemented to predict the future failure rate of the transformer population. Two assumptions were made to simplify the model in this study. Firstly, natural and monotonic distributions were considered for the future failure rate model. Secondly, the probability summation in each of the rows for the MM transition matrix was set to one. In total, five $P_{ij}$ terms were required to formulate the transition matrix of the MM as seen in Equation 10:

$$
P = \begin{bmatrix}
P_{11} & 1 - P_{11} & 0 & 0 & 0 \\
0 & P_{22} & 1 - P_{22} & 0 & 0 \\
0 & 0 & P_{33} & 1 - P_{33} & 0 \\
0 & 0 & 0 & P_{44} & 1 - P_{44} \\
0 & 0 & 0 & 0 & 1 
\end{bmatrix} \tag{10}
$$

The final state, $P_{55}$, was set to 1 to simplify the MM process, assuming that all transformers would reach a deplorable state. As represented in Equation 11, the nonlinear optimisation technique was implemented to determine the transition probabilities matrix, which could minimise the overall difference between computed and predicted failure rates for every age zone (Selva et al., 2018; Yahaya et al., 2017).

$$
\min \sum_{t=1}^{N} |A(t) - B(t, P)| \tag{11}
$$

where $N$ represents the number of years in each zone, $P$ represents the transition probabilities, $P_{11}, P_{22}, P_{33}, P_{44}, A(t)$ represents the computed failure rate at time $t$, and $B(t, P)$ represents the predicted failure rate by MM at time $t$. Next, the prediction of the future failure rate state in a year, $t$ can be represented by Equation 12:

$$
F_t = F_0 \times P^t \tag{12}
$$

where $t$ represents the interval number, $F_0$ represents the initial state, and $P$ represents the transition probability matrix. In this study, the $F_0$ was set as $F_0 = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \end{bmatrix}$ based on the
assumption for an initial state for a newly installed transformer. Finally, the future failure rate of the transformer population at \( n \) year was computed based on Equation 13:

\[
F_{n+1} = F_n \times P \times R^T
\]

[13]

where \( F_{n+1} \) is the next failure rate at the specific interval, \( F_n \) is the current failure rate, and \( R^T \) is the matrix transform of the failure rate state scales where \( R = [1.59 \ 1.99 \ 2.69 \ 3.59 \ 5.60] \) is obtained from Table 1.

RESULTS AND DISCUSSION

The distribution of the number of oil samples between 1 and 25 years is shown in Figure 2. It is observed that the highest and lowest numbers of oil samples are distributed at the age of 14 and 25 years, respectively. The computed failure rate of the transformers according to the zone and age is shown in Table 2. It is found that the failure rate increases with age. Once the transformer population reaches 6 years, the failure rate slightly exceeds the global average failure rate, which is 2%, as reported in Bossi et al. (1983). However, as the age increases from 7 to 13 years, the transformer population failure rate decreases slightly than the global average failure rate. Finally, at the age between 14 and 25 years, the transformer population failure rate once again exceeds the global average failure rate.

Next, based on computed failure rate values, the transition probabilities were determined by minimising the summation of absolute differences between the computed and predicted failure rates for each year based on Equation 11. The computed failure rates for zones 1 and 2 were utilised to determine the transition probability matrix for training and application. For zones 3 to 5, the computed failure rates data were used to verify the

![Figure 2. Distribution of oil sample data versus age](image)
predicted failure rate computed by the MM approach. Based on Equation 11 and Table 2, the transition probability matrix for zone 1 was computed as seen in Equation 14:

\[
P = \begin{bmatrix} 0.9348 & 0.0652 & 0 & 0 & 0 \\ 0 & 0.9900 & 0.0100 & 0 & 0 \\ 0 & 0 & 0.5493 & 0.4507 & 0 \\ 0 & 0 & 0 & 0.9900 & 0.0100 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \quad [14]
\]

Next, the failure rate state probability for years 1 to 5 was determined based on Equation 14 based on the product of the initial state and transition probability matrix. The computational process of failure rate state probability for each year can be seen in Table 3. The last failure rate state probability computed for year 5 from Table 3 was used as the initial state for zone 2. The computed transition probability matrix for zone 2 is shown in Equation 15:

Table 2
*Computed failure rate by ages and zones*

<table>
<thead>
<tr>
<th>Zone</th>
<th>Transformer Age (Year)</th>
<th>Number of Sample</th>
<th>Computed Failure Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>40</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>84</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>80</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>79</td>
<td>1.80</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>101</td>
<td>1.70</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>112</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>140</td>
<td>1.93</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>139</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>164</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>182</td>
<td>1.80</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>171</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>217</td>
<td>1.92</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td>217</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>227</td>
<td>2.04</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>220</td>
<td>2.01</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>212</td>
<td>2.07</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>177</td>
<td>2.18</td>
</tr>
<tr>
<td>4</td>
<td>18</td>
<td>155</td>
<td>2.47</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>146</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>107</td>
<td>2.51</td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>85</td>
<td>2.43</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>60</td>
<td>2.92</td>
</tr>
<tr>
<td>5</td>
<td>23</td>
<td>44</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>21</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>12</td>
<td>2.59</td>
</tr>
</tbody>
</table>
Table 3
*Failure rate state for years 1 to 5*

<table>
<thead>
<tr>
<th>Year</th>
<th>MM Process</th>
<th>Failure Rate State Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$F_0 \times P^1$</td>
<td>[0.9348, 0.0652, 0.0000, 0.0000, 0.0000]</td>
</tr>
<tr>
<td>2</td>
<td>$F_0 \times P^2$</td>
<td>[0.8739, 0.1254, 0.0007, 0.0000, 0.0000]</td>
</tr>
<tr>
<td>3</td>
<td>$F_0 \times P^3$</td>
<td>[0.8170, 0.1811, 0.0016, 0.0003, 0.0000]</td>
</tr>
<tr>
<td>4</td>
<td>$F_0 \times P^4$</td>
<td>[0.7637, 0.2326, 0.0027, 0.0000, 0.0003]</td>
</tr>
<tr>
<td>5</td>
<td>$F_0 \times P^5$</td>
<td>[0.7139, 0.2800, 0.0038, 0.0012, 0.0010]</td>
</tr>
</tbody>
</table>

The computed transition probability matrix for zone 2 was used to calculate the failure rate state probability for years 6 to 10 as in Table 4.

Table 4
*Failure rate state for years 6 to 10*

<table>
<thead>
<tr>
<th>Year</th>
<th>MM Process</th>
<th>Failure Rate State Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>$F_0 \times P^6$</td>
<td>[0.5365, 0.4546, 0.0066, 0.0006, 0.0016]</td>
</tr>
<tr>
<td>7</td>
<td>$F_0 \times P^7$</td>
<td>[0.4032, 0.5834, 0.0111, 0.0004, 0.0020]</td>
</tr>
<tr>
<td>8</td>
<td>$F_0 \times P^8$</td>
<td>[0.3030, 0.6778, 0.0168, 0.0003, 0.0021]</td>
</tr>
<tr>
<td>9</td>
<td>$F_0 \times P^9$</td>
<td>[0.2277, 0.7463, 0.0234, 0.0003, 0.0023]</td>
</tr>
<tr>
<td>10</td>
<td>$F_0 \times P^{10}$</td>
<td>[0.1711, 0.7954, 0.0306, 0.0004, 0.0025]</td>
</tr>
</tbody>
</table>

These steps were repeated to determine the future failure rate state probability for zones 3 to 5, where the last failure rate state probability from the previous zone was used as the initial state for the next zone. The initial state for zones 1 to 8 are shown in Table 5.

Table 5
*Initial state for zone 1 to 8*

<table>
<thead>
<tr>
<th>Zone</th>
<th>Initial State</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.7139</td>
</tr>
<tr>
<td>3</td>
<td>0.1711</td>
</tr>
<tr>
<td>4</td>
<td>0.1627</td>
</tr>
<tr>
<td>5</td>
<td>0.0000</td>
</tr>
<tr>
<td>6</td>
<td>0.0000</td>
</tr>
<tr>
<td>7</td>
<td>0.0000</td>
</tr>
<tr>
<td>8</td>
<td>0.0000</td>
</tr>
</tbody>
</table>
Figure 3 shows the predicted failure rate computed by MM based on Equation 13 and Table 2 within 40 years. Most of the predicted failure rates are quite close to the computed failure rates, as illustrated in Table 2. The predicted failure rates exhibit slight differences from computed failure rates at 6, 23, 24 and 25 years. The predicted failure rate of the transformer population is quite low during the first 13 years of service, and it is lower than the global average failure rate, which is 2%. The predicted failure rate of the transformer population begins to exceed the global average failure rate at the age of 14 years and remains high until 40 years. Based on the prediction, the high increment failure rate occurs at 23 to 40 years.

The Chi-squared test based on Equation 16 was used to evaluate the goodness-of-fit between the predicted and computed failure rates:

$$X^2 = \sum_{i=1}^{k} \frac{(R_i - E_i)^2}{E_i}$$ \[16\]

where $k$ represents the observation number, $E_i$ represents the computed value at $i$ year, $R_i$ represents the predicted value of the $i$ year and $X^2$ represents a Chi-squared distribution coefficient with $k - 1$ degree of freedom. The coefficient $X^2$ is 0.79 where it is lower than the significance value at the region of 0.05 with 24 degrees of freedom which is 36.42 based on the Chi-Square distribution table (Onchiri, 2013). This result indicates that there is no significant difference between the predicted and computed failure rates.

Mean absolute percentage error (MAPE) was used to calculate the difference between computed and predicted failure rates according to Equation 17:

$$MAPE (\%) = \frac{\sum_{t=1}^{25} \left( \frac{|Y_t - X_t|}{|Y_t|} \times 100 \right)}{25}$$ \[17\]
Failure Rate Estimation for TX Based on HI through MM Approach

where \( Y_t \) represents the computed failure rates, \( X_t \) represents the predicted failure rates, and \( t \) represents the age of the transformer. The MAPE and accuracy level are tabulated in Table 6. The absolute errors between computed and predicted failure rates for each zone are shown in Figure 4. It is found that the highest and lowest percentage of errors in zone 1 is at the age of 4 and 5 years, respectively. For zone 2, the highest and lowest percentage of errors are between 6 and 9 years. The highest and lowest percentage of errors in zone 3 is at 13 and 15 years, respectively. Zone 4 has the highest and lowest percentage of errors at the age of 19 and 20 years. Finally, the highest and lowest percentage of errors in zone 5 is 23 and 22 years. A significant difference in the percentage of errors between computed and predicted failure rates are observed at the age of 23 to 25 years due to the low distribution of oil samples data used in failure rates computation for this zone.

<table>
<thead>
<tr>
<th>Zone</th>
<th>MAPE (%)</th>
<th>Level of accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zone 1 – 5</td>
<td>7.27</td>
<td>92.73</td>
</tr>
<tr>
<td>Zone 3 - 5</td>
<td>8.91</td>
<td>91.09</td>
</tr>
</tbody>
</table>

Table 6
Mean absolute percentage error and accuracy level for failure rate

Figure 4. Absolute error between computed and predicted failure rates for each of the zones

CONCLUSION

It is found that the MM can be utilised to predict future failure rates based on HI. The majority of the predicted failure rates are quite close to the computed failure rates, with an accuracy level of 91.10%. Notwithstanding, higher discrepancies between the computed and predicted failure rates in Zone 5 are observed due to insufficient oil samples data to compute the failure rates in the respective zone. Based on the MM prediction, the failure rate of the transformer population increases as the transformer’s age increases, and it begins
to exceed the global average failure rates at 14 years. Overall, MM can be considered a viable approach to predict transformer failure rates, and it can be used as an alternative option to determine the forecasted failure data.
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ABSTRACT
The dense activity of aircraft at the airport leads to a strong mobilisation of transportation, generating noise. Meanwhile, increased aviation mobilisation has the potential to produce Pb metal since the utilisation of landscape plants is an effort to reduce noise and Pb. Therefore, this study aims to determine the ability of three species of landscape plants to absorb noise and Pb at Adisucipto airport, Yogyakarta in Indonesia. The study was conducted from August 2019 to September 2020, and the survey and the laboratory method were used with nested design data analysis followed by the Tukey HSD 5% test. The results showed that fan pine had a higher ability to absorb noise. On the contrary, croton had a higher ability to absorb Pb metal.

Keywords: Absorbers, airport, landscape plants, noise, Pb metal, reducer

INTRODUCTION
An airport is an area with certain boundaries used to land and takes off aeroplanes (Setiawan et al., 2013; Sumathi & Parthasarathi, 2018). The dense activity of aircraft at the airport results in the high mobilisation of transportation, which can trigger noise, a form of environmental pollution (noise pollution) that can disturb comfort and damage human hearing (Clark et al., 2013). The noise level is influenced by the frequency of flights and jet aircraft engines. It causes disturbance to airport workers (ground handling) and residents outside the area with a 1-5 km radius.

Furthermore, the noise level can disturb the surrounding residential areas (Herawati,
2016), negatively impact human health and environmental comfort. This effect is determined by ear sensitivity and sound pressure level (SPL). Continuous noise results in heart disease, physical and mental fatigue, and hearing loss (Black et al., 2007). In addition, an increase in the number of flight frequencies also has the potential to produce pollutants that are released into the air polluting the environment. They come from aircraft fuel, in-plane air controllers (AC), and air fresheners in aircraft. Avtur and kerosene as aircraft fuel produce carbon dioxide (CO₂), methane (CHₓ), NOₓ, CO, and SO₂ emissions, and contrails (pollutant materials that effectively absorb heat and have an impact on global warming). In addition, chlorofluorocarbon (CFC) in air conditioning, air freshener in aircraft, and NOₓ damages the ozone layer in the stratosphere (Ashford et al., 2011). Furthermore, pollutants have a negative impact on human health (Corbitt, 2004; Andersen et al., 2011), and one of the efforts to minimise the number is by creating a noise barrier using landscape plants.

Apart from functioning as greenery and beauty, these plants are used as a noise barrier and function as a living filter. It reduces pollution levels by absorbing, detoxifying, accumulating, and or regulating metabolism in the air. Therefore, air quality can be increased by releasing oxygen (Shannigrahi et al., 2010), and the ability of plants to reduce noise is seen from the texture of the leaves and plant growth (plant canopy density). The broad, coarse leaf texture and dense leaf are the most effective plant characteristics in reducing noise. Plants have the ability to absorb and accumulate pollutants and capture lead particles and other pollutants released by public transportation through their leaves (Hendrasarie, 2007). According to Koeppe and Miller (1970), the ability to absorb pollutants is strongly influenced by the surface conditions of plant leaves. Plants with hair (pubescent) or rough surfaces (wrinkles) have a higher ability to absorb pollutants than those with smoother and flatter surfaces. Similarly, Megia et al. (2015) reported that the ability of plant leaves to absorb pollutants is influenced by morphological characteristics, such as leaf size and shape, the presence of hair on the surface, and texture.

**MATERIALS AND METHODS**

**Time, Location, and Sample Collection**

The study was conducted from August 2019 to April 2020 at Adisucipto Airport, Yogyakarta Special Region, Indonesia (Figure 1). Furthermore, analysis of samples was conducted at the Yogyakarta Agricultural Technology Research Center Laboratory, the Plant Production Management Laboratory, Faculty of Agriculture, and the Plant Structure and Development Laboratory, Faculty of Biology, Gadjah Mada University using survey methods and laboratory analysis. The selected plants used had the highest dominance based on the results of pre-observations. Initial observations showed that the dominant plant species were fan pine (*Platycladus Orientalis*), red shoots (*Syzygium myrtifolium*), and croton (*Codiaeum variegatum*).
Analytical Method

The results of preliminary observations showed that the Adisucipto airport landscape area was divided into three zones, namely 1) the difference in the distance between the observation zone and the sound source was 0.5 km located in the airport park area of terminal A, 2) the difference in the distance between the observation zone and the sound source was 1 km located in the terminal area B, and 3) the difference in distance between the observation zone and the sound was 1.5 km located in the airport parking area. These three zones showed that the environmental design used was a nested type. In each zone, there were three species of landscape plants to be studied, namely *P. Orientalis* (fan pine), *S. myrtifolium* (red shoot), and *C. variegatum* (croton). The number of samples was four stands per species/zone as replicates in blocks. The study was conducted with a survey method and divided into ten stages of activity, namely: 1) planning, 2) licensing, 3) sample organisation, 4) field preparation, 5) observation and data collection, 6) sampling, 7) sample
testing in the laboratory, 8) data analysis, 9) data interpretation, and 10) preparation of research reports.

**Noise Measurement**

Two points measured noise measurement. The first point was outside the canopy (A1), and the second was inside (A2) (Figure 3). This noise measurement was conducted because the area of the airport environment was very heterogeneous. Thus, to find out that plants reduced the noise, the total decibels outside the canopy should be subtracted by the total decibels inside the canopy. This measurement was conducted eight times on 12 experimental plant sample points.

Noise measurement in the area was consistent with KEP-48 / MENLH / 11/1996, a 10-minute measurement of every five seconds reading with the sound level meter’s minimum and maximum decibel values. The measurement of the noise level was divided into several time intervals, including morning: 07.00-10.59 WIT, afternoon: 11.00-14.59 WIT, and night : 15.00-18.00 WIT. (noted : WIT = West Indonesia Time).

**Identification of Pb Metal**

The observation of Pb heavy metal analysis was conducted in 3 stages: preparation and sampling, diluents and standard solutions, and preparation for testing and metal analysis in landscape plants. One hundred grams of the sample were taken, put in a clean plastic container and checked for Pb content using Atomic Absorption Spectrophotometry (AAS). The dilution solution for metal was conducted based on SNI 06-6989-.4-2004 standards. The procedure used was nitric acid (HNO₃) plus aqua dest to pH 2. In addition, landscape plant samples were cleaned with running tap water, dried at room temperature. Also, 100 grams of the sample was weighed and dried in an oven at a temperature (50 to 100°C) for three hours. Then, That sample was cooled in a closed desiccator, weighed again as dry weight, and pounded until smooth using a stamper mortar. It was weighed as much as 0.5 g, plus 100 ml of aqua dest and the addition of 5 ml of concentrated nitric acid and deconstruction using hotplate tool until the solution was approximately 20 ml clear. Also, it was filtered using Whatman filter paper, and distilled water was added to the filtrate until the solution became 100 ml. Furthermore, it was read by atomic absorption spectrophotometry with a wavelength and a cathode lamp of Pb 217 nm. Finally, the prepared samples were analysed using Atomic Absorption Spectrophotometry (AAS).

**Pb Metal Absorption**

Pb absorption was carried out by comparing the uptake or total Pb content in plants in the airport area with the home garden. In addition, the ability of plants to absorb Pb was calculated by reduced airport Pb metal with Pb metal in home gardens.
RESULTS AND DISCUSSION

Morphological Characteristics of Plants

Plant observations, including morphological components in several types of landscape, can be seen in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Plant Species</th>
<th>Leaf Shape</th>
<th>Leaf Edge Shape</th>
<th>Leaf Surface</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>P. orientalis</em> (Fan Pine)</td>
<td>needle</td>
<td>flat</td>
<td>coarse</td>
</tr>
<tr>
<td><em>S. myrtifolium</em> (Red Shoot)</td>
<td>oval</td>
<td>flat</td>
<td>smooth and slippery</td>
</tr>
<tr>
<td><em>C. variegatum</em> (Croton)</td>
<td>round wavy</td>
<td>flat</td>
<td>smooth</td>
</tr>
</tbody>
</table>

The results showed that the three landscape plants had different leaf shapes and surfaces, while the edges had the same shape. Furthermore, the leaf arrangement on the stem and angle for each of the three landscape plants were presented in tabular form below.

Table 2

<table>
<thead>
<tr>
<th>Plant Species</th>
<th>Leaf Arrangement</th>
<th>Stem Leaf Arrangement</th>
<th>Corner of the Leaf</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>P. orientalis</em> (Fan Pine)</td>
<td>dichotom</td>
<td>spread</td>
<td>blunt</td>
</tr>
<tr>
<td><em>S. myrtifolium</em> (Red Shoot)</td>
<td>pinnate</td>
<td>spread</td>
<td>flat</td>
</tr>
<tr>
<td><em>C. variegatum</em> (Croton)</td>
<td>curved</td>
<td>spread</td>
<td>pointed</td>
</tr>
</tbody>
</table>

Table 2 showed that *P. orientalis* (fan pine), *S. myrtifolium* (red shoot), and *C. variegatum* (croton) in all zones had the same leaf stem arrangement, which is scattered. This include arrangement of *P. orientalis* (fan pine) was dichotomous, *S. myrtifolium* (red shoot) pinnate, and curved *C. variegatum* (croton). In addition, the leaf angles in *P. orientalis* (fan pine) were blunt, *S. myrtifolium* (red shoot) flat, and *C. variegatum* (croton) had pointed corners.

The measurements of the physical character of landscape plants for each airport zone are presented in Table 3. It indicated that the three landscape plants have different canopy shapes: *P. orientalis* (fan pine), *S. myrtifolium* (red shoot), and *C. variegatum* (croton) with a conical, globular and cylindrical shape, respectively. In addition, Table 3 showed the largest to the smallest area of plant crown projections, namely *P. orientalis* (fan pine), *S. myrtifolium* (red shoot), and *C. variegatum* (croton). The results showed that *P. orientalis* (fan pine) had a larger crown area than *S. myrtifolium* (red shoot) and *C. variegatum* (croton). Therefore *P. orientalis* (fan pine) had a higher average ability to reduce noise than *S. myrtifolium* (red shoot) and *C. variegatum* (croton).
Zone Noise Level

The results of noise level measurements conducted during the study can be seen in Figure 2. Figure 2 showed that the noise level in all zones was different. The level in one and two was higher than in zone three. Therefore, the highest noise occurs in zone one, namely 76.13 db, followed by two 74.45 db and three 73.45 db. It was due to differences in the distance from the sound source to the zone area. The distance from the sound source to zone one was 0.5 km, two was 1 km, and three was 1.5 km. Apart from differences in distance, noise levels are also influenced by other factors, such as a very heterogeneous environment. The noise state was determined by many factors, namely heterogeneous environmental conditions and distance from sound sources. Environmental differences that are very heterogeneous are one of the factors causing noise in the airport area.

Table 3
Observation of canopy shape, canopy projection area, leaf area index, and area of landscape plant canopy at Adisucipto airport

<table>
<thead>
<tr>
<th>Plant Species</th>
<th>Zone</th>
<th>Canopy Shape</th>
<th>Canopy Projection Area (m²)</th>
<th>Leaf Area Index (LAI)</th>
<th>Canopy Area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>P. orientalis</em> (Fan Pine)</td>
<td>1</td>
<td></td>
<td>5652,00</td>
<td>5,63</td>
<td>31792,50</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>conus</td>
<td>4083,57</td>
<td>6,28</td>
<td>25658,43</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>4003,89</td>
<td>5,38</td>
<td>21520,92</td>
</tr>
<tr>
<td><em>S. myrtifolium</em> (Red Shoot)</td>
<td>1</td>
<td></td>
<td>2802,55</td>
<td>5,73</td>
<td>16070,86</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>globular</td>
<td>1814,92</td>
<td>7,25</td>
<td>13158,17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>1739,30</td>
<td>8,18</td>
<td>14227,47</td>
</tr>
<tr>
<td><em>C. variegatum</em> (Croton)</td>
<td>1</td>
<td></td>
<td>1533,20</td>
<td>0,84</td>
<td>1287,35</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>cylinder</td>
<td>1430,88</td>
<td>0,71</td>
<td>1015,92</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>1978,59</td>
<td>0,91</td>
<td>1797,22</td>
</tr>
</tbody>
</table>

Figure 2. Noise levels in all airport zones
Noise Reduction Function

The noise reduction results outside and in the canopy of morning landscape plants (Table 4) showed a significant difference. Variation in zones have a different effect on noise between the outer and inner plant canopy, and the greatest reduction capability was in zone one.

Table 4
The result of noise reduction outside the canopy within the canopy of landscape plants in the morning

<table>
<thead>
<tr>
<th>Plant Species</th>
<th>Average ability (db)</th>
<th>Zone1</th>
<th>Zone2</th>
<th>Zone3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>P. orientalis (Fan Pine)</td>
<td>11.38a</td>
<td>4.29c</td>
<td>3.95c</td>
<td>6.54</td>
<td></td>
</tr>
<tr>
<td>S. myrtifolium (Red Shoot)</td>
<td>6.19b</td>
<td>2.96cde</td>
<td>3.25cde</td>
<td>4.13</td>
<td></td>
</tr>
<tr>
<td>C. variegatum (Croton)</td>
<td>3.36cde</td>
<td>2.61d</td>
<td>2.42e</td>
<td>2.80</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>6.98</td>
<td>3.29</td>
<td>3.21</td>
<td>4.49</td>
<td></td>
</tr>
</tbody>
</table>

Note: Numbers followed by the same letter in the same column or row are not significantly different according to the Tukey HSD test; ns means not significantly different, * at the 5% significance level

The analysis showed that the greatest reduction results to the lowest in the morning were fan pine, red shoots, and croton. The average ability of landscape plants as noise reducers in the morning against the differences outside and inside the canopy was 6.54 db of pine cones, 4.13 db of red shoots, and 2.80 db of croton. The reduction of landscape plants in the three zones was 4.49 db.

Furthermore, the average noise reduction of landscape plants at the difference between the outer and inner canopy noise levels observed during the day are presented in Table 5.

Table 5
The result of noise reduction outside the canopy within the canopy of landscape plants during the day

<table>
<thead>
<tr>
<th>Plant Species</th>
<th>Average ability (db)</th>
<th>Zone1</th>
<th>Zone2</th>
<th>Zone3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>P. orientalis (Fan Pine)</td>
<td>6.17a</td>
<td>3.84bc</td>
<td>4.16b</td>
<td>4.72</td>
<td></td>
</tr>
<tr>
<td>S. myrtifolium (Red Shoot)</td>
<td>4.24b</td>
<td>2.92cd</td>
<td>3.24bcd</td>
<td>3.47</td>
<td></td>
</tr>
<tr>
<td>C. variegatum (Croton)</td>
<td>2.72d</td>
<td>2.46d</td>
<td>2.58d</td>
<td>2.59</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>4.38</td>
<td>3.07</td>
<td>3.33</td>
<td>3.59</td>
<td></td>
</tr>
</tbody>
</table>

Note: Numbers followed by the same letter in the same column or row are not significantly different according to the Tukey HSD test; ns means not significantly different, * at the 5% significance level

Table 5 showed a significant difference in the ability of the three species of landscape plants. In Table 5, it can be concluded that the distance (zone) has a significant effect on the ability of plants to reduce noise. The average ability of landscape plants to reduce noise during the day showed a significant difference. Platycladus orientalis (fan pine) was more
effective at reducing noise than *C. variegatum* (croton) and was not significantly different in *S. myrtifolium* (red shoot).

Table 6
The result of noise reduction outside the canopy within the canopy of landscape plants in the afternoon

<table>
<thead>
<tr>
<th>Plant Species</th>
<th>Average ability (db)</th>
<th>Zone 1</th>
<th>Zone 2</th>
<th>Zone 3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>P. orientalis</em> (Fan Pine)</td>
<td>5.93a</td>
<td>4.12abc</td>
<td>4.01abc</td>
<td>4.69</td>
<td></td>
</tr>
<tr>
<td><em>S. myrtifolium</em> (Red Shoot)</td>
<td>5.11ab</td>
<td>3.20dc</td>
<td>3.15d</td>
<td>3.82</td>
<td></td>
</tr>
<tr>
<td><em>C. variegatum</em> (Croton)</td>
<td>3.62bcd</td>
<td>2.60d</td>
<td>2.57cd</td>
<td>2.93</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>4.88</td>
<td>3.31</td>
<td>3.24</td>
<td>3.81</td>
<td></td>
</tr>
</tbody>
</table>

Note. Numbers followed by the same letter in the same column or row are not significantly different according to the Tukey HSD test; ns means not significantly different, * at the 5% significance level. * Data converted in ancient sine form $\sqrt{\log(10(y)/100}$.

Table 6 above showed that the zones significantly affect the noise reduction results of the three landscape plants in the afternoon, and the highest results are in zone one. *Platycladus orientalis* (fan pine) was a landscape plant with the largest reduction results with a reduction of 5.93 db, while red shoots are 5.11 db and croton 3.62 db. In addition, the noise reduction of *P. orientalis* (fan pine) in zone two was not significantly different from the red shoots and significantly different from the croton, with the value of *P. orientalis* (fan pine) 4.69 db, *S. myrtifolium* (red shoots) 3.82 db, and *C. variegatum* (croton) 2.93 db. In zone three, the results from the three landscape plant species have no significant differences.

The results of noise reduction showed that landscape plants are used as noise absorbers. When sound waves spread into the air, the lower frequencies result in clearer diffraction (Yang et al., 2013). Furthermore, Yang et al. (2013) also explained that this resulted in large and dense plant arrangements with high noise attenuation values. Sound waves propagate through the air and leaves, while the energy causes leaf molecules to resonate. Therefore, *P. orientalis* (fan pine) and *S. myrtifolium* (red shoot) are better at reducing noise than *C. variegatum* (croton). It was because the arrangement of plants, which became a noise barrier, was quite thick. It makes it quite difficult for sound waves to pass through the barrier of the landscape plants. According to Hidayat (2010), plants reduce noise even though they do not eliminate it. It was possible when the planting pattern was with a high density resembling a wall or building barrier.

Price (1988) explained that leaves have an important role in reducing noise. Plants with large number of leaves are better at reducing noise than those with a small number. Maleki and Hosseini (2011) results also showed that plants with leaf thickness are more effective at reducing noise.
The results showed that the *P. orientalis* (fan pine) has the highest ability to reduce noise with a large header. According to Carpenter et al. (1975) explanation, the noise suppression capacity of vegetation was highly dependent on the plant canopy. Fitriyati and Nasrullah (2005) reported that the capacity to reduce noise by vegetation depends on the type, density, and denseness. Putra et al. (2018) stated that trees reduce sound by absorbing waves from leaves, branches, and twigs. The plant species that are most effective at reducing sound have a thick canopy with dark leaves. Plant foliage absorbs up to 95% noise (Putra et al., 2018) and causes the reduction ability of *P. orientalis* (fan pine) better than *S. myrtifolium* (red shoot) and *C. variegatum* (croton) (Table 3).

### Heavy Metal (Pb) Absorption

The content of heavy metal Pb in the three types of landscape plants (Table 7) showed a significant difference. *C. variegatum* (croton) has the highest ability in absorbing Pb metal, and the highest to lowest plants ability to absorb Pb were *C. variegatum* (croton), *S. myrtifolium* (red shoot), and *P. orientalis* (fan pine).

<table>
<thead>
<tr>
<th>Plant Species</th>
<th>Pollutant Pb (ppm)</th>
<th>Zone 1</th>
<th>Zone 2</th>
<th>Zone 3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>P. orientalis</em> (Fan Pine)</td>
<td>5.56f</td>
<td>2.02h</td>
<td>1.70h</td>
<td>3.09</td>
<td></td>
</tr>
<tr>
<td><em>S. myrtifolium</em> (Red Shoot)</td>
<td>17.18c</td>
<td>11.76e</td>
<td>4.30g</td>
<td>11.08</td>
<td></td>
</tr>
<tr>
<td><em>C. variegatum</em> (Croton)</td>
<td>22.35a</td>
<td>19.59b</td>
<td>13.09d</td>
<td>18.34</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>15.03x</td>
<td>11.12y</td>
<td>6.36z</td>
<td>10.84</td>
</tr>
<tr>
<td>Coefisien Variansi (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.48</td>
</tr>
</tbody>
</table>

*Note.* Numbers followed by the same letter in the same column or row are not significantly different according to the Tukey HSD test; ns means not significantly different, * at the significance level of 5%.

The levels of heavy metal Pb in Table 7 above showed that *C. variegatum* (croton) has a higher ability than *S. myrtifolium* (red shoot) and *P. orientalis* (fan pine) in the three zones. The ability of *C. variegatum* (croton) to absorb Pb was because this was a biosorption plant or the ability to reduce heavy metals from water bodies (Kurniawati et al., 2016). In zone one, plants with the highest to low Pb absorption were *C. variegatum* (croton) at 22.35 ppm, *S. myrtifolium* (red shoot) at 17.18 ppm, and *P. orientalis* (fan pine) at 5.56 ppm. In zone two, the highest to lowest adsorptions were also similar to one, namely *C. variegatum* (croton) 19.59 ppm, *S. myrtifolium* (red shoot) 11.76 ppm, and *P. orientalis* (fan pine) 2.02 ppm. In zone three, metal absorption has decreased slightly compared to zones one and two. The highest Pb metal adsorptions of the three species were *C. variegatum* (croton) 13.09 ppm, *S. myrtifolium* (red shoot) 4.30 ppm, and *P. orientalis* (fan pine) 1.70 ppm.
The results of Pb adsorptions by plants in all zones were then compared with the Pb content of those in home gardens (Table 8).

Table 8

<table>
<thead>
<tr>
<th>Plant Species</th>
<th>Pb (ppm)</th>
<th>Airport Area</th>
<th>Home Garden</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>P. orientalis</em> (Fan Pine)</td>
<td>3,09c</td>
<td>1,66</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. myrtifolium</em> (Red Shoot)</td>
<td>11,08b</td>
<td>5,76</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>C. variegatum</em> (Croton)</td>
<td>18,34a</td>
<td>8,85</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Coefisien Variansi (%) = 1,24

Note: Numbers followed by the same letter in the same column or row are not significantly different according to the Tukey HSD test; ns means not significantly different, * at the significance level of 5%

Table 8 above showed that the Pb content of the three landscape plants in the airport area was higher than that of home gardens. It showed that the airport area has a Pb heavy metal content. Plants in the zone area have a high Pb content, with a level of 10.84 ppm. These results showed that the three landscape plants absorb heavy metal contents and can be used as landscape plants to fulfil ecological functions.

Based on the description above, it was explained that the binding of Pb metal varies. *C. variegatum* (croton) was relatively better in accumulating heavy metals in plant leaves, and this ability was different for each vegetation type. Dudka et al. (1996) compared the concentrations of Pb and Cd metals in potato, banana, and wheat crops. The results obtained showed that the concentrations of Pb and Cd were different in plant parts and species. It was consistent with (Fergusson, 1990), where it was reported that many factors influence heavy metal levels in vegetation, including the type of vegetation, the content and availability of these heavy metals in the soil.

DISCUSSION

Plants in the very suitable category have physical characteristics and proper planting following the criteria of gas pollutants adsorbent. Observation showed that the three landscape plants are tolerant and capable of absorbing air pollution and cleaning dirty air more effectively through the tree canopy. In addition, the three landscape plants have great potential to absorb gaseous pollutants since they are expected to be preserved.

Azzahro et al. (2019) reported that a canopy reduces the pollutants released in the environment by diverting wind gusts into a wider atmosphere, and it absorbs pollutants on the surface of the leaves, stems, and twigs. Therefore, the plant selection to increase the ability of green open spaces to absorb pollutants should follow the physical criteria of...
plants that can absorb gaseous pollutants. It includes having a dense canopy and a large number of leaves. Increasing the absorption of gaseous pollutants was conducted by adding a combination of shrubs, bushes, and ground cover crops to each tree. This combination increases the filtering of gaseous pollutants. In the Adisucipto airport area, plants were found to absorb tolerant pollutants.

Landscape plants are one of the most promising solutions to tackle air pollution, reducing noise and absorbing heavy metal particles. Therefore, the planning and selection for urban areas, such as airports, should be conducted since air pollution does not worsen. Apart from functioning as a chemical pollutant absorbent, landscape plants also reduce qualitatively and quantitatively noise (Nugraheni et al., 2018). Furthermore, it was explained that landscape plants as a metal binder or bioaccumulator absorb and accumulate heavy metals in plant parts and reduce noise.

In the previous study related to noise reduction, *P. orientalis* (fan pine) was the plant species with the best ability, followed by *S. myrtifolium* (red shoot) and *C. variegatum* (croton). Meanwhile, from the aspect of its ability to absorb Pb metal pollutants, it was reversed because *C. variegatum* (croton) has the best ability to absorb Pb, followed by *S. myrtifolium* and *P. orientalis* (fan pine). There are at least two kinds of pollutants, namely noise and heavy metals. It includes a combination of several species, namely *P. orientalis* (fan pine), *C. variegatum* (croton), and *S. myrtifolium* (red shoot). The landscape function was perfect in reducing these two pollutants. The composition of the three species needs to be regulated in a balanced proportion considering that each of them has a specific optimal function. Therefore, in arranging the landscape, a mixed crop was the best choice to optimise its function. Besides functioning as a chemical pollutant absorbent, they also reduce qualitatively and quantitatively noise (Martuti, 2013).

This study examined three dominant landscape plants in the Adisucipto area. The selection of the dominant plants was carried out during pre-observation. They were *P. orientalis* (fan pine), *S. myrtifolium* (red shoot), and *C. variegatum* (croton), and the study was conducted in the airport area using the zoning method. The area was divided into three zones of 1, 2 and 3 with a distance of 0.5 km, 2 km, and 1 km from the sound source, respectively.

The average noise level in each zone was different (Figure 2), occurring in zone 1 at 76.13 db, the average noise in zone 2 was 74.45 dB, and the average noise in zone 3 was 73.45 db. These differences indicated that the amount of sound produced by each zone was different. Therefore, the closer to the sound source, the higher the noise level. Furthermore, high pollutants were also due to heterogeneous environmental conditions.

The experimental results showed that zoning the airport area did not affect the scope of human activity. Based on the Minister of Environment Decree No. KEP-48 / MENLH / 11/1996, the noise standard for residential areas was 55 db (State Minister of the
The morphological characteristics of needle-shaped *P. orientalis* (fan pine) leaves (Table 3) had a high noise reduction value. Furthermore, it has a fast photosynthetic rate compared to *S. myrtifolium* (red shoot) and *C. variegatum* (croton). Therefore, needle-shaped plants with a fast photosynthesis rate can be used for effective noise reduction.

The noise condition at zone 1 of the airport was 76.13 db, which was expected to be reduced to 6.54 db. In high noise conditions, zone 1 had high pollutant levels. Therefore, it was necessary to have a proportional composition of planting in the airport landscape area. Therefore, recommendations for the arrangement in the first layer of zone one was *P. orientalis* (fan pine) with a larger proportion. In contrast, the second and third layers were *C. variegatum* (croton) and *S. myrtifolium* (red shoot). The selection of *P. orientalis* (fan pine) in layer one of zone 1 was because the plant absorbs air pollution and does not reach areas outside the airport.

The percentage of plant composition in zone one for *P. orientalis* (fan pine) was 50%. Furthermore, *C. variegatum* (croton) in the second layer with a total percentage of 25% was expected to absorb pollutants where the highest source was in zone 1. The *S. myrtifolium* (red shoot) plant in the third layer with a composition of 25% was expected to be a noise reduction plant. It was because the sound not obstructed by *P. orientalis* (fan pine) can be suppressed. Moreover, the proportional planting of *S. myrtifolium* (red shoot) in layer three should absorb pollutants in areas outside the airport since three species of landscape plants can filter ecologists.
Furthermore, in the second zone, with a noise level of 74.45 dB and high metal pollutants, landscape plants should minimise ecological conditions at the airport. The planting proportion in zone two was *C. variegatum* 50% (croton), *P. orientalis* (fan pine) 30%, and *S. myrtifolium* (red shoot) 20%. *C. variegatum* (croton) on the first layer absorbs pollutants from planes and other airport activities. In the second layer, planting a *P. orientalis* (fan pine) reduces the sound source from planes and other activities. Finally, *S. myrtifolium* (red shoot) with moderate metal reduction and absorption capabilities neutralises the second zoning area in the third layer.

In zone three, the proportions of landscape plants were 40% *S. myrtifolium* (red shoot), 30% *C. variegatum* (croton), and 30% *P. orientalis* (fan pine). In layer one, the arrangement of *S. myrtifolium* (red shoot) plants reduces noise from pressure at sound sources of the airport. In addition, the plant suppresses pollutants from the airport area to the residential zone. *C. variegatum* (croton) was planted in the second layer to expect the pollutant absorption to be more optimal since it does not reach the residential area. Finally, in the third layer, *P. orientalis* (fan pine) was planted at a percentage of 20% since open sound sources can be absorbed to prevent them from reaching the houses in the airport area.

The significance of the urgency in selecting *P. orientalis* (fan pine) plants becomes the input for planting vegetation in the airport area. Furthermore, plant species in the same family as *P. orientalis* (fan pine), such as Cupresaceae and needle-shaped leaves, were used to combine plant selection in green open space arrangement. The selection of plant species, such as *S. myrtifolium* (red shoot), was used as an alternative for planting in airport landscapes. Moreover, shrubs may also be used as input or recommendations for selecting vegetation planting in the airport landscape. Besides *P. orientalis* (fan pine) and *S. myrtifolium* (red shoot), *C. variegatum* (croton) species with high canopy characteristics were used as input as one of the available vegetation in the airport layout.

The morphological characteristics of *P. orientalis* (fan pine), *S. myrtifolium* (red shoot), and *C. variegatum* (croton) were used as input for selecting the airport landscape. Planting a mixed crop with the input of various plant species may be perfect in utilising the function of landscape plants as an air filter, especially in reducing noise and absorbing air pollution.

**CONCLUSION**

*P. orientalis* (fan pine) was a landscape plant with an increased noise reduction ability of 6.54 dB. This study reported that the plant with the most potential as a Pb absorbent was *C. variegatum* (croton), with absorption of 17.77 ppm. Furthermore, a mixed crop was recommended because landscape arrangement provides an optimal function. Besides functioning as a chemical pollutant absorbent, landscape plants also act as noise reduction, qualitative and quantitative.
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ABSTRACT

Rapid innovations in the ever-expanding area of the construction sector have turned into such a self-compacting concrete investigation (SCC). As a result of the effect on financial and ecological values, the importance of such innovation is expanding quickly. Many researchers have improved the efficiency of the present SCC using industrial materials. Pertinently, substituting cement with surplus material in the manufacture of concrete is environmentally sustainable. Eggshell has become one of the possible alternatives for cementitious material because it encompasses a compound of calcium. Such endeavour is primarily driven by the restriction of landfill sites and the desire to decrease the warming effect. This study describes the failure behaviour and cracks characteristics of SCC beams comprising eggshells under flexural assessment. In order to measure its compressive strength, an SCC mixture encompassing eggshells was developed and evaluated. The ultimate flexural strength and propagation of cracks were discussed for SCC beams tested under flexural using a various \( a/d \) (shear span to an effective depth) ratio. The SCC beams crack widths were also validated with Eurocode2. When loads are placed close to supports (lower \( a/d \) ratio), the results show that SCC beams can sustain a higher load with improved deflection control. The finding among all SCC beam assessments
Mohd Raizamzamani Md Zain, Oh Chai Lian, Lee Siong Wee, Norrul Azmi Yahya and Anizahyati Alisibramulisi unveiled that the initial value of experimental crack width was significantly less than the 0.3mm maximum crack control limit delineated by Eurocode2 (EN 1992-1-1, 2004). Various kinds of crack characteristics have also been detected in SCC beam specimens marked as flexural, shear, and combination of shear-flexural cracks.

Keywords: Crack patterns, eggshell, flexural strength, SCC beams, self-compacting concrete

INTRODUCTION
Concrete has figured prominently and is also the most widely used construction material for hundreds of years, particularly in building applications. Now, a considerable effort is being made to improvise the properties of concrete, whether through its shear and flexural strength, tensile strength, compressive strength, aesthetic appearance or compaction properties. Nowadays, numerous types of recycled materials have been used in the building industry. Waste materials, including fly ash, bottom ash, sludge, palm oil and eggshells, have been used to manufacture concrete and have become a common alternative to well-functioning concrete technology. These helped increase profits in addition to reducing the number of waste products. Furthermore, incorporating mineral admixtures in the concrete mixture has resulted in SCC produced cheaply while not undermining the other features of the concrete concurrently.

Self-compacting concrete (SCC) could also be defined as concrete that does not necessitate compaction and spreads through its weight even without bleeding and segregation to enable greater compactness and placement. SCC had first been initially developed in 1983 to address the resilience of concrete buildings in Japan due to the deficiency of qualified workers (Okamura & Ouchi, 2003; Akinpelu et al., 2019; Siddique, 2011). Adequate compaction via qualified labour is necessary to create long-lasting concrete buildings. Nevertheless, the steady drop in the number of qualified construction workers has resulted in a corresponding decline in the quality of construction activities. Therefore, the utilisation of SCC, which could be compacted into every section of a formwork, became one alternative for achieving long-lasting concrete buildings, regardless of the quality of construction activities. SCC has numerous benefits, including the avoidance of expensive labour activities, which improves the construction site’s productivity from the contractor’s perspective. Furthermore, as vibration is excluded during casting processes, workers have few intensive tasks with substantially less noise. It is indeed a revolutionary concrete capable of flowing under its weight, entirely covering the formwork and thus maximising compaction (Okamura & Ouchi, 2003; Akinpelu et al., 2019).

However, the only concern with self-compacting concrete was its cost. It contributes to the massive amount of Portland cement and preserving the needed freshness and durability of the SCC. As demonstrates by EPG (2015), Challagalli and Hiremath (2017), Dinakar
et al. (2008), Dinakar et al. (2013), Safi et al. (2013), Siddique (2011), and Faraj et al. (2020), the approach to attain the performance and intended freshness of the SCC via the utilisation of mineral mixtures such as fly ash, silica fumes, plastic waste, tyre rubber waste and fibre, which finely granulated and blended into a concrete mixture. It indicates that it is possible to obtain a multitude of SCC strengths utilising waste materials. SCC typically uses lesser volumes and smaller amounts of coarse aggregates relative to conventional concrete, which greatly influences the mechanical properties (Yerramala, 2014; Oh et al., 2019; Olowofoyeku et al., 2019).

Furthermore, apart from examining the rheological features of SCC incorporating waste materials, many researchers also have explored the hardened properties, shear and flexural characteristics of SCC (Domone, 2007; Tang et al., 2016; Panda & Bal, 2013; Karthick et al., 2014; Parthasarathi et al., 2017). Domone (2007) reviewed and correlated over 70 research findings on the hardened features of SCC in order to generate comparative analysis with the characteristics of similar strength of ordinarily or normally vibrated concrete (NVC). Tang et al. (2016) and Panda and Bal (2013) evaluated the hardened properties of SCCs comprising recycled coarse aggregates. Concrete reuse such as recycled coarse aggregates not just preserves virgin resources of concrete but also decreases environmental impacts and directly eliminates carbon dioxide from the atmosphere. Nevertheless, according to Panda and Bal (2013), the results of split tensile, compressive and flexural strengths of the SCC encompassing the natural aggregate is more than the SCC comprising the recycled concrete aggregate (RCA). As a result, multiple substitutes were adopted, including agricultural by-products such as eggshells as a partial substitute for sand or cement.

Karthick et al. (2014) performed an experimental study to evaluate the influence of eggshells as a partial substitution of sand in concrete, having undergone split tensile, compressive and flexural strength tests. The researchers discovered that the concrete compressive strength fulfilled the desired strength with an optimal proportion of 20 per cent of eggshells as a substitute for sand in the mixture of concrete. The use of eggshell and silica fume as partial substitutes of cement was also being investigated by Parthasarathi et al. (2017). The tests demonstrated that the inclusion of waste products such as silica fume improves strength. However, the substitution of eggshell powder (ESP) seems more cost-effective and produces the predicted strength. This research investigation has shown that the ESP alone can serve as a substitute for cement, enhancing the concrete strength parameters and reducing the need for cement.

Numerous studies have been carried out to examine the behaviour of self-compacting concrete beams (Sonebi et al., 2003; Tošić et al., 2016; Boel et al., 2010; Hassan et al., 2008; Mahmod et al., 2018; Sharifi, 2012; Harkouss & Hamad, 2015; Odaa et al., 2021). In terms of shear and flexural characteristics, Tošić et al. (2016) provided a comprehensive study on shear and flexural characteristics of beams utilising RCA with and without
stirrup. The results have shown that the shear and flexural strength of the concrete beam specimens without stirrups seem to be in close agreement with Eurocode2 (EN 1992-1-1, 2004). Boel et al. (2010) explored the shear strength of normal vibrated and SCC beam samples. The aggregate content in the SCC sample was 43 per cent lower. The findings demonstrate that the shear capacity of a normal vibrated concrete (NVC) beam sample is significantly higher than that of an SCC beam sample, which could be attributed to higher aggregate interlock triggered by higher coarse aggregates (Boel et al., 2010). Hassan et al. (2008) also investigated the strength properties (shear capacity) and cracking behaviour patterns of full-scale concrete beams of SCC and NVC. Compared to NVC beams, SCC beam samples had a reduced maximum shear strength due to fewer coarse aggregates in SCC beams than in NVC samples.

Mahmod et al. (2018) examined the flexural strength of 14 reinforced SCC beams comprising varying percentages of steel fibre. The results have been compared to the international standard (ACI CODE-318-14, 2014). Flexural strength in beams has been found to upsurge with increasing compressive strength of concrete, the ratio of longitudinal steel rebar, and fibre content. Sharifi (2012) investigated and compared the mechanical characteristics of reinforced SCC beams to the anticipated provisions code for NVC. The findings suggest that theoretical estimations for reinforced concrete beams are reliable enough to be applied in assessing SCC beam capacities (Sharifi, 2012). Although a great deal of work was undertaken on reinforced concrete beams containing additives or waste, specific information of the failure behaviour and crack patterns of SCC beams containing eggshells in flexural are minimal, and the subject remains open.

Based on the preceding literature search, the ESP has demonstrated to be an excellent catalyst for cement-bound material due to several advantages, including being rich in calcium composition, quite similar to the limestone used to make cement. The eggshell thus becomes beneficial for lessening the need for cement in concrete casting and seems to be useful for recycling waste materials. Thereby, in consideration of these and taking into account the benefit of the use of ESP in the manufacture of SCC beams, a series of laboratory testing were employed to examine the flexural strength and analyse the characteristics of the crack of SCC beams encompassing ESP under bending assessment.

METHOD

For this research, an experimental study was conducted on SCC beams comprising eggshells as a cement substitute. The preparation of the production of the SCC beams was separated into two (2) stages. The first stage necessitates establishing the SCC mixture. The second stage entails the testing process of SCC beams under flexural to evaluate their structural strengths and assess crack patterns, as illustrated in Figure 1. Particulars upon this preparation of specimens, the set-up of the test and the laboratory tests were presented and explained in the subsequent sub-topics.
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Figure 1. A research flow chart that summarises the process of preparing and testing beam specimens

Materials and Mixture Proportions

The key materials involved in this laboratory study encompass Portland cement, coarse aggregate, water, eggshell, fine aggregate and superplasticiser, as depicted in Figure 2. In this SCC mixture, the ESP and ordinary Portland cement have been employed as binders. Also, the coarse aggregate (CA) size used was less than 10 mm for the mixture of SCC, as anticipated in the mix design. In order to accomplish the preferred aggregate size, it was sieved before being employed in the concrete mix. While, for fine aggregates (FA), the natural sand, with the size around 0.3mm to 0.8mm, was used. The ratio of fine-coarse aggregates and water-cement was 0.6 and 0.4, respectively. Besides that, type of superplasticiser (SP) used was BASF MasterGlenium8784 obtained from BASF (Malaysia) Sdn Bhd situated in Selangor, as shown in Figure 2(d). The quantity of superplasticiser applied to the mixture was 1% of the amount of cement content. Besides that, eggshells
gathered from different sources were crushed via grinders and sieved by sieving machines to attain 0.6 μm of fine eggshell powder (ESP), as displayed in Figure 2(e).

![SCC constituent materials](image)

*Figure 2. SCC constituent materials*

The mixing design process was undertaken in compliance with BS 1881-125:2013 (2013) (standard design procedure). The number of constituent materials employed for all SCC mixtures encompassing 0.6μm eggshell as cement substitute is indicated in Table 1. Meanwhile, the chemical properties of cement and eggshell are demonstrated in Table 2.

**Table 1**

*Quantity of constituent materials used for the SCC mixture*

<table>
<thead>
<tr>
<th>Material</th>
<th>Amount (kg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cement</td>
<td>463.5</td>
</tr>
<tr>
<td>FA</td>
<td>644</td>
</tr>
<tr>
<td>CA</td>
<td>966</td>
</tr>
<tr>
<td>Water</td>
<td>215</td>
</tr>
<tr>
<td>SP</td>
<td>5.15</td>
</tr>
<tr>
<td>ESP</td>
<td>51.5</td>
</tr>
</tbody>
</table>

**Table 2**

*Elemental composition of cement and eggshell powder*

<table>
<thead>
<tr>
<th>Compositions</th>
<th>Percentage</th>
<th>Compositions</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>64.64</td>
<td>CaO</td>
<td>71.77</td>
</tr>
<tr>
<td>SiO₂</td>
<td>21.28</td>
<td>SiO₂</td>
<td>16.28</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>3.36</td>
<td>Fe₂O₃</td>
<td>4.37</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>5.60</td>
<td>Al₂O₃</td>
<td>2.92</td>
</tr>
<tr>
<td>MgO</td>
<td>2.06</td>
<td>SO₃</td>
<td>2.60</td>
</tr>
<tr>
<td>SO₃</td>
<td>2.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loss on Ignition</td>
<td>0.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insoluble Residue</td>
<td>0.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Alkalis</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Details of Test for SCC Beam Specimens

In this study, SCC cubes and SCC beam specimens were prepared and tested for failure. A total of six SCC cubes (150mm x 150 mm in cross-sectional dimension with 150 mm in height) have been cast and tested for assessing their compressive strength ($f_{cu}$). In addition, SCC cube specimens were checked and tested for failure under axially compression loading after 7 days and 28 days of curing age to examine the hardened state of the mixture as shown in Figure 3, and the outcome is presented in Figure 4.

Three (3) numbers of SCC beam specimens (150mm x 200mm in cross-section and 1200mm length) comprising ESP labelled as SCCBESP1.0, SCCBESP2.0 and SCCBESP3.0 were constructed with 10 mm diameter of both upper and lower rebars. The nominal cover and effective depth of the SCC beams are 25mm and 160mm, respectively. Its high yield deformed longitudinal rebar, and the link of 6mm diameter have the characteristics strength of 460 N/mm$^2$ and 250 N/mm$^2$, respectively. The link was installed at 200mm spacing across the beam. All specimens of SCC beams were cast and tested for failure under flexural test after 28 days of their designated age.

Instrumentation, Procedure and Test Set-up

Under flexural inspection, all specimens of the SCC beam delineated as SCCBESP1.0, SCCBESP1.5 and SCCESP2.0 were tested up to failure utilising Universal Testing Machine (UTM). Also, every SCC beam specimen has been tested for failure under bending test (4-point flexural test) at $a/d$ (shear span to effective depth) ratio of 1.0 ($a=160$mm), 1.5 ($a=240$mm) and 2.0 ($a=320$mm), respectively, as depicted in Figure 5. The values of varying shear spans ($a$) were 320 mm, 240 mm and 160 mm. Linear variable differential
transformers (LVDTs) were positioned at one-third of the beam span from each support (lower part of the beams) and at the central part of the beam soffit to evaluate cross-head deformation under the applied load. The load applied was increased continuously till failure at a displacement rate of 0.01 mm/s.

All measurements were recorded automatically via an automated data acquisition system. The formation of cracks was observed and marked as shown in Figure 6(a). Assessment of the behaviour of cracks was visually conducted, whereas the crack patterns and propagation were hand-marked. Optical magnification X10 microscope (reading up to 0.02 mm) were used to measure the crack widths, as shown in Figure 6(b). Formation and spread of both shear and flexural cracks were recorded toward respectively applied loads.

(a) Load test schematic diagram (beam reinforcement arrangement)

(b) Universal Testing Machine (UTM) was used to conduct the beam load test

Figure 5. Experimental set-up of beam specimen and load test
RESULTS AND DISCUSSION

Under the flexural test, three SCC beam specimens containing eggshells as partial cement substitutes were prepared and tested for failure. In addition, measurements on the optimal flexural strength were reported for SCC beam specimens, and the observation on cracking features was deliberated on the subsequent sub-topics.

Flexural Strength

The flexural test performed on SCC beam specimens was used to assess the load-deflections curve relationship, types and patterns of cracks on beam specimens, and the initial beams crack width diameter. The result of the load versus deflection relationship of SCC beam specimens was depicted in Figures 7 to 9.

Figure 7. Applied load-mid-span deflection curves of SCC beam specimens (LVDT 1)
The relationship between load and deflection for SCCBESP1.0, SCCBESP1.5 and SCCESP2.0 of LVDT 1 (mid-span), LVDT 2 and LVDT 3 are presented in Figures 7 to 9, respectively. Typically, all load-deflection curves display a linear elastic pattern before switching to plastic. Nevertheless, the SCCBESP1.0 beam displayed higher failure loads (20.03 kN) contrasted with SCCBESP1.5 (9.8 kN) and SCCBESP2.0 (8.9 kN). Pertinently, the load-deflection curves for SCCBESP1.0 signify a nonlinear rise, while for SCCBESP1.5 and SCCBESP2.0, the curves seem to be almost flat in the plastic area before the beams have failed. It is noticed that with a lower $a/d$ ratio (or when loads have been put close to
supports), the beam can retain a higher load with improved deflection control compared to SCCBESP2.0.

**Failure and Crack Behaviour**

The characteristics of the crack were delineated in Figure 10 (a, b and c) with regards to the results gained through experimental observations for three (3) SCC beams, namely SCCBESP1.0, SCCBESP2.0 and SCCBESP3.0.

![SCCBESP1.0 (a=160mm)](image1)

![SCCBESP2.0 (a=240mm)](image2)

![SCCBESP3.0 (a=320mm)](image3)

*Figure 10. SCC beams crack features in flexural*
SCC beams with a wider range of cracks and cracks widths appeared to have emerged and were spotted at the support, and then spreads to the medium beam span as the \( a/d \) ratio upsurges from 1.0 to 2.0, as presented in Figure 10. It may be because the SCC beam comprising ESP suffered significant deformations prior to failure, which led to the establishment of more and broader cracks. Therefore, each of the developed cracks in the SCC beams was examined to assess the characteristics and patterns of cracks. The SCC beams cracking behaviour are depicted in Figures 11 to 13.

Figure 11. Characteristics of cracks on SCC beams under flexural test \((a=160\text{mm})\)
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Shear cracks, flexural cracks, and shear-flexural cracks combination, as depicted in Figures 11 to 13, are the varieties of cracks observed for SCC beams. Shear cracks were found mostly at the support, while flexural cracks were noticed at the central part of the SCC beam span length. At quarter points along the SCC beam, shear cracks were detected (diagonal cracks). Afterwards, flexural fractures were formed vertically by enhancing the load, and cracks in the pattern of flexure-shear (inclined) started to emerge. Table 3 provides a comparative analysis of crack widths for all beam specimens tested.
with international standard Eurocode2. The present result revealed that the initial crack width for SCCBESP1.0 was recorded as 0.1mm. Meanwhile, for specimens designates as SCCBESP2.0 and SCCBESP3.0, the initial crack width was recorded as 0.1mm and 0.1mm, respectively. Moreover, the ratio between both the experiments crack widths $w_E$ and theoretical crack control width $w_T$ (Eurocode2 (EN 1992-1-1, 2004)) for all beam specimens (SCCBESP1.0, SCCBESP2.0 and SCCBESP3.0) was recorded as 0.67, 0.33 and 0.33, respectively.

*Figure 13. Characteristics of cracks on SCC beams under flexural test (a=320mm)*
Table 3

Comparative analysis of the experimental and theoretical crack widths (Eurocode2)

<table>
<thead>
<tr>
<th>Mixture ID</th>
<th>*w_E</th>
<th>*w_T</th>
<th>w_E / w_T</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCCBESP1.0 (a/d=1.0)</td>
<td>0.2</td>
<td>0.3 – 0.4</td>
<td>0.67</td>
</tr>
<tr>
<td>SCCBESP2.0 (a/d=1.5)</td>
<td>0.1</td>
<td>0.3 – 0.4</td>
<td>0.33</td>
</tr>
<tr>
<td>SCCBESP3.0 (a/d=2.0)</td>
<td>0.1</td>
<td>0.3 – 0.4</td>
<td>0.33</td>
</tr>
</tbody>
</table>

* w_E denotes the experimental crack width (mm)
*w_T denotes the theoretical crack width (mm)

As portrayed in Table 3, the experimental crack widths w_E fulfilled the maximum theoretical crack width w_T (0.3mm–0.4mm) quantified by Eurocode2.

Correlation Among a/d Ratio and Critical Crack Width (CDC)

The critical diagonal crack, or delineated as CDC, was the significant crack that appeared when the beams underwent the load test and failed. Essentially, CDC occurred at the shear crack in which the initial crack took place. Therefore, the inclination angle of CDC regarding beam specimens longitudinal axis denotes as SCCBESP1.0, SCCBESP2.0, and SCCBESP3.0 was drawn as depicted in Figures 14 to 16.
Figure 14. Critical crack width (CDC) of beam specimen (SCCBESP1.0)
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Figure 15. Critical crack width (CDC) of beam specimen (SCCBESP1.5)

(b) Front view (Right)

(c) Rear view (Left)

(d) Rear view (Right)
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(a) Front view (Left)

(b) Front view (Right)

(c) Rear view (Left)
The smallest critical diagonal crack (CDC) angle, as shown in Table 4 and detected from beam specimens, embodies as SCCBESP1.0, SCCBESP1.5, and SCCBESP2.0 was 28° [located at the SCCBESP2.0 rear view (right)]. In comparison, the largest CDC angle was 55° [located at the SCCBESP1.0 front view (left)]. Thus, the various types of cracks such as shear, flexural and combination of flexural-shear cracks caused a difference in angle between the front and rear views. With a mean value of 0.95, a standard deviation (SD) of 0.04 and a coefficient of variation (C.O.V) of 4.99 per cent, the experimental CDC angle located at the rearview (right) of all beam specimens is seen to correlate closely to the theoretically envisaged by Eurocode2 (EN 1992-1-1, 2004).

Table 4
Comparative analysis of the experimental and theoretical crack angle (Eurocode2)

<table>
<thead>
<tr>
<th>Specimen designation</th>
<th>Inclination angle of CDC with regards to beam specimens longitudinal axis, θ_CR (°)</th>
<th>Theo. crack angle θ_EC (°)</th>
<th>θ_CR / θ_EC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Front view (left)</td>
<td>Front view (right)</td>
<td>Rear view (left)</td>
</tr>
<tr>
<td>SCCBESP1.0</td>
<td>55</td>
<td>55</td>
<td>53</td>
</tr>
<tr>
<td>SCCBESP1.5</td>
<td>49</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>SCCBESP2.0</td>
<td>32</td>
<td>39</td>
<td>28</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard deviation (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficient of variation (C.O.V) (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
CONCLUSION
The flexural behaviour and crack characteristics were assessed and observed, and the experimental outcomes were validated with the theoretical crack control value implied via Eurocode2 (EN 1992-1-1, 2004). The result of the study has directed to the subsequent conclusions:

1. The SCC beam can retain a higher load with enhanced deflection control when loads have been put near supports (lower a/d ratio).
2. On the SCC beam specimens, shear, flexural and shear-flexural cracks have been observed. Shear cracks were found mostly at the support, while flexural fractures were noticed at the centre of the beam span. At quarter points along the SCC beam, shear cracks were detected (diagonal cracks). Afterwards, cracks in the flexural shape developed vertically, and fractures in the form of flexure-shear (inclined) came into existence.
3. The crack width contour line was more toward the support when the a/d ratio dropped from 2.0 to 1.0. Nevertheless, once the SCC beam specimen was tested to failure subjected to a flexural test, the crack width contour line was detected more toward the central span of the SCC beam with a higher a/d ratio.
4. The outcomes of all SCC beams measurements found that the initial value of experimental crack width was well below the 0.3mm maximum crack control limit, as defined via Eurocode2 (EN 1992-1-1, 2004).
5. The experimental CDC angle located at the rearview (right) of all beam specimens has been seen to align closely to the theoretically proposed by Eurocode2 (EN 1992-1-1, 2004).
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ABSTRACT

Electronic Health Records (EHR) is the electronic form of storing a patient's medical history. EHR contains patient's data such as progress notes, medications, prescriptions, vital signs, scan reports and laboratory data. Transferring EHR over the internet improves the quality of health care and reduces medical costs. However, in the traditional system, the EHR are stored across different decentralised hospitals, making data sharing difficult and increasing the risk of patient privacy. A privacy-preserving framework for electronic health records using blockchain technology is implemented to address these issues. The patient has complete control over the EHR, and the patient can share their health records with doctors of various medical institutions. The privacy and security of the patient’s EHR are guaranteed by the verifiability and immutability property of the blockchain technology. The doctor upload the EHR, and it is encrypted using the SHA256 hashing algorithm and stored as a separate block. The patient shares the EHR with the doctor of any medical institution through the unique key shared via the doctor’s email. The doctor can access and update the EHR using the shared key. The block validation is done using Delegated Proof of Stake (DPoS) consensus algorithm, which guarantees the privacy of the patient’s data.

The proposed system based on the DPoS algorithm has considerable reduction in resource utilisation, computational capacity, time, and cost for EHR transactions.

Keywords: Blockchain, delegated proof of stake, electronic health records, healthcare, privacy, SHA256
INTRODUCTION

Electronic Health Records (EHR) are digital health records of a patient created and managed by a medical practitioner or a staff in a health care organisation. EHR contains treatment given, medical history about a patient, and scan reports. Medical records of a patient are very useful because the doctors need to know the complete medical history of the patient prior to treatment in order to provide effective treatment. However, the patient cannot carry all the medical records every time they visit a doctor for consultation (Xia et al., 2017). It is convenient for both patients and doctors when the medical records are stored as EHR and transferred over the network to the doctor (Guo et al., 2018). The EHR is shared with doctors anywhere in the world, which makes the patient get consulted by the best doctors globally. However, maintaining the patient's data security and privacy are important as the data are transferred over the internet (Liu et al., 2018). Currently, the EHR is stored across different decentralised hospitals that make data sharing difficult with concern on patient privacy (Vedi et al., 2019). Blockchain is an efficient way to store and transfer data through the internet to guarantee privacy and security. In the healthcare sector, EHR plays a vital role in providing effective treatment, but it has to consider the privacy and security of patient data (Dagher et al., 2018). Blockchain has been implemented in many healthcare organisations for secure storage and transfer of medical data to monitor the complete shipping of drugs and store the shipping data (Wang et al., 2018).

Blockchain technology is a list of blocks where data is hashed and linked to the next block (Kadam et al., 2019). The data are hashed using a hashing algorithm such as MD, MD2, MD4, MD5, MD6, SHA1, SHA256, SHA3. The previous block’s hash is linked to the next block, so, it cannot be changed once data is recorded, which provides immutability. If a hacker wants to change data in a particular block, then the corresponding hash value changes so the hacker has to change all the hash values of the blocks present after the modified block. It results in the wastage of computing power and cost for the hacker. The data blocks are replicated and stored in different decentralised nodes of a network (Zubaydi et al., 2019).

Blockchain is a decentralised network with peer to peer nodes, and there is no authorised node that decides (Christidis & Devetsikiotis, 2016). All the transactions in the blockchain are secure and verified using the consensus algorithm. Blockchain uses a consensus algorithm to reach an agreement and ensure the consistency and reliability of data (Alhaqban & Fidge, 2008). The objective of the consensus algorithm is to provide an equal right to every node, mandatory participation of every node on reaching an agreement.

There is around 30 consensus algorithm that has been found in literature and some algorithms widely used are Proof of Work (PoW), Proof of Stake (PoS) and Proof of Delivery (PoD) (Tasatanattakool & Techapanupreeda, 2018). However, the Delegated Proof of Stake (DPoS) consensus algorithm is implemented in the proposed framework.
because DPoS is more efficient, highly scalable and requires less energy than Proof of Work (Yang et al., 2018).

There are sensor-based health monitoring systems in which data generated by the Internet of Things (IoT) devices provide information about the patient's health condition (Guo et al., 2018). However, this method of gathering information would be difficult for the patients as they have to wear sensors 24/7. Furthermore, the sensor data are not highly reliable, and patients always prefer to meet the doctors for consultation in person. Here, the hospital maintains the health records, and the records can be accessed only by the doctors of that particular hospital. So, suppose a patient wants to consult a doctor of another medical institution. It is impossible to share those data with the expert doctors available in other hospitals and other countries.

The health care domain is improving using advanced technologies like blockchain, AI, and Machine learning (Ahram et al., 2017). In this work, a privacy-preserving framework using blockchain is developed, and it ensures the transfer of EHR with guaranteed privacy. Furthermore, the SHA256 algorithm is implemented for data encryption and Delegated Proof of Stack (DPoS) consensus algorithm is used for the secure transaction of EHR.

The rest of the paper is structured as follows: section 2 discusses the relevant literature related to this problem. Section 3 discusses the methodology of a privacy-preserving framework for EHR, and section 4 presents the results and performance analysis of the proposed framework. Finally, section 5 presents the conclusion and future work.

LITERATURE SURVEY

Many papers have discussed the privacy issues of EHR. Guo et al. (2018) have discussed a secure attribute-based signature scheme with multiple authorities for blockchain in Electronic Medical Records (EMR). In this paper, the EMR is stored in a separate server. There are many authorities among which data can be shared, such as hospitals, insurance companies, and medical research institute. Patients create, manage, control and sign their own EMR and share their data with any authority like doctors and insurance companies. The proposed work combines both blockchain and attribute-based schemes to share EMR records among multiple authorities. Each authority has a private key to view the data. The main advantage is that it supports multiple authorities and resists collision attacks on a cryptographic hash that finds two inputs producing the same hash value. The disadvantage of the system is that the cost and performance depend on the number of authorities.

Hossein et al. (2019) have proposed a blockchain-based privacy-preserving healthcare architecture. Sensors are attached to the patient’s body to gather blood pressure, heart rate, and ECG information. The data is transmitted through Bluetooth to the mobile phone or PDA of the patient. Hash and cryptographic operations are performed, and the miner creates a block. The blocks are verified using the Proof of Work (PoW) consensus algorithm.
Healthcare institutions are responsible for registering the patient and allocating a cluster miner to each patient. This work provides a high level of confidentiality, integrity and security. However, the problem is that the patients cannot wear the sensors 24/7, and the wearable sensors are not cost-effective.

Chen et al. (2019) have discussed blockchain-based secure storage for medical records and medical service frameworks. The three leading authorities in accessing medical data storage are the doctor, patient and third parties such as insurance companies. Data must be stored securely and shared between these authorities safely. The authors have proposed a framework to store and transfer EHR securely using blockchain and cloud technology. The blockchain uses a peer-peer propagation method to share resources such as medical data through a consensus algorithm. The medical records are not shared without the permission of the patient. The scheme does not depend on any third party such as a Healthcare care manager, admin and no single party has the authority to affect the processing of medical data, which is the main advantage of this work. Furthermore, the PoW consensus algorithm is implemented, which increases computational power, energy consumption and cost.

An enhanced architecture for privacy-preserving data integration in a medical research environment has been proposed by Jabeen et al. (2017). The reversible pseudonym technique is used in which artificial identifiers replace data records. In this scheme, a trusted third party generates a pseudonym termed Global Identifiers (GID). The GID allows linking patient’s medical records from different hospitals. If a patient changes a care provider or hospital, all the medical records can still be linked, and the patient history is created. Thus, the patient health record can be revived as the medical records are not stored in any medical institution. The drawback of this approach is that there is a possibility of compromising the health records’ privacy if the GID of a patient is known to attackers.

Blockchain-based personal data protection using a decentralised approach has been discussed by Zyskind et al. (2015). In this proposed approach, the patients are authorised to own and control their data. This framework provides full transparency to the user to view what is being done with the data and who accesses the data. This work implements a protocol that turns a blockchain into an automated access control manager and does not require trust in a third party. Only patients can change the user’s permission in accordance with access control policies. All the nodes are equally trusted, and decision making is a collective process that leads to Sybil attacks, high latency and energy consumption.

All the above stated issues of the existing privacy-preserving models have been resolved in the proposed framework. As a result, the EHR can be shared across medical institutions globally with guaranteed privacy. In addition, the Delegated Proof of Stake (DPoS) consensus algorithm implemented in this work is efficient in energy consumption and cost compared to the other consensus algorithms like PoW and PoS.
METHODOLOGY

The health records of patients are generally managed by health care service providers and medical institutions. A privacy-preserving data sharing framework using blockchain is implemented in this work to assure data privacy in EHR. In the proposed framework, the patient has complete control over the EHR and can transfer the data to any doctor he visits, even outside the medical institution. The sensitive data are stored as blocks, and blockchain improves the transparency and immutability of the stored data in a decentralised network. Furthermore, the blockchain is a secured and trusted architecture and different consensus algorithms are implemented based on the application of domain-specific requirements (Zubaydi et al., 2019).

The proposed Privacy-Preserving Data Sharing Framework for EHR is depicted in Figure 1. The major components of this framework are User Authentication, Block Creation, Block Validation and Record Transaction. As a first step, the patient and the doctor get registered to the e-health centre. Then, when a patient consults a doctor, the EHR that contains information such as treatment given, medical history about the patient, scan reports, and prescribed medicines are been generated by the doctor. The doctor then uploads the EHR to the webpage of the e-health centre. Next, the EHR is encrypted using the SHA256 hashing algorithm, and it will be stored as a separate block. Finally, the block ID is sent to both doctor and patient.
Then a block is created by the transition node, and the hash value is generated for the current block using the SHA256 hashing algorithm (Shen et al., 2019). The hash value of the previous block is added to provide immutability, and the block is created. The block is then validated using Delegated Proof of Stake (DPoS) consensus algorithm. After validation, the block is added to the blockchain. In the proposed framework, the patient has complete control over accessing the EHR. Therefore, if a patient visits another doctor and consults with the previous health records, he can transfer the health record to any doctor through the e-health centre. The patient EHR are shared to the doctor’s mail id through a One-Time Password (OTP). The doctor is now permitted to log in, and using the generated OTP, the doctor can view the patient’s Electronic Health Record.

The implementation of blockchain technology over the traditional system of storing and retrieving EHR increases the system’s efficiency, reduces the risk of loss of EHR and avoids modification of information in EHR (Jin et al., 2019). The Delegated Proof of Stake (DPoS) consensus algorithm is employed over the Proof of Work (PoW) consensus algorithm due to the computational power and energy reduction. The DPoS consensus algorithm provides faster transactions than PoW and is also environmentally friendly (Judith et al., 2018).

A: User Authentication
The doctor and the patient are registered in the user authentication module by providing their name, mail ID, and contact number. The details are stored using the MySQL database. The user authentication process is shown in Figure 2. When a doctor or the patient logs in, the username and password are validated by fetching details from the database. If the username and password are correct, the homepage is displayed, or an error message is displayed. The doctor has a separate home page and performs tasks like viewing and updating EHR. The patient has a separate home page and has access permissions to share and view EHR. After authentication, the patients and doctors are allowed to access the web page of the e-health centre. The algorithm implemented for the authentication procedure is given below.

Figure 2. User authentication process
Algorithm 1: User Authentication - {Doctor D, Patient P}

\[
\text{Authentication}(\text{username(D,P)}, \text{Password(D,P)}) \{ \\
    \text{String user=\text{username}(D,P);} \\
    \text{String pass=\text{password}(D,P);} \\
    \text{if(user=database.username and password=database.pass)} \{ \\
        \text{grant access(D,P);} \\
    \} \\
    \text{else} \{ \\
        \text{deny access(D,P);} \\
    \} \\
\}
\]

B: Block Creation

The patient consults the doctor, and after the visit, the EHR of the patient will be uploaded as a new block. A new block is created for every visit, and the block is secured using the SHA256 hashing algorithm (Zubaydi et al., 2019). The previous block hash value is obtained whenever a new block is created. Thus, each block contains three segments: the data to be stored, the hash of the block and the hash of the previous block. The first block has no previous block, and hence, it has only the data and hash of the block, called the genesis block. When the next block is created, the previous block hash is calculated, and then a new block is inserted in the blockchain. The process of block creation is shown in Figure 3.

![Figure 3. Block creation process](image-url)
The block created cannot be modified because the hash value will change, making the blockchain immutable. A block ID has been generated for each block, and it is sent to the patient. Whenever the block is retrieved, the transaction details are updated, and a new block is created with reference to the previous hash value. The algorithm takes EHR as input and hashed using a SHA256 hashing algorithm and further converted to hash values.

**Algorithm 2: Block creation using SHA256 algorithm**

INPUT - EHR Record, OUTPUT - Hash of EHR record

```
Calculate Hash(S string){
    result=hashlib.sha256(str.encode(record))
    record=string(block.index)+block.timestring+block.preblockhash
    return calculatedHash(record) }
```

**C: Block Validation**

As the blockchain is a decentralised network, there are many nodes in the blockchain network with the same copy of blocks. The newly created block has to be updated in all the nodes present in the network. Therefore, an agreement is reached between all nodes using a consensus algorithm and the newly created block is added to the nodes of the blockchain (Zheng et al., 2017). The proposed work employs Delegated Proof of Stake (DPoS) consensus algorithm. In DPoS, there are two types of nodes called consensus nodes and trading nodes. The trading nodes are responsible for creating a block, hashing the block of data, and storing the data block. The consensus node is responsible for validating a block and adding it to the blockchain. There are many nodes in a p2p network, and a consensus node is selected, which is responsible for verifying the block (Yang et al., 2018). After verification, the block is added to the blockchain. The consensus algorithm has three modules: selecting the consensus nodes, verifying blocks, and rejecting the malicious blocks.

For selecting the consensus node, the election process is held. There will be N number of nodes in a network, and a consensus node must be selected. A node conducts the election, and that node sends a broadcast message to all the nodes in the network. After voting, a node with majority votes is selected as the consensus node, which validates the newly created block. As a result, the DPoS algorithm can process the transactions faster and has reduced time complexity compared to Proof of Work (PoW) and Proof of Stake (PoS).

**Algorithm 3: Selecting consensus node using Delegated Proof of Stake**

```
Broadcast(voting msg){
    while(HASH(current Blockhash),HASH(preBlockhash),nounce){
        Broadcast(Nodes)
        nounce = nounce+1
    }
```
Nodes vote for a trusted node
\( V(n) = \text{count votes} \)
Node with max vote = consensus nodes

\textbf{Algorithm 4: Algorithm for reaching consensus}

\begin{verbatim}
Input : block , Output: block good or block error
block←(DATA, HASH(preblockhash, nounce, timestring) if(oldblockindex)!\=NewBlockIndex) && (oldblockhash!\=New Block Hash)
{
broadcast(Block GOOD)
}
else{
broadcast(Block BAD)
}
\end{verbatim}

\textbf{D: Record Transaction}

In the proposed methodology, the patient has complete control and authority over the transaction process of the EHR. The procedure for the EHR transactions between the patient and the doctor is given in Figure 4.

\textit{Figure 4. Record transaction process}
The patient can share the EHR with the doctor, and after consultation, the doctor uploads the EHR. So, whenever a block transaction request is initiated, the patient logs into the account, chooses the transaction option and feeds the doctor’s mail ID. The doctor receives OTP to his email. Then the doctor can view the EHR using the received OTP. During the transaction process, the system validates the doctor ID and all the transaction details such as doctor’s name, transaction time and block ID are collected and stored in a new block. This block is validated using the DPoS consensus algorithm and added to the blockchain. Finally, the transaction ID is returned to the patient for future reference.

Thus, sharing of EHR among medical practitioners different medical institutions is achievable amidst preserving the privacy of patient’s health records. The use of blockchain increases the system’s efficiency, reduces the risk of loss of EHR and avoids malicious behaviour in EHR. DPoS is employed for reaching consensus. It is appropriate for applications that need a high level of scalability and hence applied for storing and maintaining EHR in an e-health care system.

RESULTS AND DISCUSSION

The proposed privacy-preserving framework for the EHR using blockchain is mostly developed for healthcare sectors, and it is implemented in this work using Anaconda, Python HTML and MySQL. The user interface is designed using HTML, and the database is set up using MYSQL 5.0.22. The complete system setup has been implemented, and deployed and the performance analysis is done.

A patient can transfer the EHR to any doctor who belongs to a different medical institution. However, only the authorised patients and doctors can access the data, and unauthorised entities will not gain access to patients’ medical records.

![Figure 5. Doctor adding patient record](image)
Figure 5 shows the log-in page where the doctor logs into his account and fill up the patient details such as patient name, nounce that is a unique value to the block, timestamp that is the date when the block is created. The reason for the visit and the brief description of patient health concerns are given by the doctor. These data are hashed using the SHA256 hashing algorithm, and a block is created.

![View Record](image)

**Figure 6.** Patient viewing medical record

After the doctor uploads the record, the patient can view it by logging in to their respective account. The details such as patient name, nounce, timestamp, hash value, previous block hash values are displayed as depicted in Figure 6.

![Transfer Report](image)

**Figure 7.** The patient sends a key to the doctor through mail
If a patient wants to send a record to a doctor who belongs to a different medical institution, then he shares a unique key for that transaction. First, the email ID of the doctor is given, then an OTP is generated and sent to the email. The validity for the OTP is for 24 hours and can be used for only one transaction. Finally, the patient mentioning the doctors’ email is shown in Figure 7, and an OTP is generated.

![View Report](image1)

**Figure 8. Doctor enters OTP**

As shown in Figure 8, the OTP received through the doctor’s email is entered, and if the OTP is valid, then patient details are displayed at the doctors’ end, or an error message will be displayed.

![View Record](image2)

**Figure 9. Viewing patient records by doctor**
After successfully validating OTP, the doctor is now allowed to view the patient health record and update the EHR after the consultation. The patient record as viewed and updated by the doctor is shown in Figure 9. After the successful data transaction, details such as doctor's names, time, patient details are collected, and a new block is created. The data has been hashed using SHA256 and validated using Delegated Proof of Stake (DPoS) consensus algorithm. Then the block is added to the blockchain. Likewise, for every transaction, a new block is created and added to the blockchain.

In health care sectors, the transfer of EHR requires an appropriate consensus algorithm with minimum time complexity and cost to reach an agreement between nodes in the block verification process. Hence, the DPoS algorithm is implemented to achieve a high processing speed with reduced expenses compared to PoW and PoS.

Performance Analysis

A. CIA Triad Analysis. The performance of the proposed architecture is discussed in terms of storage, privacy and security. However, first, we can analyse the CIA triad.

Confidentiality. Confidentiality of EHR is maintained as the data sharing is done only by the owner of the record (i.e.) the patient. Therefore, the doctors can only view the EHR and upload the EHR after the patient visit. However, the doctor is not permitted to share the EHR with any entity in e-health care.

Integrity. Integrity is the property where no one modifies the stored data without permission. Data integrity is one of the most important characteristics of blockchain, where the data once stored cannot be modified. So, blockchain technology provides 100% integrity for the data present in EHR.

Availability. Availability is managing all hardware software conflicts, thus ensure that the data is available 24/7. Furthermore, since blockchain is a decentralised network it has blocks stored in different P2P networks, which improves data availability.

The proposed system is compared with the existing systems for protecting personal data using blockchain (Zyskind et al., 2015), as given in Table 1.

B. Energy Consumption Analysis. The blockchain network requires many miners, and in PoW, all miners attempt to solve the complex problem, which consumes more energy, but only one can mine a block. As a blockchain network is implemented for preserving the privacy of patient’s health records, the energy parameter of PoW and DPoS consensus algorithms are compared. The drawback of the PoW consensus algorithm is that it requires much energy, leading to higher costs, and it can be minimised by choosing the DPoS algorithm.
Table 1
Comparison of Privacy-Preserving Schemes for personal data

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Privacy-Preserving Data Sharing Framework (Proposed Model)</th>
<th>Decentralising Privacy &amp; Protecting Personal Data (Existing Model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy Protection</td>
<td>Privacy is ensured through unique keys, and OTP shared for every transaction.</td>
<td>Adding records, updations and deletions are allowed, which compromises privacy.</td>
</tr>
<tr>
<td>Data Access</td>
<td>Complete access to user’s data for both the data owner and shared entity</td>
<td>Complete access to the data owner and restricted access to the shared entity.</td>
</tr>
<tr>
<td>Data Integrity</td>
<td>Users data cannot be compromised by hacker as the blocks are immutable.</td>
<td>A small fraction of data can be compromised if hacker gains signing and encryption keys.</td>
</tr>
<tr>
<td>Effectiveness</td>
<td>Efficient for processing data with less time and computation complexity.</td>
<td>Efficient for storing and processing queries and not for processing data.</td>
</tr>
<tr>
<td>Drawbacks</td>
<td>Less vulnerable to attacks, low energy consumption, low latency.</td>
<td>More vulnerable to Sybil attacks, excessive energy consumption, High latency.</td>
</tr>
</tbody>
</table>

Figure 10. Energy consumption for transaction in PoW vs DPoS
The energy consumption for a record transaction using PoW and DPoS algorithm is given in Figure 10. The PoW consensus algorithm uses more energy to solve a problem as all nodes are involved. The one node that solves the mathematical problem is considered to validate a block. Thus, although one node validates a block, each node in the blockchain works on problem-solving, which leads to high energy consumption and computational capacity.

The energy consumption of the different consensus algorithms differs in terms of the total hash rate of the miners (Borzi & Salim, 2020). It is observed that PoW takes more energy, time and computation power in selecting a consensus node, but in DPoS, the consensus node is selected by a voting algorithm. Hence, applying the Delegated Proof of Stake (DPoS) consensus algorithm reduces the energy consumption by 40%, based on the number of block producers and energy consumed per block producer (Wh).

C. Time Complexity Analysis. The time required for generating and validating a block varies with different consensus algorithms. The existing system uses Proof of Work (PoW) consensus algorithm, and the proposed system implemented the Delegated Proof of Stake (DPoS). Figure 11 shows the time complexity of DPoS consensus algorithm. The average time for generating a block is high for PoW as each node must perform a mathematical calculation for validating a block. However, in DPoS, the validating node is selected based on the voting process that minimises time and cost.

The time complexity of the PoW consensus algorithm is depicted in Figure 12. The PoW algorithm takes 10 minutes to validate a block because of the computation process, whereas in DPoS, no such computation process is needed. Thus 50 blocks can be validated in 10 minutes.

![Figure 11. Time complexity of DPoS](image-url)
Table 2 shows the comparison of DPoS and PoW consensus algorithms. The validation node is selected based on the computing power in PoW, but in DPoS, the validating node is selected based on a number of votes. The time and cost are also high for PoW compared to DPoS.

Table 2

<table>
<thead>
<tr>
<th>Consensus algorithm</th>
<th>Proof of work</th>
<th>Delegated Proof of Stake</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basis for assigning accounting rights</td>
<td>Computing power</td>
<td>Stake votes</td>
</tr>
<tr>
<td>Resource consumption</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Average time to generate blocks</td>
<td>10min</td>
<td>5s</td>
</tr>
<tr>
<td>Cost</td>
<td>High</td>
<td>Low</td>
</tr>
</tbody>
</table>

**CONCLUSION**

Blockchain technology is an emerging technology used by most sectors such as banking, healthcare, AI, social media, etc. However, Electronic Health Records (EHR) are stored across different decentralised hospitals, making data-sharing difficult and increasing the risk of patient privacy. In this work, a data sharing framework that employs blockchain technology for storing and retrieving EHR across Medical Institutions is implemented. The decentralisation, transparency and immutability characteristics of blockchain guarantee secure storage and transfer of patients’ health records. The EHR is encrypted using the
SHA256 hashing algorithm and stored as a separate block to ensure privacy. The block validation is done using Delegated Proof of Stake (DPoS) consensus algorithm.

In this system, the patient has complete ownership of the health record and is authorised to share the data with any medical practitioner without the intervention of third parties. Hence, the medical data cannot be compromised by any entity that participates in e-health care. The energy consumption and the time complexity are significantly reduced in the proposed model. The future work is to improve the downside of the DPoS consensus algorithm. The DPoS is more centralized, as the master node is responsible for block validation.
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ABSTRACT

The missing value in the dataset has always been the critical issue of accurate prediction. It may lead to a misleading understanding of the scenario of air pollution. There might only be a small number of missing (5% to 10%) answers to each problem, but the missing details may vary. This research is focused mainly on solving long gap missing data. Single missing value imputation means replacing blank space in the monitoring dataset from chosen Department of Environment (DoE) monitoring station with the calculated value from the best technique for long gap hours. The variable that is mainly being a monitor is PM$_{10}$. The technique focused on this research is the single imputation technique. Furthermore, this technique was tested on the Tanjung Malim monitoring station dataset by fitting with five performance indicators. The result was compared with the previous study, whether it is the best used for long gap hour data. Four stages need to be followed to complete this research. The steps are data acquisitions, characteristic analysis of missing value, single imputation approach, verification of approach and suggestion of the best technique. This research used four existing imputation techniques: series mean (SM), mean of nearby points (MNP), linear
trend (LT), and linear interpolation (LIN). This research shows that the interpolation technique is the best technique to apply particulate matter missing data replacement with the least mean absolute error and better performance accuracy.

Keywords: Air pollution, imputation, linear interpolation, missing data, performance indicator

INTRODUCTION

Air pollution cases nowadays being a primary concern around the world. It is due to its effect on the environment and the human population’s health when it accumulates in high concentrations in the atmosphere. The common pollutants mainly source from soot, smoke, mould, pollen, methane and even carbon dioxide (Ward, 2019).

These pollutants defected humans’ health by irritating the eyes, nose, and throat. It can also cause wheezing, coughing, chest tighten also worsening the existing lung and heart disease. The worst-case can cause cancer and damage the immunization, neurological and reproductive systems (Department of Environment, 2018). The effects it brings to our environment also can be considered severe as it causes acid rain, eutrophication, haze, congenital disabilities and disease on wildlife, ozone depletion, crop and forest damage and finally, global climate change (Department of Environment, 2018).

Since many sources cause air pollution, air pollution monitoring is needed to control and monitor contamination. Of course, the way to monitor air pollution is by remote instrument. The data collected will be analysed by the researchers to know the exact statistics of pollution levels. However, sometimes when carrying the experiment, there are loopholes present. In this case, the missing data for analysis make the researchers facing difficulties.

This missing data occurs due to equipment failure, human errors, routine maintenance, and changes in sitting monitors or other factors (Ali & Darcy, 2017). It can be detected since there is much missing value in the data stream table collected from Tanjung Malim, Perak station. There are two types of missing data which are ignorable and non-ignorable. Ignorable data exist in three forms. The first is missing data that is linked to sampling. The second is missing at random, known as MAR data (Ali & Darcy, 2017). The third is missing completely at random (MCAR) (Norazian et al., 2008). The Missing Not at Random (MNAR) is considered not ignorable (Little & Rubin, 2019) if there are no present simple solutions for treating the missing data. A model must be postulated for MNAR missingness, which must be included in the study to avoid bias (De Leeuw & Meijer, 2008).

The missing value in the dataset has always been the critical issue of accurate prediction. It may lead to a misleading understanding of the scenario of air pollution. There might only be a small number of missing (5% to 10%) answers to each problem, but the missing details may be various (https://www.bauer.uh.edu/jhess/documents/2.pdf).
Previously research developed and enhanced new or existing imputation methods to solve for long gap missing data. However, few studies have tried to find an effective method to boost imputation output for long-term consecutive missing values (Anh et al., 2011).

Interpolation is a well-known technique used in numerical analysis and has different approaches in environmental data sets (Zainudin & Noor, 2009). The interpolation of the technique is introduced to overcome the problem of missing data. This research’s chosen interpolation technique is single imputation, which replaces the calculated value in the blank space of the collected data set from the monitoring station. Recently, the previous study is only suitable for short gaps ($l<3$ hours) and medium gaps ($4$ hours<$l<18$ hours), where $l$ is known as length. However, the previous techniques are unsuitable for the long gaps ($l>19$ hours), due to poor performance and less accuracy. Therefore, this study aims to evaluate the single imputation technique in dealing with the long gaps of missing air pollution data to improve the performance. The single imputation approach was carried out using four different techniques and chose the best one by looking at their performance. This finding will overcome the misleading interpretation as well as inaccurate prediction due to the missing data. As a result, the chosen best single imputation technique will improve the accuracy in minimising the missing values problem, especially to the long gap’s condition.

**MATERIALS AND METHODS**

This research’s scope is to determine the missing value in air pollution data which variable stands from particulate matter (PM$_{10}$). Data were acquired from the Department of Environment (DoE) Malaysia. In this study, the Tanjung Malim monitoring station is chosen because it is strategically placed to detect transboundary haze pollution, harmful and affecting health quality (Latif et al., 2018).

The hourly data from 2002 until 2016 consists of variables sulfur dioxide (SO$_2$), carbon monoxide (CO), carbon dioxide (CO$_2$), ozone (O$_3$) and particulate matters (PM$_{10}$). However, data of PM$_{10}$ in the year 2005 only was considered in this study because it has the smallest missing value percentage and can support extensive data shown in Figure 1. Therefore, this variable will be calculated using the performance indicator at a different percentage of missing value.

Monitoring data of the year 2005 for PM$_{10}$ in Tanjung Malim were selected to simulate missing data. The data set consists of 8731 valid data set with 53 missing data counts. The mean and standard deviation values for the entire observed data set are 43.00882 and 28.860522, respectively. The missing data counts for the data ranging from 0.6% to 2.9%. The most extensive data set lies in 2005 with 8731 data, with the lowest missing values count. As a reason, this data set is used for the single imputation technique to know which of the techniques is the best fit for long gaps hours ($l>19$ hours). The data will be split into three missingness groups: 2.5%, 5% and 10% within 24 hours.
Simulation of Missing Data

Once the data is divided into three missingness groups: 2.5%, 5% and 10%, it is ready to be served for simulations. The data will be used to compare four single imputation techniques. For 24 hours, in each per cent of missingness, the data will be grouped into a different level of complexity where it is divided by hour’s gaps (length, l). There are the short gaps, consist of \((l<3\) hours), medium gaps (4 hours\(<l<18\) hours) and long gaps \((l>19\) hours). It serves as a purpose that shows the different hour gaps will have different best imputation techniques. However, mainly, the real purpose is to know the best fit technique for long gaps hours. Figure 2 illustrates the simulation process steps in general (Sukatis et al., 2019).

*Figure 1. The percentage of PM\(_{10}\) missing value from 2002 to 2016*

*Figure 2. The steps of the simulation process in general*
Evaluation of Single Imputation for Incomplete PM10 Data

**Single Imputation Technique**

Single imputation uses only one value being substituted into each missing data with only one imputation effort to be carried out (Hirabayashi & Kroll, 2017). There are five different options for imputation in SPSS. However, the imputation techniques handled in this study is limited to four techniques. These techniques can be briefly summarised in Table 1. Each technique gives a different way and accuracy in stimulating the missing data. The missing value percentage stimulated randomly is 2.5%, 5%, and 10% (Norazian et al., 2008). These random missing data conditions will be generated using a random number generator in SPSS (Noor et al., 2006).

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Summary of four single imputation techniques</strong></td>
</tr>
<tr>
<td>Single Imputation Technique</td>
</tr>
<tr>
<td>Series Mean (SM)</td>
</tr>
<tr>
<td>Mean of Nearby Points (MNP)</td>
</tr>
<tr>
<td>Linear Interpolation (LIN)</td>
</tr>
<tr>
<td>Linear Trend (LT)</td>
</tr>
</tbody>
</table>

*Source. Cokluk and Kayri (2011)*

**Performance Indicators**

Five performance indicators have been used to determine the best single imputation technique suitable for long gap missing data. In achieving this, the calculation using performance indicator was conducted to know the error value to ensure the best fit condition that can be applied for all variables of air pollution listed. The best fit condition is when there is the least error percentage shown from the calculation.

The importance of performance indicators are the values calculated being used to evaluate the best single imputation technique. The observed data (original data) will be merged with predicted data (impute data) in each equation of the performance indicator. The performance indicators used in this study are Mean Absolute Error (MAE), Root Square Mean Error (RSME), Index of Agreement (IA), Prediction Accuracy (PA) and Coefficient of Determination ($R^2$). MAE and RSME measure for errors. Meanwhile, IA, PA and $R^2$ are for measuring the accuracy. Below are the equations of performance indicators used in this study.

---

Mean Absolute Error (MAE). Predicted and the actual value determined the average differences. It ranges from 0 to infinity, with the best fit at 0 (Equation 1) (Ul-Saufie et al., 2011)

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |P_i - O_i|$$  \[1\]

Root Mean Squared Error (RMSE). Commonly used for numeric prediction, the error result is dimensionally the same as predicted and the actual value (Equation 2) (Ul-Saufie et al., 2011).

$$RMSE = \left( \frac{1}{N} \sum_{i=1}^{N} [P_i - O_i]^2 \right)^{\frac{1}{2}}$$  \[2\]

Coefficient of Determination ($R^2$). The range of value is between 0 to 1, which if the value gets closer to 1, it will be considered the best fit (Equation 3) (Ul-Saufie et al., 2011).

$$R^2 = \left[ \frac{1}{N} \sum_{i=1}^{N} \frac{[(P_i - \bar{P})(O_i - \bar{O})]^2}{\sigma_p \sigma_o} \right]$$  \[3\]

Prediction Accuracy (PA). The values range from 0 to 1, resulting in the higher value considering as the best fit (Equation 4) (Norazian et al., 2008)

$$PA = \sum_{i=1}^{N} \frac{[(P_i - \bar{P})(O_i - \bar{O})]}{(N-1)\sigma_p \sigma_o}$$  \[4\]

Index of Agreement (IA). The value range from 0 to 1, with the higher value as the best agreement (Equation 5) (Plaia & Bondì, 2006; Hirabayashi & Kroll, 2017)

$$IA = 1 - \left[ \frac{\sum_{i=1}^{N} (P_i - O_i)^2}{\sum_{i=1}^{N} (|P_i - \bar{O}| + |O_i - \bar{O}|)^2} \right]$$  \[5\]

where,

N = Number of imputations
O_i = Observed data points
P_i = Imputed data points
RESULTS AND DISCUSSION

Figure 3 below shows the cases of missing values on particulate matter (PM$_{10}$) in 2005 from Tanjung Malim station, which has the most extended tail. The evidence can be related to the DoE statement, which said that the haze episode in August 2005 could be considered a severe case.

The concern involved the whole part of Klang Valley, which Air Pollution Index (API) reached about 500 on August 11. A few days later, the haze shifts to Malaysia’s northern states, causing the unhealthy API reading for northern states (Latif et al., 2018).

![Figure 3. Distribution of particulate matter (PM$_{10}$) for the entire year from 2002 to 2016](image-url)
An Evaluation of Single Imputation Technique by Gap Length

Data set from 2005 being simulated using SPSS by dividing it into three different per cent of missingness which is 2.5, 5 and 10. Each degree of percentage missingness simplifies into three different levels of complexity: short gap, medium gap, and long gap. Each gap being tested using four different single imputation techniques of techniques results in the finding, as shown in Table 2 and Figure 4.

From 2.5% missing value, at the short gap, the discovery of the best technique lies on Mean Nearby One Point, which has a slightly lower value of performance error of 0.028 and 1.118 depending on MAE and RSME compared to linear interpolation technique. However, it also needs to correlate with the performance accuracy, which the previous technique has the highest value of PA of 0.981, indicated it is the best technique. Next, for the medium gap, the better technique that can be applied lies on Mean Nearby One Point, although, at the beginning of the early gap hours, the technique tends to be on Linear Interpolation. Finally, as for the long gap, the best fit technique falls on Linear Interpolation, with the lowest value of 0.009 of MAE and the highest value of 0.805 of IA in performance accuracy.

From the 5% missing value, at the short gap, the better techniques are Linear Interpolation and Mean Nearby Three Points, which have the same findings of 0.012 MAE and 0.944 IA. Therefore, it can be relatively said that the predicted data readings for both techniques from these gaps are almost the same. Next, for medium gaps, it also suggested Linear Interpolation and Mean Nearby Three Points as a better fit. Finally, as for the long gap, the best technique found is Mean Nearby Three-Point which has 0.559 RSME and 0.969 IA.

On the other hand, from the 10% missing value at the short gap, the Series Mean has a lower performance error which consists of 0.213 MAE and 11.907 RSME. However, the technique does not make accuracy since the performance accuracy is much better in Mean Nearby Three Points with an R\(^2\) of 0.113. Next, for medium gaps, it also suggested that the Series Mean technique is a better fit. Finally, as for the long gap, the best technique found is Series Mean which has RMSE and IA of 13.005 and 0.409, respectively. This result has shown how close the results in RSME for predicting the missing value at the stated hours’ gaps.

Table 3 shows the results for three patterns of missing data, each with their performance measuring performance error (MAE and RSME) and performance accuracy (IA, PA and R\(^2\)). At 2.5% missing data, linear interpolation technique rules out others technique as it has the lowest reading of performance error (MAE = 0.043233, RSME = 1.659556) and highest performance accuracy (IA = 0.975495, PA = 0.962742, R\(^2\) = 0.918349). Next, at 5% missing data, it also showed that linear imputation technique fit best with (MAE = 0.038920, RSME = 2.159368) and (IA = 0.991016, PA = 0.982460, R\(^2\) = 0.960815). Finally,
Table 2

Result for 2.5%, 5%, and 10% Simulated Missing Data of PM$_{10}$ 2005 by Different Techniques at Different Gaps

<table>
<thead>
<tr>
<th>Gaps</th>
<th>Method</th>
<th>2.5% simulated missing data</th>
<th>5% simulated missing data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>RMSE</td>
<td>IA</td>
</tr>
<tr>
<td>Short</td>
<td>LIN</td>
<td>0.013</td>
<td>0.478</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.561</td>
<td>19.935</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.028</td>
<td>1.118</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.359</td>
<td>17.004</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.359</td>
<td>17.004</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.805</td>
<td>28.563</td>
</tr>
<tr>
<td>Medium</td>
<td>LIN</td>
<td>0.524</td>
<td>20.025</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.579</td>
<td>21.032</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.636</td>
<td>23.207</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.580</td>
<td>21.422</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.598</td>
<td>21.887</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.594</td>
<td>21.827</td>
</tr>
<tr>
<td>Long</td>
<td>LIN</td>
<td><strong>0.010</strong></td>
<td><strong>0.313</strong></td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.686</td>
<td>19.633</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.046</td>
<td>1.628</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.532</td>
<td>18.404</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.532</td>
<td>18.404</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.497</td>
<td>14.206</td>
</tr>
</tbody>
</table>
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Table 2 (Continued)

<table>
<thead>
<tr>
<th>Gaps</th>
<th>Method</th>
<th>10% simulated missing data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MAE</td>
</tr>
<tr>
<td>Short</td>
<td>LIN</td>
<td>0.462</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.214</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.452</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.452</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.451</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.344</td>
</tr>
<tr>
<td>Medium</td>
<td>LIN</td>
<td>0.417</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.406</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.389</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.404</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.400</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.400</td>
</tr>
<tr>
<td>Long</td>
<td>LIN</td>
<td>0.448</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.283</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.449</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.449</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.449</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.452</td>
</tr>
</tbody>
</table>

at 10% missing data, with (MAE = 0.040230, RSME = 0.871611) and (IA = 0.998997, PA = 0.998313, R² = 0.996402), it also shown that linear interpolation (LIN) served as best fit technique for PM\textsubscript{10} variables at long hour gaps. The lowest performance error reading and the highest performance accuracy reading indicated that the technique could predict the data of missing value close to actual data supposedly being read by the machine.
Figure 4. Performance indicator of 2.5%, 5% and 10% for PM$_{10}$ by different techniques at different gaps.
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CONCLUSION

This paper discussed the use of a single imputation technique to estimate the missing data values. Four imputation techniques are being used, with also five performance indicators being calculated. The result confirmed that generally, the linear interpolation (LIN) technique served the best as the imputation technique that can replace the missing value in the observed (original) data set regardless of the percentage of missing data patterns. This study concludes that the efficiency of the linear interpolation (LIN) technique is used to predict the missing values closed to actual data for particulate matter (PM$_{10}$) variables for the long gaps with 2.5% of missingness (MAE = 0.010, RMSE = 0.313, IA = 0.962742, PA = 0.918349). However, for long gaps with 5% and 10% of missingness, the linear interpolation (LIN) technique indicates poor performance. The best imputation technique for the long gaps with 5% and 10% of missingness are the mean nearby three points (MN3P): MAE = 0.012, RMSE = 0.560, IA = 0.970, PA = 0.950, R$^2$ = 0.758, and

<table>
<thead>
<tr>
<th>Missing Data</th>
<th>SI Technique</th>
<th>MAE</th>
<th>RMSE</th>
<th>IA</th>
<th>PA</th>
<th>R$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5%</td>
<td>LIN</td>
<td>0.043233</td>
<td>1.659556</td>
<td>0.975495</td>
<td>0.962742</td>
<td>0.918349</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.593523</td>
<td>17.19399</td>
<td>0.336215</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.095029</td>
<td>5.423340</td>
<td>0.803035</td>
<td>0.699729</td>
<td>0.485118</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.055462</td>
<td>2.018434</td>
<td>0.962133</td>
<td>0.942526</td>
<td>0.880187</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.096861</td>
<td>5.448565</td>
<td>0.798063</td>
<td>0.691625</td>
<td>0.473946</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.898617</td>
<td>25.23105</td>
<td>0.261694</td>
<td>-0.515198</td>
<td>0.262989</td>
</tr>
<tr>
<td>5%</td>
<td>LIN</td>
<td>0.038920</td>
<td>2.159368</td>
<td>0.991016</td>
<td>0.982460</td>
<td>0.960815</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.256419</td>
<td>11.939487</td>
<td>0.285478</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.054667</td>
<td>2.914869</td>
<td>0.983292</td>
<td>0.967771</td>
<td>0.932299</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.055381</td>
<td>2.945380</td>
<td>0.982898</td>
<td>0.967092</td>
<td>0.930991</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.054800</td>
<td>2.940319</td>
<td>0.982823</td>
<td>0.967325</td>
<td>0.931441</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.337788</td>
<td>15.867781</td>
<td>0.431738</td>
<td>-0.679798</td>
<td>0.460012</td>
</tr>
<tr>
<td>10%</td>
<td>LIN</td>
<td>0.040230</td>
<td>0.871611</td>
<td>0.998997</td>
<td>0.998313</td>
<td>0.996402</td>
</tr>
<tr>
<td></td>
<td>SM</td>
<td>0.313707</td>
<td>5.806496</td>
<td>0.950983</td>
<td>0.909237</td>
<td>0.826523</td>
</tr>
<tr>
<td></td>
<td>MN2P</td>
<td>0.067985</td>
<td>1.567689</td>
<td>0.996726</td>
<td>0.993977</td>
<td>0.987764</td>
</tr>
<tr>
<td></td>
<td>MN1P</td>
<td>0.063324</td>
<td>1.504180</td>
<td>0.996996</td>
<td>0.994413</td>
<td>0.988631</td>
</tr>
<tr>
<td></td>
<td>MN3P</td>
<td>0.071544</td>
<td>1.626157</td>
<td>0.996466</td>
<td>0.993557</td>
<td>0.986931</td>
</tr>
<tr>
<td></td>
<td>LT</td>
<td>0.377668</td>
<td>6.434816</td>
<td>0.948203</td>
<td>0.905342</td>
<td>0.819457</td>
</tr>
</tbody>
</table>

Table 3

Values of performance indicators for every single imputation technique according to three different per cent of missingness
series mean (SM): MAE = 0.283, RMSE = 13.005, IA = 0.409, PA = 0.235, R² = 0.049, respectively.

Simulation results for this research demonstrate that the linear interpolation (LIN) technique produces the lowest performance error and is most accurate compared to other techniques for 2.5%, 5% and 10% of missingness without being separated into different gaps. Therefore, it is to be believed that when dealing with another data set for PM₁₀, the result produced will still be the same, which consists of the lowest MAE and RSME. It is also noticeable that the IA, PA and R² values approach to digit one, which is the best-fit conditions for performance accuracy. It proves the result obtained in the research by Norazian et al. (2008) that the linear interpolation (LIN) technique gives the best estimates for the 10%, 15%, and 25% missing values to the annual hourly monitoring records for PM₁₀ in Seberang Perai, Penang, Malaysia.

However, further research needs to be done since this research’s limitation is the stated techniques of imputations already implemented in SPSS and are used vastly by previous researchers. Nevertheless, all in all, it can be said that if further experiment needs to be conducted, the Linear Interpolation technique is still the best among four available techniques in SPSS based on the experiment results.

Since this simulation only focuses on the PM₁₀ variable, it cannot be said the techniques are valid to be used for other pollutants variables such as SO₂, CO₂, CO, and O₃. However, in other previous literature from previous researchers, the result from different techniques apart from what is being programmed in SPSS already achieved success with some work limitations. In a nutshell, further study should be conducted for the other variables to determine the actual value for missing data to determine whether the different variables may affect this experiment results.
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ABSTRACT

This study presents the optimum operating parameters and geometrical of the functionally graded sandwich plate with porous materials (FGPMs), widely used in aircraft structures subjected to uniaxial critical buckling load. This process is developed design optimisation parameters by employing Multi-Objective Genetic Algorithm (MOGA) techniques. According to a simple power law, the assumption of varying material characteristics of the porous FG core through the plate thickness is considered. In addition, to evaluate the linear buckling behaviour, a new mathematical model based on the classical plate theory (CPT) is proposed. The impact of different design parameters on the performance of the functionally graded structure is studied. Then, finite element modelling is used to validate the results of the analytical solution. Finally, the optimisation method includes both design of experiments (DOE) and response surface methodology (RSM), which are used to find out the critical buckling load of the FG sandwich plate with porous metal core bonded with two homogenous skins using suitable adhesion. The mandatory constraints are the maximum critical buckling and maximum total deformation. In this work, 100 design points are considered to determine the total deformation load multiplier, maximum deformation, and equivalent stress of sandwich plate with graded materials and even distribution of porosities. The buckling analyses of the FGPM sandwich plate subjected to the compression loading are presented by conducting an experimental program. The results show good convergence.
between suggested analytical and FEA simulation with an average error percentage of no more than 2%.

*Keywords*: Classical plate theory, critical buckling load, DOE, FEA, FGPMs, mathematical model, optimisation, RMS

### INTRODUCTION

Functionally graded materials (FGMs) are known as new advanced materials can achieve higher performance by mixing two or more completely different components, the volume fraction of which is gradually changed in one or more directions, and combined with the required material properties, thus reducing the stress concentration found in laminated composites (Emad et al., 2021a). Due to the ability to produce materials with tailor-made properties, this material is suitable for various important applications, such as energy, aerospace, automobile, defence, marine, and biomedical, so people’s interest in FGM is increasing. In addition, many researchers have been studying various aspects of static, vibration, buckling, and design (Bassiouny et al., 2020). The most popular FGMs are metal-ceramic constituents, usually showing a power-law distribution to describe their material properties.

In most fabrication processes, microvoids and porous may be found in the FGM structure leading to compatibility reduction of materials (Zhao et al., 2019). FGM structures with porous materials are essential and have unique attributes in many industrial and biomedical applications (Emad et al., 2021b). The classical plate theory (CPT) of sandwich structure is proposed considering the interrupted line hypothesis. A further improvement of this theory is considering the thin layer that combines the surface and the core (Krzysztof & Ewa, 2021). Numerous studies have been published in the literature on the stability analysis of functionally graded sandwich structures.

To predict the imperfect FGM sandwich plate’s performance in post-buckling using in-plane mechanical compression load, Vuong and Chin (2018) introduced the concept of high-order shear deformation and the FEA meshfree method in their solution. They concluded that loading type and geometrical properties influence the stability of the FGM structure. Hessameddin and Farid (2020) investigated buckling characteristics of sandwich plates with different boundary conditions and proposed mathematical formulations according to modified shear deformation theory. They examined the sandwich plate performance against linear buckling by taking the effect of some input parameters and employing a response surface methodology (RSM) in their analysis. D. Chen et al. (2019) used the Chebyshev-Ritz method to study bending and buckling analyses of the FG plate with a different arrangement of porosity distribution. The results show that the proposed porous model can reduced interfacial failure and improved buckling and bending performances.
The buckling behaviours of a functional graded polymeric sandwich plate subjected to different load cases have been presented by Mine and Uğur (2020). Moreover, Abo-Bakr et al. (2021) used variable axial load conditions to investigate optimal weight for buckling loads of the two constituents functionally graded beams with volume fraction following the sigmoid function. Z. Chen et al. (2019) studied the flexural buckling problems of the FGMs sandwich structure considering thermal-induced non-uniform cross-sectional properties and taking into accounts the influence of transverse shear deformation. Michele (2020) analysed the impact of the uneven arrangement of the core-oriented fibres using various materials on buckling loads of functionally graded orthotropic plates. J. F. Wang et al. (2021) introduced the meshless method and discussed a composite quadrilateral plate’s stability and thermal vibration features with the FG carbon reinforced with a nanotube. Yassir et al. (2021) proposed a high-order mathematical model to examine stability analysis of the FG plate structure using the finite element method. Recently, many important studies have been published and discussed the development and design problems of FGMs (Mrinal & Manish, 2021; Nikbakht et al., 2019; Yi et al., 2019). A comprehensive study in optimisation shape and material for stability and performance behaviour of functionally graded toroidal shells has been conducted by Thang et al. (2020).

C. Wang et al. (2021) presented an optimisation process to improve the performance of piezoelectric FG plates by analysing shape control using a multi-objective isogeometric integrated method. Jin and Masatoshi (2015) worked on minimising the flexibility of FG sandwich structures by conduct a reliable design and optimisation analysis using an interface shape method, taking into accounts the volume constraints of the FG part. Zhu et al. (2009) presented an optimal study of sandwich panels under impact loading conditions to study the buckling behaviour considering the effect of different design parameters. Additionally, to solve the stability problem of functionally graded plates work in a thermal environment and under the influence of mechanical loadings, multi-objective design optimisation is conducted by Moleiro et al. (2020). In order to generate a design of lightweight structures based on prospective yield performance, Bai et al. (2019) presented a new approach of topology optimisation considering maximum applied stress as a constraint to design graded lattice structures. According to the literature, many scientists have adopted great attention to study the static, dynamic, and stability problems of FGM structure. However, many limitations are still present and need further study. For example, the comprehensive study of eigenvalue buckling, design, and optimisation of FGM imperfect sandwich plate follow power-law variation by applying in-plane loads has not been studied previously.

The current study presents a linear buckling analysis of simply-supported FG sandwich plates with uniform porosity distribution. The mathematical formulations are developed by using the classical thin plate theory. In accordance with this aim, total deformation and critical stresses are obtained for various geometrical considerations. Many important
design parameters, such as porosity ratio, volume fraction index, and thickness ratio, are considered in detail—numerical results obtained by Ansys test the accuracy and validity of the proposed analytical solution. A new optimisation analysis using the concept of design of experiments (DOE) and Response Surface Method (RSM) are carried out to evaluate the stability characteristics of the FG sandwich plate with porous metal. The number of design points considered is 100. The chosen design variables include porosity ratio (Beta), gradient index ($k$), and core thickness ($h$), as while the Total Deformation, Equivalent Stress, and Total Deformation Load Multiplier are chosen as response functions. The ranges of the input variables considered in this study are porosity factor (Beta= 0-0.5), volume fraction index ($k= 0-5$), thickness of face sheet ($h_t=2-2.5$) mm, and FG core height ($h= 5-25$) mm. Moreover, to approximate the results, a dxrom software is combined with ANSYS DesignXplorer is presented. The main contribution of this work is that the paper reports a comprehensive study of the porous FGM material and provides useful analysis and results, which would be helpful for the usage of such materials in the engineering industry. The results obtained may encourage many researchers to conduct further works on porous FG sandwich structures.

MATERIALS AND METHOD

Consider the model of a supported, rectangular FGM plate with cartesian coordinates ($x$, $y$, $z$), composed of two constituents ($Al_2O_3/Al$) core bonded at top and bottom surfaces with isotropic metal skin as shown in Figure 1. The width $a$, length $b$, and total thickness $h$ are the main dimensions of the plate. The plate is subjected to uniaxial force $F_x$ acting on the plate boundaries along the $x$-direction. According to classical plate theory, the stress-strain relation for the FG plate is given by Equations 1a, 1b, and 1c (Phi et al., 2021; Arefi & Najafitabar, 2021),

\[
\sigma_x = -\frac{Ez}{1-v^2} \left( \frac{\partial^2 w}{\partial x^2} + v \frac{\partial^2 w}{\partial y^2} \right) \quad [1a] \\
\sigma_y = -\frac{Ez}{1-v^2} \left( \frac{\partial^2 w}{\partial y^2} + v \frac{\partial^2 w}{\partial x^2} \right) \quad [1b] \\
\tau_{xy} = -\frac{Ez}{(1+v)\partial x\partial y} \quad [1c]
\]

Similarly, the corresponding moment resultants components $M_x$, $M_y$, and $M_{xy}$ respectively can also be given as Equations 2, 3a, 3b, and 3c:
Here, $D$ indicates the flexural rigidity of the plate which is equal to $D = \frac{Eh^3}{12(1-\nu^2)}$.

Now, the governing equation of the plate can be expressed as Equation 4:
$$\frac{\partial^2 M_{xx}}{\partial x^2} - 2\frac{\partial^2 M_{xy}}{\partial x \partial y} + \frac{\partial^2 M_{yy}}{\partial y^2} = N_x w_{xx} \tag{4}$$

The axial force $N_x$ can be obtained with respect to the generalized strains as Equation 5
$$D({\nabla^4}w) = N_x \frac{\partial^2 w}{\partial x^2} \tag{5}$$

Where $\nabla^4$ is commonly called the biharmonic operator.

As indicated above, the core material of the sandwich plate is considered with two constituents (i.e. ceramic and metal). Taking into account the Voigt homogenisation rule, the ceramic volume fraction $V_c$ can be expressed as Equation 6 (Latifi et al., 2013; Baferani et al., 2011),
$$V_c(z) = \left(\frac{z}{h} + \frac{1}{2}\right)^k \tag{6}$$

And the volume fraction $V_c$ and $V_m$ satisfy Equation 7:
$$V_m(z) + V_c(z) = 1 \tag{7}$$

Where $V_m$ is the corresponding volume fraction of metal, $h$ is the plate cross-section height, and $k$ is a gradient index in which $k \epsilon [0, \infty)$, organises plate flexibility behaviour. By employing Equations 6 and 7, the effective mechanical properties of FGMs across the thickness of plate, considering the distribution of constituents follow a power-law is given by Equations 8 and 9:
Here \( \phi_c \) and \( \phi_m \) denote to effective properties of the FG plate materials (i.e. ceramic and metal), respectively (Merdaci et al. 2019; Singh & Harsha, 2020).

**Mathematical Model for Porous FGM Sandwich Plate**

For FG sandwich plate with even distribution of porosities (\( \beta < 1 \)) are considered to vary continuously within the thickness of the plate, expressions for, the elasticity modulus \( E \) and mass density of the imperfect FG core using the power-law distribution are described by Equations 10 and 11, while Poisson’s ratio \( \nu \) is assumed not varies through-thickness direction (Nuttawit & Arisara, 2015; Kumar et al., 2021).

\[
E(z) = E_m + (E_c - E_m) \left( \frac{z}{h} + \frac{1}{2} \right)^k - (E_c + E_m) \frac{\beta}{2}
\]

\[
\rho(z) = \rho_m + (\rho_c - \rho_m) \left( \frac{z}{h} + \frac{1}{2} \right)^k - (\rho_c + \rho_m) \frac{\beta}{2}
\]

A rectangular sandwich plate assessed the linear buckling behaviour of an FGPM structure with total height \( H \) made of (Al/Al\(_2\)O\(_3\)) FG core with porous and two same isotropic face sheets is considered. As a result, the mechanical properties of upper and lower skins are the same (i.e. \( E_1 = E_2 = E_f \) and \( \nu_1 = \nu_2 = \nu \)), and the thickness of both parts is the same (i.e., \( h_1 = h_2 \)), the corresponding flexural rigidity \( D_s \) can be represented in the following Equations 12, 13 and 14:

\[
D_s = \int_{-\frac{h}{2}}^{\frac{h}{2}} \left\{ \frac{z^2}{(1 - \nu^2)} E(z) \right\} dz
\]

\[
+ \frac{1}{(1 - \nu^2)} \left( \int_{-\frac{h}{2}}^{\frac{h}{2}} \left\{ E_m + (E_c - E_m) \left( \frac{z}{h} + \frac{1}{2} \right)^k \right\} dz \right.
\]

\[
- (E_c + E_m) \frac{\beta}{2} z^2 \right\} dz + \int_{\frac{h}{2}}^{\frac{h+h_2}{2}} \left\{ \frac{z^2}{(1 - \nu^2)} E(z) \right\} dz
\]

\[
E(z) = E_m + (E_c - E_m) \left( \frac{z}{h} + \frac{1}{2} \right)^k - (E_c + E_m) \frac{\beta}{2}
\]

\[
\rho(z) = \rho_m + (\rho_c - \rho_m) \left( \frac{z}{h} + \frac{1}{2} \right)^k - (\rho_c + \rho_m) \frac{\beta}{2}
\]
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\[ D_s = \left( \frac{(E_c - E_m)h^3}{(1 - v^2)} \left( \frac{1}{k + 3} - \frac{1}{k + 2} + \frac{1}{4(k + 1)} \right) \right) + \frac{E_m h^3}{12(1 - v^2)} - \frac{(E_c + E_m)\beta h^3}{24(1 - v^2)} \]  \[ 13 \]

Here, and as an approximate solution, the function may be used to describe the behaviour of rectangular plate in x and y directions, and the stability Equation 15 may be written as Equation 16 (Al-Waily et al., 2020)

\[ D_s \left( \frac{\partial^4 w}{\partial x^4} + 2 \frac{\partial^4 w}{\partial x^2 \partial y^2} + \frac{\partial^4 w}{\partial y^4} \right) = N_x \frac{\partial^2 w}{\partial x^2} \]  \[ 14 \]

and we may represent Equation 14 as follows (Equation 15):

\[ \left\{ \frac{(E_c - E_m)h^3}{(1 - v^2)} \left( \frac{1}{k + 3} - \frac{1}{k + 2} + \frac{1}{4(k + 1)} \right) \right\} + \frac{E_m h^3}{12(1 - v^2)} - \frac{(E_c + E_m)\beta h^3}{24(1 - v^2)} \]

\[ 15 \]

\[ \times \left( \frac{\partial^4 w}{\partial x^4} + 2 \frac{\partial^4 w}{\partial x^2 \partial y^2} + \frac{\partial^4 w}{\partial y^4} \right) = N_x \frac{\partial^2 w}{\partial x^2} \]

Here, and as an approximate solution, the function may be used to describe the behaviour of rectangular plate in x and y directions, and the stability Equation 15 may be written as Equation 16 (Al-Waily et al., 2020)

Figure 1. FGM Sandwich plate with porous core and homogenous skins
where: \( m, n \) natural numbers (\( m, n=1, 2, 3, \ldots \)), also, \( A_{mn} \) is a constant coefficient, then by substituting the supported boundary conditions, into Equation 16, and putting through Equation 15, we get Equations 17 and 18,

\[
N_x = \left\{ D_s \times \left( \frac{m\pi}{a} \right)^2 + 2D_s \times \left( \frac{n\pi}{b} \right)^2 + D_s \times \left( \frac{n\pi}{a} \right)^4 \times \left( \frac{a}{m\pi} \right)^2 \right\}
\]

Consequently, the stability of an imperfect sandwich plate can be evaluated by determining the critical value of buckling load \( N_x \). Moreover, in the case of the fundamental critical buckling occurs \( (m=n=1) \), one may directly arrange Equation 18 for the square sandwich plate, which leads to getting Equation 19:

\[
N_x = 4D_s \left( \frac{\pi}{a} \right)^2
\]

Using MATLAB code, the critical buckling load of Equation 17 may be determined, and different results can be recorded.

In consequence, the critical stress takes the following form as Equation 20,

\[
\sigma_{x,cr} = \frac{N_{x,cr}}{h}
\]

Furthermore, the associated dimensionless of the critical buckling load of thin porous FGM sandwich plates \( \bar{N} \) can be written as Equation 21:

\[
\bar{N} = N_{x,cr} \frac{a^2}{E_m h^3}
\]

Experimental Work

The experimental program covers the design of the specimens used as well as compression tests utilising samples with three porosity values \( (\beta = 0.1, 0.2, \text{ and } 0.3) \), a gradient index \( (k=1) \), and skins with a thickness of 1 mm using (Tinius Olsen H50KT) apparatus. In addition, a computer-controlled testing apparatus was used to measure maximum compression load and maximum total deflection at the mid-span of the plates.

Design and Preparation of the FG Test Specimens

In this study, two additively manufactured (AM) materials, Polytropic acid (PLA) and Thermoplastic polyurethane (TPU), produced by FlashForge (Zhejiang Hisun Biomaterials,
China), were used for 3D printing with a standard diameter of 1.75 mm. Each type has unique properties and applications that distinguish them from one another. All the samples were designed with porosity using Solid Works, then saved as a (.stl) file, then used to construct the sample with a CR-10 Max 3D printer. Throughout the current study, the face sheet was constructed mainly from aluminium alloy (AA6061-T6) plates with a thickness of 1 mm, the material most widely used for engineering applications and aerospace structures. On both top and bottom surfaces of the face sheet, extra adhesion (Epoxy) is used to bond it to the FG core, as shown in Figure 2. Table 1 summarises the mechanical properties of the FG core and face sheet (Arndt & Lechner, 2014; Balakrishna et al., 2020).

![Figure 2. Manufacturing FG plate specimens using 3D printing](image)

Table 1

<table>
<thead>
<tr>
<th>Material</th>
<th>E (GPa)</th>
<th>ρ (Kg/m³)</th>
<th>v</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLA</td>
<td>1.2</td>
<td>1360</td>
<td>0.38</td>
</tr>
<tr>
<td>TPU</td>
<td>2.58</td>
<td>1450</td>
<td>0.35</td>
</tr>
<tr>
<td>AA6061-T6</td>
<td>70</td>
<td>2702</td>
<td>0.3</td>
</tr>
</tbody>
</table>

**Experimental Setup and Procedure**

Sandwich plates composed of functionally graded porous metals can be used for buckling experiments. The test specimens were fabricated from FGM with dimensions of 150 x 300 and 10 and 15 mm core heights. The plate is mounted on fixtures, and the experiment is conducted under (SFSF) boundary conditions. All experiments are carried out on
electromechanical universal testing equipment (UTM). The specimen was subsequently compressed unidirectionally at a displacement-controlled rate of 0.5 mm/min (in the direction of the y-axis). The force-extension curve drawn using UTM, as shown in Figure 3, can be used to establish the critical buckling load value for the plate structure under the impact of various parameters. The test technique was conducted three times on samples with the same attributes to ensure accuracy. Finally, the integral test method was repeated for all samples.

**Figure 3.** Experimental setup for FG sandwich plates

**Numerical Investigation**

The finite element method (FEM) is an excellent numerical way to analyse the dynamic response and the prediction of total deformation load, at which point stability can be observed in the FGMs sandwich plate (Emad et al., In Press; Vyacheslav & Tomasz, 2020). Accordingly, the numerical model of the sandwich plate with porous metal is carried out by employing the ANSYS software (Ver. 2021 R1). The 3D finite element model with dimensions \( a=b=0.5 \) m. The FG parameters include porosity coefficients Beta (0-0.3), the thickness of the core varies from (5-25) mm, and the gradient index \( k \) is (0-5). The skin thickness is kept to be 2.5 mm for upper and lower surfaces. For the mesh refinement process to work well, further mesh refining and convergence approach was carried out to get high accuracy numerical results, as shown in Figure 4, which uses 2536100 nodes. In the simulation, the material properties used in linear buckling analysis are calculated after mathematical operations, then involved as a new assignment into the model engineering data view. The desired model requires a thin layer of glue to pass through the connection area and between the layers to attain accurate results.
Furthermore, the glue prevents uneven thickness development between layers and skins caused by inconsistent settlement (Nguyen et al., 2020). In addition to the characteristics of the plate, the system also includes the mechanical characteristics of top and bottom skins. As such, apply the corresponding BC’s under uniaxial compression on both plate sides. The square FG sandwich plate with supported boundary conditions subjected to uniaxial load case is illustrated in Figure 5. Next, buckling analysis of the selected models may be obtained to discover the stability behaviour in terms of total deformation load.

Figure 4. The model of FG system with Mesh

Figure 5. FGM Sandwich plate with S.S boundary conditions
Optimisation Problem Formulation

Topology optimisation can provide an optimised design and a better approximation based on a series of loads and constraints. Furthermore, by considering the buckling limit to minimise structural compliance, the buckling limit may determine an acceptable level of withstanding to total deformation of the structure (Mrinal & Manish, 2021; Sadiq et al., 2021; Lin et al., 2019). This work’s scope optimisation includes a detailed design of a porous FG structure with specified boundary conditions under the influence of linear buckling using ANSYS 2021 R1, as shown in Figure 6. By including RSM, the model is built, meshed, and the design parameters are introduced, and the response results for total deformation, buckling load, and equivalent stresses are obtained.

Based on the fact that FG parameters have a considerable impact on handling the FGM sandwich structure stability problem, the design of experiment software (DOE) was employed: to study the influence of the FG parameters on stability, obtaining optimal parameters, and develop a mathematical model based on numerical data. The well-known optimisation procedure known as the MOGA method is used. It provides frequent purposes and constraints to determine the optimum global concept. The design variables involving skin thicknesses ($P1$), core height ($P3$), porous parameters ($P8$), and power-law index ($P9$) are selected with appropriate limits, as it is found in Table 2. The main objective of this study is the maximise Total Deformation Load Multiplier ($P15$), Total Deformation Maximum (mm) ($P18$), Equivalent Stress Maximum (MPa) ($P19$), and Force Magnitude 1 and 2 (N) ($P16$ & $P17$), respectively considering initial samples 4000 and the number of samples per iteration 800 with a maximum of 13 iterations for each process. Moreover, the number of candidates is 3. The most important convergence roles in optimisation work involve Pareto and stability criterion. The estimated number of evaluations is 19200. Numerical simulation cases were conducted based on the design matrix established by the design of experiment (DOE) software.

In particular, to get many results, special software known as dxrom combines with ANSYS DesignXplorer Add-in for Excel. One may select any variable of the input parameters, apply any sampling point from (1 to 100), and select $X$ and $Y$ values. We can generate frequent results represented by tables and plots through this scope. Furthermore, we can choose any response point and performed the same work. Also, the percentage error can be obtained for each solution.
Figure 6. View of optimisation analysis via Ansys

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Minimum value</th>
<th>Maximum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin thickness (m)</td>
<td>$P1 / a1$</td>
<td>0.002</td>
<td>0.0025</td>
</tr>
<tr>
<td>Plate thickness (m)</td>
<td>$P3 / b1$</td>
<td>0.005</td>
<td>0.025</td>
</tr>
<tr>
<td>Porosity coefficient</td>
<td>$P8 / \beta$</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>Volume fraction index</td>
<td>$P9 / K$</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

This paper presents buckling analysis and the stability problem of FGPMs. The FGM core layers are considered to be graded via the thickness direction of the plate with an even arrangement of porosities. A new mathematical formulation is carried out based on CPT, and the second-order differential equation is derived and solved. Many important parameters are tested to check their effects on the critical buckling load. These parameters include porosity ratio, gradient index, number of FGM platelayers, and aspect ratio. The analytical solution is validated by conduct a numerical investigation using the ANSYS 2021 R1. Various results are introduced and organised in multiple tables and figures. The mechanical properties for the FGM core, made from a mixture of (Al₂O₃/Al) and mild steel skins, are given in Table 3 (Cui et al., 2019). The plates have identical length and width \((a=b=0.5\,\text{m})\), the porosity ratio \(\beta\) \((0\text{ to } 50\%)\), the power-law distribution \(k\) \((0\text{ to } 5)\), the FG core height \(h\) \((5\text{ to } 25)\,\text{mm}\), and two values of the skin thickness \(h_{1}\) \((2\text{ and } 2.5)\,\text{mm}\).

Table 3

<table>
<thead>
<tr>
<th>Property</th>
<th>FG core</th>
<th>Face Sheets (Steel)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aluminium (Al)</td>
<td>Ceramic (Al₂O₃)</td>
</tr>
<tr>
<td>E (GPa)</td>
<td>70</td>
<td>380</td>
</tr>
<tr>
<td>(\rho) (Kg/m³)</td>
<td>2700</td>
<td>3800</td>
</tr>
<tr>
<td>(v)</td>
<td>0.30</td>
<td>0.30</td>
</tr>
</tbody>
</table>

The nondimensional of critical buckling load is given as Equation 22:

\[
\bar{N} = N_{x,cr}(a^{2}/E_{m}h^{3})
\]  \[22\]

The proposed analytical solution capability for evaluating the linear buckling load of the functionally graded sandwich plate with porosity is examined. The dimensionless buckling load of the imperfect square sandwich plate is determined and compared with those calculated by FEA and introduced in Table 4. The dimensions of the plate are \(a=b=0.5\,\text{m}\), and the \((\text{Al/Al₂O₃})\) constituents FG core height \((h = 10)\,\text{mm}\). Meanwhile various porosity factors \(\text{Beta}\) (i.e., \(\text{Beta} = 0.1, 0.2, 0.3, 0.4 \text{ and } 0.5\)) are considered and the power-law index \(k=1\). The results were in good convergence with an average percentage error of 5%. One may discover that all models were utilising the critical value of buckling load induced in FG sandwich plate decrease with the increase of both power-law exponent and porosity parameters due to a clear decrease in material stiffness. Table 5 demonstrates the variation
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of critical buckling loads of SFSF sandwich plate composed of PLA (Polytropic acid) and TPU (Thermoplastic Polyurethane) porous metal. The results show a good agreement between the UTM results and those obtained by the simulation procedure, with a maximum error percentage of 12% occurring at slenderness ratio $a/H = 30$ and porosity factor $= 0.3$. Furthermore, from the results, it may be concluded that TPU is an elastic polymer. Hence it may be used in various applications, such as car instrument panels and medical devices.

Table 4

<table>
<thead>
<tr>
<th>No.</th>
<th>$h_1$</th>
<th>$h$</th>
<th>$\beta$</th>
<th>$k$</th>
<th>Buckling load parameter</th>
<th>Discrepancy %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Analytical</td>
<td>Numerical</td>
</tr>
<tr>
<td>1</td>
<td>2.5</td>
<td>10</td>
<td>0.0</td>
<td>0.5</td>
<td>11.347</td>
<td>11.75</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>10</td>
<td>0.1</td>
<td>0.5</td>
<td>11.104</td>
<td>11.476</td>
</tr>
<tr>
<td>3</td>
<td>2.5</td>
<td>10</td>
<td>0.2</td>
<td>0.5</td>
<td>10.65</td>
<td>10.95</td>
</tr>
<tr>
<td>4</td>
<td>2.5</td>
<td>10</td>
<td>0.3</td>
<td>0.5</td>
<td>10.317</td>
<td>10.624</td>
</tr>
<tr>
<td>5</td>
<td>2.5</td>
<td>10</td>
<td>0.4</td>
<td>0.5</td>
<td>10.174</td>
<td>10.365</td>
</tr>
<tr>
<td>6</td>
<td>2.5</td>
<td>10</td>
<td>0.5</td>
<td>0.5</td>
<td>9.931</td>
<td>9.995</td>
</tr>
</tbody>
</table>

Figure 7: Convergence of the buckling load parameter results of supported (Al/Al$_2$O$_3$) FGPMs sandwich plates for different slenderness ratios.
Figure 7 shows the buckling load parameters results obtained by the proposed analytical solution of the supported porous FGM sandwich plate involving aspect ratio impact for five different values ($r=0.5, 1, 1.5, 2$) at porous factor ($\beta=0.1$), and the ratio of core to skin thickness ($h/h_f=5$). It can be seen from Figure 7 that as the volume fraction and aspect ratio gradually increase, $\overline{N}$ increases, and the influence of the gradient index $k$ is more significant as the aspect ratio increases (i.e., the effect of power-law exponent disappears at small values of aspect ratios). According to the details of Figure 8, the analytical solution results for the dimensionless parameter ($\overline{N}$) are given at porosity parameter ($\beta=0, 0.1, 0.3$), for the various core to skin thickness ratio ($h/h_f=2, 4, 6, 8, 10$) at gradient index ($k=0.5$). It is observed that the critical buckling loads parameter is decreased with the increase of both cores to face-sheet thickness ratio ($h/h_f$) and porosity coefficient ($\beta$). Also, there is a clear convergence in results with an increased thickness ratio from 6 to 10. One may be concluded that the bending stiffness of the sandwich plate is significantly affected with the increase of core to face-sheet thickness ratio $h/h_f$ due to a decrease in overall stiffness. By considering the FGM sandwich plate comprised of layers up to 20, Figure 9 presents the buckling load parameter results due to the Ansys simulation at porosity coefficient ($\beta=0.25$). The results obtained for different aspect ratios including value of power-law index ($k=1$), core height ($h=10$ mm), and face sheet thickness ($h_f = 1.5$ mm). It is found that there are no obvious variations of buckling load parameters when the structure core is constructed by a few layers as well as a small aspect ratio. However, the performance of the whole structure offers high stability as the number of FG core layers increases.

![Figure 8](image-url)

*Figure 8. A comparison of the critical buckling load parameter of a square sandwich plate having three porosities, $h/h_f$, in terms of the core to face-sheet thickness ratio.*
Figure 9. Results of the $\bar{N}$ of rectangular FGM sandwich plate, for various aspect ratios at $k=1$

Table 5
Experimental and numerical variation of critical buckling loads of SFSF rectangular sandwich plate, skin thickness 1mm

<table>
<thead>
<tr>
<th>Sandwich type</th>
<th>$b/a$</th>
<th>$a/H$</th>
<th>Porosity</th>
<th>Experimental (N)</th>
<th>Numerical (N)</th>
<th>Discrepancy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLA/Al</td>
<td>0.5</td>
<td>30</td>
<td>0</td>
<td>11750</td>
<td>12984.924</td>
<td>9.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
<td>11480</td>
<td>12362.883</td>
<td>7.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>11179</td>
<td>11870.840</td>
<td>5.83</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
<td>10750</td>
<td>11618.802</td>
<td>7.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>32100</td>
<td>33514.204</td>
<td>4.23</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>20</td>
<td>0.1</td>
<td>31550</td>
<td>33396.080</td>
<td>5.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>31000</td>
<td>33277.955</td>
<td>6.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
<td>30645</td>
<td>33159.831</td>
<td>7.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>11200</td>
<td>11665.2</td>
<td>3.98</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>30</td>
<td>0.1</td>
<td>10890</td>
<td>11635.38</td>
<td>6.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>10455</td>
<td>11621.87</td>
<td>10.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
<td>10180</td>
<td>11568.37</td>
<td>12.00</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>20</td>
<td>0.1</td>
<td>27175</td>
<td>28165.52</td>
<td>3.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>26490</td>
<td>27982.29</td>
<td>5.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
<td>26750</td>
<td>27924.33</td>
<td>4.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
<td>26110</td>
<td>27866.37</td>
<td>6.30</td>
</tr>
</tbody>
</table>
Table 6 also shows Ansys’s critical buckling load parameter results for sandwich plates employing different porosity coefficients under five types of boundary conditions. For example, the plate thickness ratio $a/h = 50$, and thickness of face sheets 2mm. Influences of porosity coefficient and power-law index are investigated, and it is noticed that the higher buckling parameter value present at the model stronger constraints. As an example, taking into accounts the porosity coefficient ($\beta = 0.1$) and the gradient index ($k = 1$), The buckling parameter for the CCCC model is 17, while in CCCS, the buckling parameter is 15.75, also in CCCF, the buckling parameter is 13.79, as for SCSC, the buckling parameter is 12.79, and in SSSS, the value is 10.73. It is concluded that the critical buckling load increases with the increase in the constraints to the boundary conditions; for example, the frequency parameter for CCCC is higher than CCCS, and this condition is more than CSCS, and so on.

<table>
<thead>
<tr>
<th>B.C.’s</th>
<th>k</th>
<th>Porosity factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0.1</td>
</tr>
<tr>
<td>CCCC</td>
<td>0</td>
<td>18.99</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>17.87</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>17.54</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>17.11</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>16.59</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>14.31</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>14.01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>13.75</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>13.50</td>
</tr>
<tr>
<td>SCSC</td>
<td>0</td>
<td>13.88</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>13.35</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>13.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12.50</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>11.86</td>
</tr>
<tr>
<td>SSSS</td>
<td>0</td>
<td>12.34</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>11.27</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>10.97</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10.64</td>
</tr>
</tbody>
</table>
Response Surface Results

Response surface methodology is another common statistical approach for process parameter optimisation. It includes 3D figures to display how certain input design values will impact the response view of resultant parameters. Figure 10 represents the total deformation buckling load response chart at gradient index $k = 0$, while Figure 11 shows the maximum equivalent stress with varying porosity parameters and core height at gradient index $k = 0.5$. From Figures 10 and 11, it is found that both buckling load and equivalent stress increase with the decrease of gradient index and porosity coefficients. Furthermore, a response chart for both equivalent stresses and deformation load is shown in Figures 12 and 13. In terms of the porosity parameter, it is demonstrated that the presence of pores influences the overall rigidity of functionally graded structures. We can also generate graphs of Local Sensitivity to display relationships of each input parameter with corresponding output parameters. Simultaneously by constructing a spider chart, changing the input parameters may visualise the effect on all the output parameters.

Table 6 (Continued)

<table>
<thead>
<tr>
<th>B.C.’s</th>
<th>$k$</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCCS</td>
<td>0</td>
<td>16.84</td>
<td>16.69</td>
<td>16.26</td>
<td>16.09</td>
<td>15.87</td>
<td>15.71</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>16.32</td>
<td>16.02</td>
<td>15.99</td>
<td>15.70</td>
<td>15.61</td>
<td>15.48</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>15.81</td>
<td>15.75</td>
<td>15.61</td>
<td>15.55</td>
<td>15.31</td>
<td>15.00</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>15.61</td>
<td>15.34</td>
<td>15.18</td>
<td>15.01</td>
<td>14.82</td>
<td>14.60</td>
</tr>
</tbody>
</table>

Figure 10. RSM with varying parameters for total deformation multiplier at $k = 0$
Table 7
Optimisation results for three candidate points for total deformation load

<table>
<thead>
<tr>
<th>Candidate points</th>
<th>$P_1$ (mm)</th>
<th>$P_3$ (mm)</th>
<th>P8</th>
<th>P9</th>
<th>Total Deformation Load Multiplier</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.5</td>
<td>20</td>
<td>0.3</td>
<td>3</td>
<td>353636</td>
</tr>
<tr>
<td>2</td>
<td>2.5</td>
<td>19.857</td>
<td>0.299</td>
<td>2.999</td>
<td>677775</td>
</tr>
<tr>
<td>3</td>
<td>2.5</td>
<td>19.678</td>
<td>0.299</td>
<td>3</td>
<td>785788</td>
</tr>
</tbody>
</table>

Figure 11. RSM with varying parameters for equivalent stresses at $k = 0.5$
Figure 13. Response chart for Total Deformation Load.
Optimisation Results and Discussion

This section deals with frequent results obtained by optimisation work. It is included but is not limited to the Tradeoff charts, Sensitivities, and Candidate points. Table 7 presents three candidate points results found by optimisation work. The results indicated that a generated design for all models has an excellent tendency to predict the stability of porous FG sandwich structures. Specifically, feasible points for total deformation load and equivalent stresses are introduced in the Tradeoff charts as shown in Figures 14 and 15, respectively. According to details in Figures 15 and 16, it is found that the gradient index $k = 0$ results in a sharp gradient in both total deformation and equivalent stress near the bottom surface of the plate, while $k = 2.9$ results in a steep gradient in total deformation equivalent stress near the top surface. The reason for this is the sharply varying material properties near the top and bottom surfaces for $k = 0$ and 3.

Figure 16 presents a graphical view of the global sensitivities for total deformation load multiplier, equivalent stresses, and force magnitude with respect to the input parameters such as skin, core heights, porosity coefficient, and FG constituent index. Sensitivity with positive response occurs when an apparent increase of the input parameter yields to an increase in output response. In contrast, a negative sensitivity can be seen when an inverse relationship between input and output occurs.

![Figure 14. Tradeoff chart for Total deformation load at a number of Pareto to show 8 feasible points](image-url)
Figure 15. Tradeoff chart for Equivalent stress at a number of Pareto to show 8 feasible points
Figure 16. Sensitivities for various parameters
CONCLUSION

Porous FG materials are widely used in many applications such as tissue engineering, Biomedicine, and aerospace. The present work investigates the MOGA optimisation method for eigenvalue buckling analysis of supported functionally graded sandwich plate with Al/Al₂O₃ porous core and two homogeneous material skins. The presented generalised analytical model employing the classical plate theory of the sandwich structure is formulated. The FEA approach confirmed the correctness of the generalised analytical model of the sandwich structure with FGMs. Results for important parameters of FG core material and thickness and type of boundary conditions are evaluated. Some concluding observations from the investigation are given below.

- For all the boundary conditions, the buckling load increases with an increased aspect both thickness \( a/h \) and slenderness ratio \( (a/b) \).
- It can be observed that the performance of sandwich structures with porous FG is influenced by, type of the axial load, volume fraction characteristics, and boundary conditions. Also, it was found that the maximum critical buckling load of such a sandwich plate is gained when, pure ceramic surface, its supports are completely clamped, and the porosity factor is 0.1.
- The FEA models represented by Ansys software are a high-quality way to design, optimize, and predict critical buckling load. Hence it can identify the stability and level of performance of the FGM sandwich structure.
- A reasonable agreement was established between the experimental and finite element analysis using ANSYS software for buckling analysis, with a percentage error of no more than 15%, indicating that there was no delamination between the layers of FGM samples and that the test samples were well-fabricated.
- The behaviour of the sandwich structure is positively influenced by the ratio of core height to total sandwich plate height (i.e. \( h/H \)). It is because the rigidity of the sandwich panel is greatly affected by this ratio.
- According to the results obtained by the DOE and RSM, the resulted optimum value for the maximum porosity coefficient was found at 0.3, core height (0.019678 m), face sheet thickness (0.0025 m), and the maximum gradient index (3), where the optimum total deformation load multiplier value was found (785788).
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ABSTRACT

This paper presents the characterization and performance of six-year field data for two different systems of PV module technologies from the rooftop grid-connected system installed at Universiti Teknologi MARA (UiTM) Shah Alam. Two different PV module technologies are used as case studies to establish a method of anomaly detection on the system performance. The selected parameters such as string voltage, string current and AC power output are used in the analysis, while solar irradiance and module temperature are used as a reference basis. Based on the results obtained, both systems having degradation rates differently. System A had shown stable performance before it degraded by 16.09% after the 4th-year of operation, whereas system B continuously decreased by 39.35% during the monitored period. However, the string current of system A degraded up to 4.4% and, interestingly, no degradation for the string voltage. In contrast, system B has experienced a degradation of the string current by about 21.6%, whereas the string voltage was around 16.16%. Therefore, the string current and string voltage could identify the cause of the degradation rate of AC power. This analysis could be used to
Mohamad Zhafran Hussin, Nor Diyana Md Sin, Hedzlin Zainuddin, Ahmad Maliki Omar and Sulaiman Shaari

diagnose and identify the sources and causes of power degradation of grid-connected PV systems so that further action could be taken.

**Keywords:** Degradation, grid-connected, photovoltaic system, string current, string voltage

**INTRODUCTION**

The Government of Malaysia is committed to achieving the 20% target for the Renewable Energy (RE) sector in the national generation capacity mix by 2025. The preliminary Renewable Energy Transition Roadmap (RETR) 2035 developed by the Sustainable Energy Development Authority (SEDA) (http://www.seda.gov.my/) has projected that solar PV will contribute more than half of RE’s target capacity by 2025 based on two key factors due to higher average solar irradiation and continuing decline trend in the price of solar PV technology (Velautham et al., 2019). As of 2019, the installed capacity of the solar PV installation is around 882.02 MW (Vaka et al., 2020). During the early stage of the Malaysia Building Integrated Photovoltaic (MBIPV) program, the PV cost index is approximately MYR32.00/Wp (Hussin et al., 2012). Almost all components in the grid-connected photovoltaic (GCPV) system were imported from European countries. However, once solar products from China were introduced in the Malaysia market around 2017, it witnessed a significant drop in PV cost index until 2019, where the average present cost is roughly MYR2.91 to MYR5.58/Wp for residential Building Integrated Photovoltaic (BIPV) until small centralised PV applications (Velautham et al., 2019).

At the end of 2011, Malaysia launched a Feed-in Tariff (FiT) scheme through The Renewable Energy Act 2011. The scheme obliges the Distribution Licensees (DLs) to buy the electricity produced from grid-connected renewable energy for 21 year period for solar PV and mini-hydro and a 16-years for biomass and biogas. However, by 2016, the FiT scheme will no longer be offered for solar PV quota allocation and replaced by a new Net Energy Metering programme (NEM1.0). NEM1.0 permits consumers to consume the energy generated by solar PV systems. Any surplus will be resold to the utility grid or distribution licensee (TNB/SESB) at the prevailing Displaced Cost prescribed by the Energy Commission instead of selling all harvested energy as in the FiT scheme. However, this mechanism does not help reduce consumer utility bills, especially for small-size residential.

As a result, the NEM2.0 scheme was updated to replace the previous scheme to overcome the drawbacks by making it a “one-to-one” energy offset mechanism instead of the previous net billing mechanism implemented from 2016 to 2018. Recently, NEM3.0 was introduced in December 2020 once NEM2.0 has been fully subscribed and will be effective from 2021 to 2023 (SEDA). Most GCPV system owners are only interested in monthly energy generation, which reflects their electricity bills. They are only interested in knowing in detail if their monthly electricity bill is not up to their expectations, especially
when they are engaged with the NEM scheme. If any problems occurred in their system, such as shading, solar panel defects, i.e., hotspots, micro-cracks, light-induced degradation (LID) or potential-induced degradation (PID) effects throughout the contract (Fouad et al., 2017), the return-on-investment (ROI) will not be achievable where most systems usually take 4 to 7 years if using FiT scheme (Husain et al., 2020; Yatim et al., 2014), and 10 to 22 years if using NEM1.0 scheme (Husain et al., 2020; Yatim et al., 2017) to get their investment back. For NEM2.0 and NEM3.0, ROI is expected to achieve in 6 to 7 years. Today, the PV cost index is around MYR4 to MYR 5/Wp for residential.

In harvesting free energy from the sun, some limitations contribute to power loss, such as geographical locations, climates and the reliability of BOS components such as PV module technology and inverter. Thus, generally, the power loss in the GCPV system could be divided into two categories, namely sub-system power loss and PV modules power loss. Sub-system power loss includes power losses in cables and inverters. The second category is the power loss within the PV module can be further classified into controllable and uncontrollable power loss. In a controllable power loss, the effect of heat, partial shading, faulty bypass diode and soiling are manageable. However, uncontrollable power loss due to the presence of snail trails, crack, or micro-crack, potential-induced degradation (PID), light-induced degradation (LID), ageing, decolourisation and hot spot are not manageable (Hussin et al., 2015; Islam et al., 2018; Jumien et al., 2015; Muhammad et al., 2017).

The reliability of the GCPV system is one of the major factors that determine the profitability of PV projects because the performance of the PV system has a huge impact on energy production. Thus, it is essential to evaluate the performance of the GCPV system continuously. Thus, the PV system integrators and owners could minimise the risks and losses over long-term investments. Many stakeholders, especially PV manufacturers, are interested to know their on-site product performance. Degradation of PV modules or systems can occur for many reasons. Most of the power warranty by PV manufacturers is 25-year for mono facial and 30-year for bi-facial double-glass PV modules. Currently, the lack of knowledge sharing, particularly under warm and humid climates related to degradation issues, becomes more pronounced when the owners are interested in their long-term risk investments, particularly in the reliability and longevity of installed systems (Halwachs et al., 2019; Köntges et al., 2017).

According to an extensive review by Phinikarides et al. (2014), the average degradation rate for mono-crystalline was 0.89%/year, poly-crystalline was 0.81%/year, while a-Si, CIGS, CdTe around 1.34%/year, 1.86%/year, 1.70%/year, and other thin-film technologies were found to be 2.24%/year. In the context of degradation rates, several researchers have investigated the outdoor performance of various PV module technologies at different locations under tropical and sub-tropical climates such as Thailand. The overall degradation rate is between 0.5% to 4.9%/ year, and for poly-crystalline (p-Si) is around 0.5% to 1.2%/
year (Limmanee et al., 2017; Limmanee et al., 2016). Such a trend is also reported in many other countries that use crystalline silicon (c-Si) types. For example, in Indonesia, Singapore, Ghana, Algeria and India, the PV degradation rate is equal to 1.6%/year in Indonesia (Kunaifi et al., 2020), 0.8% to 1.0%/year in Singapore (Ye et al., 2014), 1.3%/year in Ghana (Quansah, 2017), 0.76%/year in Algeria (Dahmoun et al., 2021) and 1.33%/year in India (Dubey et al., 2017). However, there is limited published literature on the long-term reliability of PV modules installed in the tropical region. Previous collections in the context of degradation studies in the tropics are primarily based on data collected under four-year, except in Ghana around 19 years.

From a global point of view, the average degradation rate varies from 0.89% to 6%/year, which depends on the types of PV module technology, geographical location and climate. If it exceeds the average value, it needs to be investigated further as it may be related to the uncontrolled power loss. Several case studies related to the uncontrollable power loss used three performance metrics: energy yield, performance ratio, and indoor power, to estimate the annual degradation rates for six types of c-Si PV modules (Ishii & Masuda, 2017). The authors have concluded that a small degradation of the newly PV modules was observed between 0.1%/year and 0.4%/year over three years of operation.

However, poly-crystalline and mono-crystalline declined by 2% due to light-induced degradation (LID) after initial exposure to sunlight. In comparison, the sc-Si heterojunction (SJH) and interdigitated back contact (IBC) sc-Si clearly showed the annual degradation of PR decreased by approximately 1.4% and 0.5%/year. In addition, the authors found that the IBC sc-Si experienced an open-circuit voltage which might cause by potential-induced degradation (PID) symptoms. Other issues were found from field-testing under the Malaysian environment. For example, nine-year-old PV modules using poly-crystalline suffered from PID, where it decreased by 42% due to on-site negative voltage stress and 17% for normal field ageing. Furthermore, all tested PV modules revealed several defects such as cracked propagation accelerating the PID by high voltage stress (Islam et al., 2018). Recently, several researchers used various methods to determine the rate of accuracy and identify the early stage of degradation, which such methods from statistical analysis methods (Malvoni et al., 2020; Phinikarides et al., 2014; Saleheen et al., 2021), commercial software tools (Malvoni et al., 2017; Okello et al., 2015), PV performance metrics or IV characterisation (Dahmoun et al., 2021; Kazem et al., 2020; Roumpakias & Stamatoles, 2019) and other visual or defect issues (Bansal et al., 2021; Lillo-Sánchez et al., 2021).

It is essential to know the sources of power degradation rates to help the PV industry decide on the manufacturing process, investment terms and warranties. Besides that, this can also help the user understand the power degradation factor in the actual situation. Although many existing developed techniques in PV systems are available in the market, most of the methods are highly technical and too complicated for ordinary users. Therefore,
it is essential to develop an analysis of degradation that is understandable by all users. The purpose of this paper is to introduce a new technique for determining the annual degradation of grid-connected photovoltaic (GCPV) systems. As a case study, two grid-connected systems are investigated, operating since 2012 in Malaysia (tropical rainforest climate, Af).

MATERIALS AND METHODS

This case study is based on an earlier model of PV modules installed in 2012 at Green Energy Research (GERC), UiTM Shah Alam, Selangor Darul Ehsan. There are two GCPV systems investigated with different technologies of PV modules installed, namely System A and System B. The electrical data were taken from a dedicated data logger from 2012 to 2017 with logging time at an interval of 5-minute. The characteristics of both systems as tabulated in Table 1.

Table 1
System characteristics of system A and system B

<table>
<thead>
<tr>
<th>Description</th>
<th>System A</th>
<th>System B</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>Grid-connected</td>
<td>Grid-connected</td>
</tr>
<tr>
<td>Nominal Power (kWp)</td>
<td>5.405</td>
<td>10</td>
</tr>
<tr>
<td>Mounting</td>
<td>Retrofitted</td>
<td>Retrofitted</td>
</tr>
<tr>
<td>PV module technology</td>
<td>Polycrystalline (pc-Si)</td>
<td>Monocrystalline (mc-Si)</td>
</tr>
<tr>
<td>Array configuration</td>
<td>1p x 11s/1p x 12s</td>
<td>2p x 20s</td>
</tr>
<tr>
<td>Inverter</td>
<td>SB5000TL</td>
<td>STP8000TL</td>
</tr>
</tbody>
</table>

The electrical parameters used are alternating current (AC) power, string voltage, string current, the plane of array solar irradiance and module temperature. One-month data starting from the date of commissioning with one-year gaps are used in this analysis.

The AC power, DC voltage and DC current are normalised to its array capacity rating. Then, the predicted values are calculated using the following Equations 1-3:

\[ P_{ac,predict} = \frac{G}{1000} \times K_{temp} \times K_{age} \times K_c \]  

Where \( P_{ac,predict} \) is the predicted value for AC power output, \( P_{array, stc} \) is PV array capacity, \( G \) is plane of array solar irradiance, \( K_{temp} \) is a de-rating factor due to temperature, \( K_{age} \) is an ageing factor, and \( K_c \) is a constant derate factor due to cable loss, inverter, shading, mismatch and soiling. Therefore, from Equation 1, AC power output is very much influenced by solar irradiance. \( V_{dc} \) significantly influences the \( K_{temp} \) besides small
influence by \( K_{mm,v} \), voltage module mismatch factor as given in Equation 2.

\[
V_{dc\_predict} = V_{string} \times K_{temp} \times K_{mm,v} \tag{2}
\]

In addition, \( I_{dc} \) during operating conditions is directly affected mainly by solar irradiance, \( G \) despite other factors, namely \( K_{mm.i} \), current module mismatch, temperature, soiling and shading, as illustrated in Equation 3.

\[
I_{dc\_predict} = I_{mp\_stc} \times \frac{G}{1000} \times K_{mm,i} \times K_{temp,i} \times K_{soiling} \times K_{shading} \tag{3}
\]

The monitoring standard IEC61724 was referred to calculate the final yield and performance ratio. For final yield, \( Y_f \) is defined as the annual, monthly, or daily AC energy output in kWh, \( E_{ac} \) of the PV system per installed PV array power, \( P_o \) as shown in Equation 4.

\[
Y_f = \frac{E_{ac}}{P_o} \tag{4}
\]

Performance ratio (PR) is typically used to assess the installation quality of PV systems. The reference yield \( Y_r \) is the total amount of in-plane solar irradiation \( H \) (kWh/m²), divided by reference irradiance, \( G_{ref} \) (1 kW.m⁻²) and can be calculated as equated in Equation 5.

\[
PR = \frac{Y_f}{Y_r} \tag{5}
\]

Thus, those five equations are used as a reference in this analysis. This study’s selected parameters for degradation investigation are AC power, string voltage, string current, final yield and performance ratio.

RESULTS AND DISCUSSIONS

The PV modules are evaluated to address the degradation rate after six years of operation. Finally, the measurement results are presented in this case study.

AC Power Output

For system A, there is no significant degradation of AC power in the second year of operation. However, significant power degradation happened after the fourth year (2015) onwards, as shown in Figure 1(a). After that, the AC power appears to be stabilised at 16.09% in the fifth and the sixth year. However, system B shows continuous degradation of AC power output every year, as shown in Figure 1(b). This trend demonstrates anomaly conditions. It can be seen from Table 2. The AC power is dramatically degraded by 39.35% over six years of operation. For comparative purposes, analysis at solar irradiance 1000 W.m⁻² is used as a reference.
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Figure 1. Degradation of AC power with solar irradiance (a) System A (b) System B
The amount of AC power output degradation with solar irradiance during six years of operation is tabulated in Figure 1.

Table 2
Comparative degradation of AC power

<table>
<thead>
<tr>
<th>Year</th>
<th>System A</th>
<th>System B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AC power drop, at $G = 1,000$ W/m$^2$ (%)</td>
<td>AC power drop at $G = 1,000$ W/m$^2$ (%)</td>
</tr>
<tr>
<td>2012 (1st year)</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2013 (2nd year)</td>
<td>0.0</td>
<td>5.66</td>
</tr>
<tr>
<td>2014 (3rd year)</td>
<td>1.03</td>
<td>8.42</td>
</tr>
<tr>
<td>2015 (4th year)</td>
<td>13.34</td>
<td>19.14</td>
</tr>
<tr>
<td>2016 (5th year)</td>
<td>16.09</td>
<td>28.57</td>
</tr>
<tr>
<td>2017 (6th year)</td>
<td>16.09</td>
<td>39.35</td>
</tr>
</tbody>
</table>

String Current

The degradation of string current with solar irradiance during six years of operation is shown in Figure 2. The degradation of string current for both systems contributes to power loss. The percentage of yearly string current degradation for system A and system B is tabulated in Table 3. For system A, it was found that there was no string current degradation for the first three years. However, after the fourth year, it was degraded by 3.3% to 4.4%, as shown in Figure 2(a). It is possibly due to natural ageing and soiling effect (Jamil et al., 2020).

On the other hand, system B demonstrated distinctive string current degradation, which is doubled every year consecutively until it reached 21.6%, as illustrated in Figure 2(b). It is possibly due to PV module failure, which needs further investigation, besides natural ageing and soil factors. Soil factors influence the penetration of sunlight into the PV module. Less string current can be seen because the PV modules installed in this area suffer from pollution problems such as new factories and construction sites. Thus, the modules need to be cleaned periodically even though both systems are exposed to natural cleaning via rainwater.
Figure 2. Degradation of string current with solar irradiance (a) System A (b) System B.
String Voltage

The degradation of string voltage with module temperature during six years of operation is illustrated in Figure 3. From Table 4, system A observed an insignificant drop of string voltage, whereas system B displayed significant degradation of string voltage in the fourth year, which is 13.27%. Thus, the degradation of AC power of system A is not due to string voltage. However, the voltage degradation for system B continued to decline until it reached 16.6% at the end of six years of operation in 2017. It clearly shows that the degradation of AC power of system B contributes to the degradation of string voltage. It is not the symptom of soiling or ageing effect, but possible indications of potential-induced degradation (PID) that occurs when PV modules operate at high voltages, combined with warm and humid weather conditions (Islam et al., 2018). The potential causes of PID are mostly due to a combination of factors from high voltage, high temperature and high humidity. This finding requires further investigation to establish its actual cause.

Table 3
Comparative degradation of string current

<table>
<thead>
<tr>
<th>Year</th>
<th>System A</th>
<th>System B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>String current degradation at ( G = 1,000 \text{ W/m}^2 ) (%)</td>
<td>% String current degradation at ( G = 1,000 \text{ W/m}^2 ) (%)</td>
</tr>
<tr>
<td>2012 (1\textsuperscript{st} year)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2013 (2\textsuperscript{nd} year)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2014 (3\textsuperscript{rd} year)</td>
<td>0</td>
<td>3.1</td>
</tr>
<tr>
<td>2015 (4\textsuperscript{th} year)</td>
<td>3.3</td>
<td>7.2</td>
</tr>
<tr>
<td>2016 (5\textsuperscript{th} year)</td>
<td>4.4</td>
<td>13.4</td>
</tr>
<tr>
<td>2017 (6\textsuperscript{th} year)</td>
<td>4.4</td>
<td>21.6</td>
</tr>
</tbody>
</table>

Table 4
Comparative degradation of string voltage

<table>
<thead>
<tr>
<th>Year</th>
<th>System A</th>
<th>System B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>String voltage drop, at ( T_m = 65^\circ \text{C} ) (%)</td>
<td>String voltage drop, at ( T_m = 65^\circ \text{C} ) (%)</td>
</tr>
<tr>
<td>2012 (1\textsuperscript{st} year)</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2013 (2\textsuperscript{nd} year)</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2014 (3\textsuperscript{rd} year)</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2015 (4\textsuperscript{th} year)</td>
<td>0.0</td>
<td>13.27</td>
</tr>
<tr>
<td>2016 (5\textsuperscript{th} year)</td>
<td>0.0</td>
<td>14.04</td>
</tr>
<tr>
<td>2017 (6\textsuperscript{th} year)</td>
<td>0.0</td>
<td>16.16</td>
</tr>
</tbody>
</table>
Figure 3. Degradation of string voltage with module temperature (a) System A (b) System B
Final Yield

The monthly final yield $Y_{f,m}$ for both systems during six years of operation is shown in Figure 4. The bar graph shows system A’s average final yield is more than 100 kWh/ kWp (benchmark $Y_f$ used for Malaysia GCPV system [SEDA, 2016]) over its six years of operation. Thus, their excellent performance can be observed even though system A exhibits a fluctuation in yield generation. Meanwhile, system B keeps on dropping after the second year, where the overall final yield is less than 100 kWh/kWp during the monitoring period.

![Final Yield](image)

*Figure 4. Final Yield (a) System A (b) System B*
Performance Ratio

The degradation of Performance Ratio (PR) during six years of operation is as depicted in Figure 5. The results revealed that the performance ratio achieved by system A for six years of operation is consistently more than 75%, which is the benchmark for an accepted healthy GCPV system for Malaysia as stated in MS 2692:2020 (Department of Standards Malaysia, 2020). Meanwhile, system B shows a continuous declining trend of PR from the beginning of the operation.

![Figure 5. Performance ratio](image-url)
CONCLUSION

Both PV module technologies for two grid-connected PV systems under the same microclimate were monitored for over six years of operation, and performance parameters related to degradation factors were studied. Furthermore, both system performances were compared using selected parameters. From these findings, it could be concluded that system A works satisfactorily during the monitored period, while system B shows anomaly behaviour, mainly on the string voltage and marginal on the string current and other performance indices. Therefore, it is possible indications of potential-induced degradation (PID) that mostly occurs in a crystalline type of PV module technology.

The anomaly detection analysis for the GCPV system has been successfully demonstrated where the developed technique via string current and string voltage could be applied to any PV cell technology and PV system capacity. Furthermore, this technique could be used to rectify and identify the health of the GCPV system which required further detailed clarification.
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ABSTRACT

Malaysian society, including students who use technology in their daily lives, have made technology a necessity. Among the media technologies that have a place in students’ hearts are serious games, convey information, emphasizing learning and not entertainment. A serious game is capable of creating self-directed active learning. In this study, the authors analyzed the key features of serious games that encourage learning in an academic environment. However, not many software specializes in problems for slow-reading students. This study aims to establish the elements used in in-game application software and the approaches and strategies used to develop a serious game design conceptual model for such students based on the acquired elements. The elements were obtained through two methods, i.e., systematic literature review and preliminary studies. This work identifies 48 potential studies in 2009-2020, using various well-known digital libraries. The analysis of the selected documents applying the inclusion criteria resulted in 12 articles used to design serious games. This study integrates brain-based learning strategies into game and learning components. This serious game conceptual model expects to provide a meaningful learning experience for those children who are left behind to achieve their learning goals and increase their motivation to stay excited in learning.

Keywords: Brain-based learning, serious game, slow reader student
INTRODUCTION

The technological integrations that have gotten teachers and students are serious games readily available at affordable prices. In a survey of online gaming by Rakuten Insight in March 2020, 73 percent of Malaysian respondents aged between 16 and 24 stated that they played online games (Hirschmann, 2020). The same survey found that a large portion of Malaysian gamers played games daily. Students born in the next generation or Gen Z (born between 1998 and the present) are modern students who grew up in digital times. However, the game to consider is that involving pedagogy, which is a serious game. Abidin et al. (2019) state that a serious game can refer to the game’s purpose in imparting a message, whether in education or training. Serious games can help students learn flexibly regardless of time and place and reduce dependency on teachers. According to Auzar (2012), the process of T&L through a serious game is active learning because it promotes the active involvement of students through two-way interaction with software without relying entirely on teachers.

Abidin et al. (2019) state that designing games for children are challenging because they differ from adults in characteristics, and it is essential to understand their needs. Much software in the market are designed specifically for students with learning problems, and the rest are for children with normal learning abilities. These children need more consideration and the intervention of technology and aiding tools to enhance their learning to be equivalent to other normal children (Stanberry & Raskind, 2019). Past studies show that much software in the market proposes different design techniques and methods to help children with learning difficulties, especially reading literacy. Literacy was defined as the ability to read, write and use, simple and complex sentences and apply that knowledge in daily learning and communication (KPM, 2015). In this study, slow learner refers to students with low cognitive ability but not in the special needs’ category called Halus students. In addition to the contents, the strategies used are also important to ensure the software’s success. A strategy is an organized plan to achieve goals or success. In this serious game, the Brain-Based Learning (BBL) strategy is an appropriate strategy to be applied in the teaching medium to help students optimize their brain usage and enhance student attention in learning.

The use of BBL strategies can optimize the use of the left and right brain and activate the neuron cells of the user’s brain. Halus students can have the same level of thinking as regular students if the strategies and methods used can stimulate their brains. This strategy applied to Halus students aims to achieve the three lowest levels in the low and medium levels of thinking of Anderson’s Taxonomy, namely application, understanding and remembering. Past studies have found that conventional learning is considered more attractive if it incorporates appropriate technological elements. However, most of these serious games are not designed and tailored to users’ needs (Ng et al., 2015), especially
for a slow learner. Serious games that have been used also do not have elements suitable for Halus students, such as less attractive, boring storylines and unattractive graphics. If the software is not optimized for its learning usage, it is deemed ineffective even though the content is excellent and appropriate. This strategy is chosen because the colour, shape, texture, sound, gameplay elements, and pedagogy can stimulate the entire left and right brain. The development of brain studies has introduced 12 principles of BBL via three instructional techniques associated with these principles (Caine & Caine, 1991). The BBL strategy Hileman (2006), which is B.R.A.I.N.B.A.S.E.D, into serious games, is seen to be helping students keep their attention in learning and improving their motivation. To outline this paper, we start with an introduction, background literature, methodology, model design, discussion and conclusion.

BACKGROUND LITERATURE

This section discusses the literature studies related to students left behind in learning or low cognitive students known as Halus students, serious game technology used, and brain-based learning (BBL) approach.

Halus Students (Slow Reading Students)

Reading is an essential skill, which helps students succeeding in their learning. Mastery in reading skills dramatically impacts students’ daily performance, including examinations (Jamian, 2011). Conversely, students who are not interested and weak in learning are because of their incompetence in mastering reading and writing skills (Jamian, 2011). Thus, Halus students are one of the most challenging learning issues to overcome. In this study, Halus focuses on children who are not in the special learning category but the regular student category. Their cognitive ability might be slightly different from normal students, and they struggle to meet academic demands (Abidin et al., 2017). According to Chauhan (2011), Halus students need help to expedite their learning because they have limited capabilities involving symbols and abstracts such as languages, numbers and concepts.

Serious Game

The serious game has proven to motivate students and improve their learning performance effectively and interestingly (Masrop et al., 2015). Students prefer something enjoyable while learning, allowing them to play simultaneously (Su et al., 2016). Any game designed solely for consumer entertainment is not a serious game (Møller & Hansen, 2016). Serious games show great potential in stimulating the cognitive abilities of all ages, including children (Zaki et al., 2015).

However, a serious game designed has to have fine-tuned pedagogy (Bellotti et al., 2010). Among the critical issues in the game involving pedagogy is an insufficient
combination of educational and game design principles. The game mechanics that are not appropriate for certain target users causes the game’s objective to fail. Besides, the use of games is proven to increase motivation, but students are likely to be passive in-class activities and performed badly on writing assignments (Domínguez et al., 2013). Thus, game elements have different positive effects on a gameplay concept, and the effectiveness of each of these elements needs to be reviewed to suit the user for a positive impact.

Many previous studies have discussed the positive aspects of using digital game software in learning which is: i) Improve cognitive and motor skills and help improve ICT skills (Peirce, 2013), ii) Learning is more effective (Martin & Shen, 2014); iii) Increase the focus of attention among students with short-term convergence problems (Boyler, 2010) and exacta.

**Brain-based Learning**

In addition to games and pedagogy for Halus students, the approaches used need to be considered when designing the game model in-game designs. Thus, the BBL approach is a good technique that motivates teachers to plan a teaching strategy to boost motivation and student performance.

As long as the brain is not restricted from fulfilling the normal processes, learning will take effect. BBL approach is based on the structure and function of the brain. BBLs can be applied in the T&L process by considering Halus student’s needs and learning styles to assess and improve gaming software’s delivery content (Binulal & Aravind, 2013). BBLs involve knowledge and teaching about the function and regulation of the brain for meaningful learning. Generally, all learning is brain-based, but BBL is a technique that considers the brain’s optimal function compared to the traditional method (Caine & Caine, 1991). Optimal brain usage uses the entire brain by involving as many senses as possible simultaneously. In this BBL, students are fully engaged, in which the learning patterns are changed from relaxed to active learning patterns so that every part of the brain can play an optimal role (Mandar, 2011).

Caine and Caine (1991) have also issued 12 BBL principles to determine and select appropriate strategies and methodologies. According to Fazil and Saleh (2016), understanding the student’s concept on the topic is emphasized based on a brain-based teaching strategy. Expose students to seven phases of BBL: activation, explaining the learning outcomes and learning process involved, creating relevance, carry out learning activities, demonstrating student understanding, reassess students’ memory/make a conclusion, and preview new topics that have made them more focused and also give them more opportunities to engage throughout the learning process actively. This exposure has directly contributed to the optimum conditions for students learning.
Fazil and Saleh (2016) state, the BBL approach highlights the relevance between new information and students’ prior knowledge to make students more aware of the T&L process. Through gameplay, inputs are given in various visual, audio and kinaesthetic forms to allow students to create relevance between the information obtained to build the desired meaning. This BBL can improve the comprehension and achievement of students in learning (Bawaneh et al., 2012). Based on Saleh and Halim (2016), BBL that focuses on overall brain function can self-potential and student achievement when brain function is used optimally with the help of the teacher’s teaching method.

Based on BBL, can use principle strategies in T&L to encourage student engagement in the classroom and increase their motivation. According to Hileman (2006), if students are not motivated, they would not want to learn voluntarily, and meaningful learning will not happen. Meaning is when can link new knowledge to previous knowledge. This is supported by the study of Bawaneh et al. (2010) and She (2012), stating the meaningful learning can make learning more effective and be remembered longer. Furthermore, a study by Bawaneh et al. (2010) and She (2012) stated that the BBL method could speed up thinking, planning and execution processes that enhance the conceptual understanding and motivations to continue learning. Therefore, integrating the BBL strategy in a serious game is expected to improve Halus students’ literacy skills by maintaining their attention and boosting their motivation to continue learning.

**METHODOLOGY**

This study used two methods; i) Systematic Literature Review (SLR), which is adapted from Ng et al. (2015), and ii) Preliminary studies to strengthen the findings of the study that involving questionnaires and observation that are conducted at two schools.

This study performed a targeted search of relevant studies to answer the research questions. Articles related to relevant elements in games, pedagogy and practical brain-based learning to build a model for the slow learner in literacy are gathered and studied extensively. The proposed SLR method has four phases. First, this method is intended to view existing studies specifically for slow reader children in Malaysia and looking for suitable components and elements in model design. After identifying the appropriate element, a preliminary study was conducted to strengthen the literature’s initial findings.

A preliminary study has four phases comprising a questionnaire and observation: Phase 1 identifies the purpose of the study. Phase 2 examines past studies to find support and build a questionnaire instrument through journal readings. Phase 3 is the method used in the preliminary study (questionnaire with teachers and class observation). Finally, Phase 4 analyzes data to form a serious game model.
Systematic Literature Review

Four steps in the systematic literature review are discussed.

Identifying and Downloading Related Articles. The objective of the literature review was identified so that the related articles downloaded are a match. The selection of articles uses two methods. The first method, an initial selection, screened selected the articles from years 2009-2020. Then, implemented the search strategy based on four aspects: (a) serious games, (b) computer application, (c) educational games, (d) and (d) computer games relating to (“design” OR “methodology” OR “frameworks” OR “model”). To refine the selection of the works, applied the inclusion and exclusion criteria, a general review of each article’s title and abstract and conclusions are considered (Table 1).

<table>
<thead>
<tr>
<th>Selection Criteria</th>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Papers that detail methodologies, models, frameworks and design of serious games.</td>
<td>Articles published on the company and websites.</td>
</tr>
<tr>
<td>Approaches that detail phases, stages or processes of development of serious games.</td>
<td>Articles that mention serious game design but do not define their details of the development.</td>
</tr>
<tr>
<td>Game-based learning</td>
<td>Computer applications such as simulation, voice recognition and augmented.</td>
</tr>
<tr>
<td>Articles relevant to the research questions.</td>
<td>Thesis, books, posters, and publishers</td>
</tr>
<tr>
<td>Focusing on the researcher in Malaysia especially, in Malay</td>
<td>Foreign Language</td>
</tr>
</tbody>
</table>

Electronic databases were used, including areas associated with education and Computing, Engineering and Technology, and Psychology. They were identified as sources of information: journals, conferences, and proceedings. The databases reviewed were: Science Direct Elsevier, IEEE eXplorer Digital Library, Springer, ACM Digital Library, Taylor & Francis, Proquest, and Google Scholar used for downloading articles. The downloaded articles were then managed and organized using the Mendeley program to more manageable references. Selected papers were written in Malay and English and focused only on researches in Malaysia. According to Bandara et al. (2011), the method used is the ‘primary’ articles focusing specifically on the title.

The second method, known as ‘secondary’ source as the search needed to be wider rather than look at the title. Usually, the article title does not mention the domain, but the contents are related. The search was done quickly, reading abstract and content before focusing on the critical content. Table 2 shows the downloaded articles; twelve studies belonging to a learning software application for slow-reading children, including specific
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learning problems, have been identified. All downloaded software was specific for the Malay language because it conformed to Malaysia’s students’ patterns and cultures.

Analyzing Related Articles. The analysis started to look at the criteria and specifications of the articles. Target users were focused on children with difficulty in language literacy, either normal children or those with learning problems such as Down syndrome and dyslexia, to see additional elements or approaches used to suit the user. Bandara et al. (2011) state, the critical aspects observed during the analysis of literature studies include definitions, objectives, characteristics, historical analysis, success factors, failure/problem factors, research methods, theory, further studies, and contents.

Evaluating the Quality of A Study. For example, a study that was not documented in detail was not chosen, and the articles selected are from a reliable database to ensure the quality of a study. The chosen articles then were analyzed during the preliminary study.

Making Conclusions and Discussions. The elements obtained are listed in Table 2. In addition, Table 2 shows previous studies in developing technology for computer application, specifically in the mastery of reading skills for children with learning disabilities.

The researcher categorized the serious game component into three main parts from Table 2: game, learning, and BBL strategy. The selected game components consist of game objectives, storyline, avatars, emotions, feedback, interactivity, rules and challenges. The learning component consists of learning objectives, theory, content design, content structure design, serious game technology, teaching media, and BBL strategies. The BRAINBASED strategy by Hileman (2006) is applied into the serious game for the BBL strategy. All of these components will then be seen to suit the Halus students in the preliminary study conducted.

Table 2

<table>
<thead>
<tr>
<th>Authors</th>
<th>Software Name/ Details</th>
<th>Details</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azid et al. (2020)</td>
<td>Evaluating User Experience of Using <em>Cerdik BM Series 1</em> Interactive Pedagogical Tool</td>
<td>1. The results conclude that Cerdik BM's development based on the 4-D development study process enabled researchers to develop an interactive pedagogical tool that could stimulate students' thinking abilities, language skills, motivation and trust in the LINUS programmed.</td>
<td>1. Multiple Intelligences</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2. Verbal Linguistics</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3. Mathematical Logic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4. Kinesiestic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5. Music</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6. Interpersonal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7. Intrapersonal</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8. Naturalist</td>
</tr>
<tr>
<td>Authors</td>
<td>Software Name/Details</td>
<td>Details</td>
<td>Elements</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-----------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Ahmad et al. (2017)</td>
<td>Voice Recognition</td>
<td>1. This article suggested a process diagram that uses data from a learning portfolio and simultaneously considers the degree of difficulty in relational reading during the diagnostic test.</td>
<td>1. Voice recognition</td>
</tr>
</tbody>
</table>
| Miswan and Adnan (2015)         | Pembangunan Aplikasi   | 1. The core features of the LiLIN framework include learning syllables and word spelling in immersive digital and multi-touch ways-responding to correct or incorrect answers automatically, incorporating audio spelling for alphabets and syllables, spelling and writing activities, and the engaged and collaborative learning game-like approach. | 1. Pedagogy  
- Repetition  
- Conceptualization  
- Themed presentation  
- Coaching training  
- Closing  
2. Content  
- LINUS teaching module unit 1 and 2  
3. Technology  
- IOS system  
- Multi-touch  
- Multimedia  
- Interactive |
| Ng et al. (2016)                | Perisian Pembelajaran  | 1. The purpose of the study is to see the effectiveness of persuasive designs implemented in software for children with learning disabilities focused on the subject of Bahasa Melayu.                                | 1. Goal–objective  
2. Brain's Time Clock–Each exercise does not exceed 10 minutes  
3. Lesson Content–Malaysian Ministry's syllabus  
4. Game Mechanic–score  
5. Reward  
6. Emotion  
7. Feedback |
<p>|                                 | bagi bahasa Melayu    | 1. Brain's Time Clock–Each exercise does not exceed 10 minutes                                                                                                                                       |                                                                          |
|                                 |                       | 2. Lesson Content–Malaysian Ministry's syllabus                                                                                                                                                    |                                                                          |
|                                 |                       | 3. Game Mechanic–score                                                                                                                                                                               |                                                                          |
|                                 |                       | 4. Reward                                                                                                                                                                                            |                                                                          |
|                                 |                       | 5. Emotion                                                                                                                                                                                           |                                                                          |
|                                 |                       | 6. Feedback                                                                                                                                                                                          |                                                                          |</p>
<table>
<thead>
<tr>
<th>Authors</th>
<th>Software Name/ Details</th>
<th>Details</th>
<th>Elements</th>
</tr>
</thead>
</table>
| Sidek et al. (2014)   | Perisian 'Saya Suka Belajar' | 1. The software's objective is to enable students to build and read open/closed syllabus, build words out of letters/syllables, select, match and copy syllables into meaningful words, read words constructed from syllables, spell and sound, and write simple syllables. | 1. Text–minimal, understandable, simple and in the form of instructions  
2. Graphic (image)–Caricature image, colourful, attractive graphic with colours usage.  
3. Animation–attract students to focus  
5. User Friendly–exciting and cheerful.  
6. Focus–Content of the lesson related to everyday life. |
| Ahmad et al. (2013)   | MyLINUS                | 1. Develop software for students under the LINUS program to overcome the difficulty of reading.                                                                                                                                                                                                                                           | 1. Goal–objective  
2. Content–curriculum  
3. Repetition  
4. Colourful image  
5. Recall  
6. Storyline  
7. Rule  
8. Challenge  
9. Active learning |
| Ramli and Zaman (2011) | Perisian AR BACA SindD | 1. Multimedia software is explicitly designed for children with Down syndrome.  
2. The Augmented Reality (AR) technique has been used in this software.                                                                                                                                                                                                 | Goal–objective  
Immersive  
Feedback |
| Yussof and Shima (2012)| MEL-SindD              | 1. Develop software for Down Syndrome children to learn Malay. This software applies scaffolding and multimedia techniques.                                                                                                                                                                                                                                                             | 1. Goal– Objective  
2. Game mechanic  
3. Motivation  
4. Emotion  
5. Active learning  
7. Multimedia elements  
8. Feedback |
A preliminary study involving questionnaire and observation methods was used to validate the elements obtained in the literature review and find suitable elements that suit Halus students. This preliminary study involved 4 phases.

**Phase 1.** The researcher identifies the preliminary study's objective by looking at the problems of conventional methods by teachers, game elements, pedagogy and brain-based learning appropriate for the serious game model based on literature.

**Phase 2.** Find support evidence for the findings by review related to previous studies. From the readings, one questionnaire instrument was produced by adaptations from several related journals.

**Phase 3.** Observations of LINUS and Pemulihan students and questionnaire methods with the teachers were done to collect the data.

Observation: The method was carried in two different schools and was made in classrooms to see and understand the T&L process conditions for Halus students. Driscoll (2011) states that two common ways to observe people are participant observation and unobtrusive observation. For this study, the researcher chooses unobtrusive observation. The researcher

---

**Table 2 (Continued)**

<table>
<thead>
<tr>
<th>Authors</th>
<th>Software Name/Details</th>
<th>Details</th>
<th>Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amian (2012)</td>
<td>Multimedia Interaktif</td>
<td>1. Findings show that interactive multimedia improves reading skills' performance helps create an active learning environment, and is an effective teaching aid for teachers and students.</td>
<td>Combines various multimedia elements</td>
</tr>
<tr>
<td>Othman and Pakar (2011)</td>
<td>Interactive Storytelling Software Application</td>
<td>1. The t-test analysis findings show a significant difference in reading comprehension performance between middle-achieving students who follow the reading comprehension using computer applications interactively with medium-achieving students who follow the teaching using traditional methods in post-test.</td>
<td>1. Interactive 2. Colourful</td>
</tr>
<tr>
<td>Mahidin et al. (2011)</td>
<td>E-Z Disleksia</td>
<td>1. This software is devoted to Dyslexia children who have difficulty reading and learning Malay.</td>
<td>Goal–Objective Content–pedagogy and curriculum Interactive Colours—</td>
</tr>
</tbody>
</table>
does not interact with participants but rather record their behavior. Due to the Halus students inability to read and understand the questions well, this method is seen as the best method. Once the primary research data has been collected, the researcher will analyze the results.

The purpose of analyzing data is to look at what had been collected and create a cohesive, systematic interpretation to examine the validity of the elements. The observations were recorded in the form of a double-entry notebook and visual recording in the class. Before the class session started, the researcher wrote thick descriptions of what will observe, including descriptions of the scene, student’s behaviors, and overall conclusions about students in the class session.

Questionnaire: A questionnaire is a research instrument consisting of questions or other prompts aiming to collect information from a respondent. The researcher used a questionnaire of close-ended questions, and the data collected from a data collection questionnaire is quantitative. The questionnaire aims to look at existing problems and the need to use serious games in learning. The respondents consisted of 11 teachers involved in the subjects of Bahasa, LINUS and Recovery program in two schools, that 7 of the Sekolah Rendah Kebangsaan Proton City and 4 teachers of Sekolah Rendah Jenis Kebangsaan (Tamil) Ladang Kalumpang.

**Phase 4.** The results of the questionnaire, among the problems faced by students with a mean exceeding 3.40, which is the high category is High level of dependence on teachers (mean = 4.55), Repetition of the learning process frequently occurs (mean = 5.00), and Teaching Aids can attract students to learn (mean = 4.91). The questionnaire results proved the conventional method of Halus students who need teaching aids such as serious games.

The results obtained from the observation are listed in Table 3. The purpose of this observation is to strengthen the researcher’s findings in the literature review and explore the ideas and feelings of the respondents. The appropriate elements of the study are selected and formed into a serious game model for Halus students.

<table>
<thead>
<tr>
<th>School</th>
<th>Number of Halus students observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sekolah Kebangsaan Proton City, Tanjong Malim, Perak</td>
<td>Six students</td>
</tr>
<tr>
<td>Sekolah Jenis Kebangsaan Tamil Ladang Kalumpang, Hulu Bernam, Selangor</td>
<td>Nine students</td>
</tr>
</tbody>
</table>
This Prototype Conceptual Model was developed to ensure that the serious game applications developed meet the specifications of the needs of Halus students and become an effective aid tool for them. The design of the Prototype Conceptual Model is an adaptation of the elements and components of the model that contains a solid pedagogical foundation and game elements appropriate to the Halus students. This model is classified into two core elements, namely learning and game. Both elements match Anderson’s ordered Thinking Skills, i.e. apply, understanding and retention. In addition, the BBL approach is also adapted and applied to give an adequate impression in helping the Halus students.

### Elements of the Model

Kapp (2012) lists game elements commonly used: players, abstractions, rules, feedback, quantifying results, emotional results, and storytelling. The combination of game elements can make the difference in determining the success or failure of the game and enhancing motivation and interest in learning. Based on SLR and preliminary study, the elements corresponding to Halus students can be divided into core element learning mechanics and game mechanics. Therefore, this element is classified into core elements. Through literary reading and endorsed by preliminary study, it has proven that this element positively impacts maintaining a concentration, understanding and further enhancing student’s interest in learning. The next subtopic will parse the selected element based on the shortlist in Table 4.

### Design of the Model

Education is one of the critical aspects of human life. The BBL approach in learning is to optimize the brain’s use and be aligned with how the brain works to learn. The assumption is that a human brain is highly potential, and every student can learn effectively if their
brains are allowed to function and play an optimal role (Jensen, 2008). The strategies applied in this gaming software are expected to help students in reading skills. In addition, the use of software facilitates the learning process by providing creative and innovative methods in teaching students with special needs rather than conventional methods (Suratin & Mahadi, 2016).

Figure 1 shows a proposed serious game model for Halus students that applies the BBL strategy (Hileman, 2006). The elements of the model are based on findings in SLR and preliminary studies. Based on Shapi’i and Ghulam (2016), designing a framework or model is to identify the core elements and pattern that make the game a success, where the fundamental objective is learning while enjoying the fun of playing. This model has two main plans, which is education and serious game. The education plan uses learning mechanics while serious games use game mechanics to acquire outcomes, skills and motivation. Those mechanics are assisted by the BBL approach (Hileman, 2006). Those strategies are applied in both teaching and serious game. Zhonggen (2019) states, learning and gaming attributes are interlinked and an important influencing factor in T&L in improving learning effectiveness and enhancing the learning experience in T&L in improving learning effectiveness and enhancing the learning experience.

**Education and Serious Game**

Two central parts of this model is education and a serious game plan. A serious game is a classification of digital games designed with a main pedagogical goal for education and training. The serious game plan has the goal of the most serious game, making players learn higher-order thinking skills. Both education and serious game plan have been classified in Table 4 based on Bloom’s ordered Thinking Skills.

Figure 2 shows Anderson’s Taxonomy started by Anderson and Krathwohl (2001), adapted Bloom’s idea, but few changes were made where replaced replaced ‘knowledge’ s replaced with ‘remember’. In comparison, the higher-order levels of ‘evaluation’ and ‘synthesis’ we the place so that ‘creating’ or ‘synthesis’ were reflected as the highest order of thinking. This taxonomy evaluates the level of intelligence that people use to attain knowledge. It shows the different states of behavior that are required to learn information. For post-primary education, of the goals to achieve is critical or higher-order thinking skills. However, to reach that top level of thinking skills, one must first attain the lower order of thinking skills.
Figure 1. Serious game conception model for slow reading students.
### Table 4

*Classification based on Bloom’s Ordered Thinking Skills*

<table>
<thead>
<tr>
<th>Learning Mechanics</th>
<th>Thinking Skills</th>
<th>Game Mechanics</th>
<th>Thinking Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning Objective</td>
<td>Understanding</td>
<td>Storyline</td>
<td>Retention</td>
</tr>
<tr>
<td>Learning Theory</td>
<td>Analyzing, Retention</td>
<td>Avatar</td>
<td>Retention</td>
</tr>
<tr>
<td>Content Design and</td>
<td>Understanding</td>
<td>Feedback</td>
<td>Analyzing</td>
</tr>
<tr>
<td>Structure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content Delivery Design</td>
<td>Understanding, Retention</td>
<td>Interactivity</td>
<td>Applying</td>
</tr>
<tr>
<td>Teaching aid used</td>
<td>Evaluation</td>
<td>Emotional</td>
<td>Retention</td>
</tr>
<tr>
<td>(Technology)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategy used</td>
<td>Retention, Evaluation</td>
<td>Rules</td>
<td>Understanding</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Game Objective</td>
<td>Understanding</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Challenge</td>
<td>Retention</td>
</tr>
</tbody>
</table>

*Figure 2. Anderson’s Taxonomy and Level Descriptors; Adapted From (Sun, 2007)*
Learning Components
The game component can be divided into six main elements, i.e. learning objective, learning theory, content design and structure, content delivery design, teaching aid used (Technology) and strategy used.

Instructional Objective. Instructional Objective: An instructional purpose is a statement that describes what the learner will do after the lesson is completed. A success goal is a comprehensive summary of what students will be expected to achieve after completing an instruction unit. For example, in this study, after completing the application, students expect to increase their motivation and skills in literacy skills.

Instructional Theories. The instructional theory describes how to help people learn, develop and create conditions that boost learning and improve instruction. There are three basic types of learning theory: behaviorist, cognitive constructivist, and social constructivist. In this application, we applied those learning theories using specific strategies and techniques: brain-based learning. Teachers need to understand learning theories to be prepared to utilize them in their classrooms.

Content Design and Structure. Lesson content design includes learning content according to the learning curriculum and presented in planned modules. Since teachers had no specific modules in learning, the researcher conducted content validation with five LINUS and Rehabilitation teachers to validate the game content. The Primary Integrated Skills (KBSR) curriculum is used as a guideline in determining the teaching goals and content of the model.

Content Delivery Design. The selected learning content is divided into submodules, while the learning objectives are included in each activity module as prescribed during the analysis phase. The steps involved in content structure design are navigation maps, logic flow charts, and storyboards. The navigation map links the contents of the modules and provides an interactive logic flow of the interface. Storyboards allow designers to get an overview of the structure of the courseware.

Serious Game Technology and Instructional Media. Instructional media are part of the instructional plan. It is a tool (other than teachers, textbooks and printed materials) that delivers lessons to students. It aims to produce an exciting and meaningful teaching and learning process while helping to achieve learning goals.

Teaching and Learning Strategies. The prototype model was designed by applying a Brain-Based Learning strategy. This BBL strategy is applied by Hileman (2006) in a game model.
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Serious Game Component

The game component can be divided into six main elements, i.e. game objective, storyline, avatar, emotion, feedback, interactivity, rules, challenge.

Game Objective. A learning objective is the game’s structure appropriate for the instructional objectives, for the audience’s characteristics and intended use. As a result, it is essential to double-check that the games you plan to include align with your initial goals. For this application, the learning objective for the game is to increase the knowledge and skills in literacy for Halus students.

Storyline. The story is about the characters, of course. It is also about what the player sees. However, most importantly, it is about what the player does in the context of the narrative. To make the games have a good storyline, first; i) Outlines the major storyline, ii) Decide what type of game it will be, iii) Develop your world, iv) Create your main characters and v) Start writing the major story. This game is jungle and animal-themed, where players must help the animals that represent each module.

Avatar. Avatars in games are the player’s representation in the game world. Users create avatars on various platforms to represent themselves when gaming, either serious or not serious. In this game, a bird represents the instructor to guide the users throughout the game.

Emotion. Game emotions are emotions generated due to winning, losing, accomplishment, and frustration. When you are playing a game, game emotions are directly related to your performance. Emotions are fundamental for players to engage with games deeply. Players’ responses in a game are affected by their emotional states. If, in turn, it could affect the way the game responds, the player-game interaction could be augmented and enriched by magnitudes realizing affective loop-enabled games.

Interactivity. Interactivity is a dialogue between a computer and a user, and a user can interact with teaching materials. The game allows players to socialize either player with players or players with computers. Interactivity includes the speed of feedback or response to user activity, adaptability between humans and systems, instant feedback, and two-way communication between computer and human.

Rules. The effects of game mechanics are game rules, constraints in games that exist on each player’s actions and abilities. Rules play an essential role in video games because they show how to win the game and how it works. In the game, there must be rules for increased learning. Clear instructions and methods for each game are essential. They are
a guideline and rules for players to follow. Rules mean the guidelines that describe the relationship between the player and the environment (Narayanasamy et al., 2006).

**Challenge.** Challenging can avoid boredom. Boredom can be avoided by challenging yourself. A challenging game would typically entice more learners to participate, resulting in increased participation and keeping in mind that the challenge should be suitable for the student’s ability level. Introducing a challenge that is not easy to bore students with and is not too challenging to solve will increase student motivation, so be careful!

**Feedback and Evaluation.** Meaningful feedback in a game is critical to know whether learning goals are achieved, encourage knowledge construction, and reflect on existing and complete learning activities. Students’ mistakes can be corrected, and students do not continue to make mistakes. In this serious game, the researcher used corrective feedback that helps with learning and provides guidance. It is called corrective feedback because if the learner did the wrong thing, they would be prompted or guided toward a more appropriate action (Kapp 2012). This corrective feedback informs the learner that their action was wrong, provides knowledge of the correct response, and indicates the right answer.

**Brain-based Learning Component**

For effective learning, serious games need to combine strategies and opportunities in-game designs to make them attractive. Hileman (2006) stated that the biological and chemical forces controlling the human brain are connected with learning. The human brain parts are intertwined to carry multiple brain functions such as thoughts, memories, sexuality, emotions, breathing, and creativity. Words, names, equations, vocabulary and facts are things that the brain cannot remember. The strategy by Hileman (2006) is a strategy that can be applied in the serious game and used by teachers in planning teaching activities so that brain use is in a state of readiness to learn. This strategy involves ten strategies known as BRAIN BASED.

**B: Brain’s Time Clock.** Memory, interest, cognitive, attention, visual perception, stimulation, performance, mood and behavior are influenced by the brain cycle of 90 to 110 cycles called the ultra-ray rhythm. Therefore, it is essential to diversify teaching and learning activities or training sessions of not more than 12 to 15 minutes for active learning, especially for children aged 9-12.

**R: Repetition.** Memory Repetition of information reinforces the connections into the brain. When the content is repeated in various ways, the brain stores information efficiently. However, teachers need to be careful about using this strategy. If used correctly, knowledge
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and skills can be used quickly and become more accurate because it is known. On the contrary, doing too much of the same thing causes the students to become bored.

**A: Active Learning.** This serious game requires students to be actively involved mentally and physically. When one learns through actions, they become more energetic and gain information more effectively. When the students are active, it can increase blood flow to the entire body and improve their memory. If the students sit for an extended period, it may cause low energy levels for them. An interactive game environment can add sensory stimulation to increase blood pressure and adrenaline levels to eliminate drowsiness, reduce anxiety, and strengthen information.

**I: Images.** Researches on the brain found that meaningful image concepts enable students to keep information in memory for the long term. In addition, visuals help students understand the content, attract attention and increase the students’ percentage of remembrance. Hence, it is suggested that serious games need to be designed with text and graphics, diagrams, and videos.

**N: Novelty.** The level of dopamine increases in the brain as students know the stimulus that can reward them when they see something new. Therefore, it encourages students to look for rewards in whatever they do. For example, serious games apply a rewarding element to each level to stimulate the students’ interest in playing.

**B: Be Colorful.** Color correlates with central nerves, and humans remember colors better than verbal or textual signals only. Colors also play a role in attracting attention, where black and white images can only draw one’s attention for less than two seconds compared to colored images. Among the advantages of using the right colors in designs are; 1) Colors enhance software introduction up to 80%; 2) Colors can be read more frequently by 42%; 3) colors can increase the reader’s interest by up to 40%; 4) Colors can increase learning from 55% to 78%; and 5) colors can increase understanding by 73%. Therefore, color compositions are essential for increased interest.

**A: Automatic Learning.** Automatic learning is information that is obtained through the use of electronic and mechanical tools. Indirect learning happens when students play games. Non-verbal communication is important in serious games. Designers need to stimulate students to enjoy learning by creating a positive environment with adequate resources. The components of games can enable students to play and learn at the same time indirectly.
S: Social Brain. Students have many opportunities to interact with teachers and other students through serious games, including students of different genders.

E: Elicit Emotions. Games can give players various emotions, ranging from frustration to excitement, from sad to anger and boredom to fun. Feelings are important for attention, perception, memory, and problem-solving. Acetylcholine in the synapse can be activated through the happy emotions generated from the game. Activating acetylcholine can help the received information be processed more quickly and memory stored better for the long term. By storytelling, students remember the stimulus more easily. Storytelling is one of the best ways to raise emotions like risk, happiness, insistence, and excitement. In addition, storytelling can help store information content.

D: Develop Thinking Skills. Problem-solving in serious games enables learning content to be related to the real world. Effective serious games allow students to collect information, generate results, and present the final decision. Before testing, students must follow the tutorials and training modules with an activity module that incorporates all the skills learned in this serious game.

RESULTS AND DISCUSSION
As the number of serious game users grows significantly and their social and educational impact is high, a review was conducted to analyze this topic’s main aspects. As a result of this process, the game model was designed based on findings that suit a slow learner. Our research results indicate that games with Brain-based learning strategies apply in a serious game together with games and pedagogy elements. This model was created to suit students who are left out in learning, especially for slow-reading students. To produce students who master literacy skills, teaching aids and appropriate approaches to the 21st-century generation need to be aligned with technology development. Innovation in education begins with conventional methods. Computer-assisted learning through digital games embraces multimedia elements, which is the choice of T&L. Game emphasizes students to actively involved in the T&L process conducted by teachers and is known as a student-centered learning approach.

This model focuses on a serious game base of education and games that uses learning and game mechanics to acquire reading skills and motivation in learning. Based on the SLR conduct, components of games and learning are acquired. The BBL strategy component is also applied to the conception model. Preliminary studies were conducted to strengthen the findings in SLR to form a robust conceptual model. This component selection is selected based on their thinking skills. This serious game aims to help Halus students master lower-order thinking skills, including Remembering, Understanding, and Applying. Students
are not able to move to higher-order thinking when they skip the lower-order thinking skills. This person will not be prepared for real-life situations. Therefore, this is because lower-order thinking skills only need to be recalled and slightly understood. The serious game model focuses on lower-order thinking skills because it focuses on Halus students, especially the basic order thinking, which retention is and understanding.

Finally, this literature review helped identify research gaps in features related to approaches or strategies, pedagogical and game aspects that influence the serious game’s design. This study’s finding is significant for developing good quality serious games because aspects have not yet been explored extensively, especially for the strategies or approaches that have been applied. Besides, this work for new research projects is considered a basis for developing a serious game that integrates the most powerful game features to enhance literacy skills and increase motivation, especially for slow learners.

Besides, the BBL approach or strategy is used in learning and game mechanics. Student exposure to brain-based teaching strategies has helped students focus on learning and achieving the highest learning level. The findings show that BBL elements have already been used in conventional teaching but are not explicitly emphasized. Using game component and strategy application B.R.A.I.N.B.A.S.E.D into a serious game model can optimize the brain’s use during the T&L process. Teaching strategies involving auditory, visual and kinesthetic provide the space for students to maximize their learning abilities to improve reading literacy skills and improve their learning motivation.

Education can significantly differ from school to school because of the lack of clear national policies related to digital gamers’ engagement in game-based learning. As a result, the decision is left to school principals or individual teachers in many cases. Consequently, institutes focusing on game-based research must ensure a continuous two-way connection with teachers to integrate game-based learning into formal education.

For future work, the researcher will validate this conceptual model through the Delphi Technique. The Delphi technique is the best method to obtain expert consent in determining the elements included in the module’s design. In addition, this technique will validate each element selected from the SLR Method and the preliminary study conducted.

CONCLUSION
In conclusion, this developed model is expected to guide developers in designing games compatible with Halus students. The game components and the strategies used are considered to have a good impact on Halus students.
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