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About the Journal

Overview

Pertanika Journal of Science & Technology is an official journal of Universiti Putra Malaysia. It is an open-
access online scientific journal. It publishes original scientific outputs. It neither accepts nor commissions
third party content.

Recognised internationally as the leading peer-reviewed interdisciplinary journal devoted to the publication
of original papers, it serves as a forum for practical approaches to improve quality on issues pertaining to
science and engineering and its related fields.

Pertanika Journal of Science & Technology currently publishes 6 issues a year (January, March, April,
July, August, and October). It is considered for publication of original articles as per its scope. The journal
publishes in English and it is open for submission by authors from all over the world.

The journal is available world-wide.

Aims and scope

Pertanika Journal of Science & Technology aims to provide a forum for high quality research related to
science and engineering research. Areas relevant to the scope of the journal include: bioinformatics,
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, engineering,
engineering design, environmental control and management, mathematics and statistics, medicine and
health sciences, nanotechnology, physics, safety and emergency management, and related fields of study.

History
Pertanika Journal of Science & Technology was founded in 1993 and focuses on research in science and
engineering and its related fields.

Vision
To publish a journal of international repute.

Mission
Our goal is to bring the highest quality research to the widest possible audience.

Quality

We aim for excellence, sustained by a responsible and professional approach to journal publishing.
Submissions can expect to receive a decision within 90 days. The elapsed time from submission to
publication for the articles averages 180 days. We are working towards decreasing the processing time
with the help of our editors and the reviewers.

Abstracting and indexing of Pertanika

Pertanika Journal of Science & Technology is now over 27 years old; this accumulated knowledge and
experience has resulted the journal being abstracted and indexed in SCOPUS (Elsevier), Clarivate Web
of Science (ESCI), EBSCO, ASEAN CITATION INDEX, Microsoft Academic, Google Scholar, and MyCite.

Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. & Technol.

Publication policy

Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration by
two or more publications. It prohibits as well publication of any manuscript that has already been published
either in whole or substantial part elsewhere. It also does not permit publication of manuscript that has
been published in full in proceedings.

Code of Ethics

The Pertanika journals and Universiti Putra Malaysia take seriously the responsibility of all of its journal
publications to reflect the highest in publication ethics. Thus, all journals and journal editors are expected
to abide by the journal’s codes of ethics. Refer to Pertanika’'s Code of Ethics for full details, or visit the
journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php



Originality

The author must ensure that when a manuscript is submitted to Pertanika, the manuscript must be an original
work. The author should check the manuscript for any possible plagiarism using any program such as Turn-It-
In or any other software before submitting the manuscripts to the Pertanika Editorial Office, Journal Division.

All submitted manuscripts must be in the journal’s acceptable similarity index range:
<20% — PASS; > 20% — REJECT.

International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media—print
and electronic.

Pertanika Journal of Science & Technology: e-ISSN 2231-8526 (Online).

Lag time
Adecision on acceptance or rejection of a manuscript is reached in 90 days (average). The elapsed time from
submission to publication for the articles averages 180 days.

Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of initial
submission without the consent of the journal’s Chief Executive Editor.

Manuscript preparation
For manuscript preparation, authors may refer to Pertanika’s INSTRUCTION TO AUTHORS, available on
the official website of Pertanika.

Editorial process
Authors who complete any submission are notified with an acknowledgement containing a manuscript ID on
receipt of a manuscript, and upon the editorial decision regarding publication.

Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication are
sent to reviewers. Authors are encouraged to suggest names of at least 3 potential reviewers at the time
of submission of their manuscripts to Pertanika, but the editors will make the final selection and are not,
however, bound by these suggestions.

Notification of the editorial decision is usually provided within 90 days from the receipt of manuscript.
Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are accepted conditionally,
pending an author’s revision of the material.

The journal’s peer review
In the peer-review process, 2 to 3 referees independently evaluate the scientific quality of the submitted
manuscripts. At least 2 referee reports are required to help make a decision.

Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and
weaknesses of written research, with the aim of improving the reporting of research and identifying the most
appropriate and highest quality material for the journal.

Operating and review process
What happens to a manuscript once it is submitted to Pertanika? Typically, there are 7 steps to the editorial
review process:

1. The journal’s Chief Executive Editor and the Editor-in-Chief examine the paper to determine
whether it is relevance to journal needs in terms of novelty, impact, design, procedure, language
as well as presentation and allow it to proceed to the reviewing process. If not appropriate, the
manuscript is rejected outright and the author is informed.

2. The Chief Executive Editor sends the article-identifying information having been removed, to 2 to
3 reviewers. They are specialists in the subject matter of the article. The Chief Executive Editor
requests that they complete the review within 3 weeks.

Comments to authors are about the appropriateness and adequacy of the theoretical or conceptual
framework, literature review, method, results and discussion, and conclusions. Reviewers often
include suggestions for strengthening of the manuscript. Comments to the editor are in the nature
of the significance of the work and its potential contribution to the research field.
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The Editor-in-Chief examines the review reports and decides whether to accept or reject the
manuscript, invite the authors to revise and resubmit the manuscript, or seek additional review
reports. In rare instances, the manuscript is accepted with almost no revision. Almost without
exception, reviewers’ comments (to the authors) are forwarded to the authors. If a revision is
indicated, the editor provides guidelines for attending to the reviewers’ suggestions and perhaps
additional advice about revising the manuscript.

The authors decide whether and how to address the reviewers’ comments and criticisms and
the editor’s concerns. The authors return a revised version of the paper to the Chief Executive
Editor along with specific information describing how they have addressed’ the concerns of
the reviewers and the editor, usually in a tabular form. The authors may also submit a rebuttal
if there is a need especially when the authors disagree with certain comments provided by
reviewers.

The Chief Executive Editor sends the revised manuscript out for re-review. Typically, at least 1
of the original reviewers will be asked to examine the article.

When the reviewers have completed their work, the Editor-in-Chief examines their comments
and decides whether the manuscript is ready to be published, needs another round of revisions,
or should be rejected. If the decision is to accept, the Chief Executive Editor is notified.

The Chief Executive Editor reserves the final right to accept or reject any material for publication,
if the processing of a particular manuscript is deemed not to be in compliance with the S.O.P. of
Pertanika. An acceptance letter is sent to all the authors.

The editorial office ensures that the manuscript adheres to the correct style (in-text citations,
the reference list, and tables are typical areas of concern, clarity, and grammar). The authors
are asked to respond to any minor queries by the editorial office. Following these corrections,
page proofs are mailed to the corresponding authors for their final approval. At this point, only
essential changes are accepted. Finally, the manuscript appears in the pages of the journal
and is posted on-line.
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Foreword

Welcome to the sixth issue of 2024 for the Pertanika Journal of Science and Technology (PJST)!

PJST is an open-access journal for studies in Science and Technology published by Universiti Putra
Malaysia Press. It is independently owned and managed by the university for the benefit of the
world-wide science community.

This issue contains 25 articles: three review articles; one case study; and the rest are regular
articles. The authors of these articles come from different countries namely Afghanistan, Brazil,
China, Hungary, India, Indonesia, Iraq, Malaysia, Pakistan, South Korea and Thailand.

A regular article titled “Machine Learning and Remote Sensing Applications for Assessing Land
Use and Land Cover (LULC) Changes for Under-Monitored Basin” was presented by Muhammad
Amiruddin Zulkifli and co-researchers from Malaysia and China. A quantitative assessment of
image classification schemes was examined using 2022 Sentinel-2 satellite imagery to measure
its performance. Kappa coefficient and overall accuracy were used to determine the classification
accuracy. Then, 32 years of LULC changes in Kuantan were investigated using Landsat 5
TM, Landsat 8 OLI, and Sentinel-2 based on the best classifier. Random forest classification
outperformed maximum likelihood classification with an overall accuracy of 85% compared
to 92.8%. The findings also revealed that urbanization is the main factor contributing to land
changes in Kuantan, with a 32% increase in the build-up region and 32% in forest degradation.
The detailed information of this study is available on page 2699.

An application of the Geographic Information System for monitoring firefly population
abundance (Pteroptyx tener) and the influence of abiotic factors was studied by Nurhafizul Abu
Seri and Azimah Abd Rahman from Universiti Sains Malaysia. The study was conducted from
November 2021 to April 2022, utilizing GIS software to apply hotspot mapping and Inverse
Distance Weighting analysis to elucidate the spatial distribution of firefly populations. A total of
111,615 individuals were recorded, with a particular focus on this firefly species’ presence on
their display trees. Hotspot analysis showed that Station 6, located at the mouth of a river with
dense mangroves, hosted 55,723 fireflies (50.01%). In contrast, Stations 9 and 10, near ponds
and shrimp settlements, recorded 517-723 fireflies (0.65% and 0.46%). Pearson’s correlation
coefficient (r) unveiled a statistically significant positive correlation (r = 0.88, p < 0.05) between
wind speed and the abundance of firefly populations within the Sepetang River. However, no
statistically significant correlation (p >0.05) was found between firefly abundance and other abiotic
parameters, including relative humidity, air temperature, tide level, pH, electrical conductivity,
salinity, total dissolved solids, and water clarity. Thus, the results revealed the preference for
fireflies due to the availability of vegetation, wind speed and minimal disturbance in this area.
The detailed information of this study is available on page 2873.



Another article on secure data aggregation and transmission systems for wireless body area
networks using Twofish symmetric key generation by Insozhan Nagasundharamoorthi et al. from
India. The Twofish technique is animatedly employed to make the secure symmetric keys chosen
for its robust encryption capabilities. These keys are used to encrypt and decrypt aggregated
health data through transmission. The proposed TFSKG-SDA method implements effective
algorithms for aggregating data to safeguard end-to-end privacy and preserve data accuracy
while reducing bandwidth consumption. Thus, for improved performance, an innovative genetic
algorithm for data security is presented in this study. This paper introduces TFSKG-SDA, a system
that, by employing rigorous simulation testing, enhances security protocols, resistance against
recognized threats, and data transmission efficacy in resource-constrained WBANs. We assess
the encryption strength, computational cost, and communication efficiency of the TFSKG- SDA
method to prove its significance to real-world healthcare applications. Further details of the
investigation can be found on page 2903.

In the last 12 months, of all the manuscripts peer-reviewed, 29.4% were accepted. This seems to
be the trend in PJST.

We anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking and useful in reaching new milestones in your own research. Please recommend the
journal to your colleagues and students to make this endeavour meaningful.

All the papers published in this edition underwent Pertanika’s stringent peer-review process
involving a minimum of two reviewers comprising internal as well as external referees. This was to
ensure that the quality of the papers justified the high ranking of the journal, which is renowned
as a heavily-cited journal not only by authors and researchers in Malaysia but by those in other
countries around the world as well.

We would also like to express our gratitude to all the contributors, namely the authors, reviewers,
Editor-in-Chief and Editorial Board Members of PJST, who have made this issue possible.

PJST is currently accepting manuscripts for upcoming issues based on original qualitative or
quantitative research that opens new areas of inquiry and investigation.

Chief Executive Editor
Mohd Sapuan Salit
executive_editor.pertanika@upm.edu.my
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Performance Comparison of Seed Generation Techniques of
Stimulated Brillouin Scattering-based Microwave Photonics
Amplifier and Filter

Shahad Khudhair Abbas!, Noran Azizan Cholan?, Mohd Saiful Dzulkefly Zan?,
Mohd Adzir Mahdi'*, Makhfudzah Mokhtar'* and Zuraidah Zan'**

!Department of Computer and Communication Systems Engineering, Faculty of Engineering, Universiti Putra
Malaysia, 43400 Serdang, Selangor, Malaysia

’Faculty of Electrical and Electronics Engineering, Universiti Tun Hussein Onn Malaysia (UTHM), 86400
Parit Raja, Batu Pahat, Johor, Malaysia

’Department of Electrical, Electronic & Systems Engineering, Faculty of Engineering & Built Environment,
Universiti Kebangsaan Malaysia, Selangor 43600, Malaysia

“Wireless and Photonics Networks (WiPNET) Research Center, Faculty of Engineering, Universiti Putra
Malaysia, 43400 Serdang, Selangor, Malaysia

ABSTRACT

This work presents a Brillouin amplification performance comparison of seed generation
techniques using double-sideband suppressed carrier (DSB-SC) and single-sideband
suppressed carrier (SSB-SC) modulations. The SSB-SC is obtained using an optical
bandpass filter (OBPF) and in-phase and quadrature Mach-Zehnder modulator (IQ-MZM).
All three techniques provide high amplification performance with optical signal-to-noise
ratio (OSNR) enhancement of 37.47 dB, 33.14 dB, and 32.67 dB using DSB-SC, SSB-SC/
OBPF, and SSB-SC/IQ-MZM, respectively. The best seed generation technique is using the
DSB with a signal amplification of 62.47 dB. The technique presents ~4 dB higher OSNR
enhancement due to the dual-energy transfer obtained from the beating process of the DSB

than SSB. A ~3 dB OSNR reduction is found
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Shahad Khudhair Abbas, Noran Azizan Cholan, Mohd Saiful Dzulkefly Zan, Mohd Adzir Mahdi, Makhfudzah Mokhtar and Zuraidah Zan

seed generation technique using MZMs is insignificant to the amplification performance.
The high-carrier suppression produces a high seed signal power that distorts the Brillouin
gain spectrum (BGS) and the pump depletion region, hence reducing the Brillouin gain
(BQG). Since carrier suppression is not a primary consideration, a cost-effective MZM with
a modest extinction ratio requirement is allowed. The relaxed requirement of the pump’s
linewidth and MZM’s extinction ratio suggest a cost-effective development of the SBS-
based optical amplifier with narrow filter bandwidth.

Keywords: Brillouin amplifier, double-sideband, noise ratio enhancement, optical signal, single-sideband

INTRODUCTION

Microwave photonic filters based on stimulated Brillouin scattering (SBS) have become
a promising alternative for ultra-narrow passband filters with noise suppression and
amplification within the filter bandwidth (Pang et al., 2022; Zhang et al., 2022). With
the SBS-based amplification, a narrow gain bandwidth between 10 to 100 MHz can be
obtained with a lower pump power than using a Raman-based (Qi et al., 2022). The pump
operated at a specific power is required to reach a Brillouin threshold and produce an SBS
process where most of the incident power is reflected and produces an amplification. A
Stokes signal at around 11 GHz from the laser pump’s center frequency is obtained with
more than 20-dB Brillouin gain (BG) at the pump power that exceeds the SBS threshold
(SBST). SBS is known for its amplification with a high selectivity filtering owing to its high
selectivity amplification and becomes a promising approach to enhancing a transmission
system’s optical signal-to-noise ratio (OSNR).

In Marhic and Cholan (2014), signal amplification with a narrow bandwidth was shown
to provide noise suppression with 27-dB OSNR enhancement. It is supported by Nieves
et al. (2021), where noise suppression can be obtained with combinations of waveguide
properties, pump power, Stokes field, pulse durations, and interaction time. The SBS-based
amplification needs a frequency-locking or beating between the optical signal (required
to be amplified) with the backward-generated Stokes within a Brillouin-gain-bandwidth
(BGBW). The signal required to be amplified is a probe or seed signal in the SBS-based
amplification. Techniques to generate and beat the seed signal with Brillouin’s Stokes can
be done using a single or two independent laser pumps (Gertler et al., 2022; Marhic &
Cholan, 2014).

A recent study utilizing two laser pumps was presented by Gertler et al. (2022) with
two free-running laser sources around 1550 nm wavelength with a narrow linewidth
(LW). In this study, the seed generation was done using two laser pumps to modulate
the intensity of a wideband RF signal and produce a double sideband-suppressed carrier
(DSB-SC) of several RF tones with a fully suppressed carrier (Ali et al., 2022; Gertler et
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al., 2022). It requires a special device, a multi-port photonic-phononic emitter-receiver
(PPER), fabricated using phononic crystals. The seed generation was done within these
special waveguides that can generate and tune the seed at the expense of complexity and
implementation costs. Another study reported using a single laser as the pump source but,
however, required three phase-modulators for the seed generations using DSB, where at the
final stage of the generation, the optical carrier was also suppressed using an optical filter
(Du et al., 2023). The study focused on beating the generated seeds for the application of
spectral measurement without emphasizing the modulation techniques used. Meanwhile,
a study utilizing a single sideband modulation with the suppressed carrier (SSB-SC),
which utilized the SBS effect in fiber to obtain the gain spectrum, was reported by Bhogal
and Sindhwani (2022). The study, however, focuses on frequency shifting and a high
carrier suppressed with the effect of Brillouin gain. In Marhic and Cholan (2014), an SBS
experiment demonstrated 27-dB OSNR signal enhancement using a continuous-wave pump.
A narrow linewidth (LW) laser pump with 30 dBm output power has been used with an
intensity modulator focusing on a DSB modulation for the seed signal generation. The work
has yet to explain the condition of the seed signal generation in terms of its modulation
type, carrier suppression requirement, pump power, and interaction within a BGBW.

In this manuscript, the performance of the seed generation techniques comparing the
DSB and SSB modulations is presented to obtain a high-gain SBS-based amplifier with a
narrow band associated with the Brillouin gain bandwidth. Typical DSB modulation with
carrier suppression adjusted using voltage biasing is obtained using a single-armed Mach
Zehnder modulator (MZM), while two techniques are used for the SSB modulation. The
first one is done by adding an optical bandpass (OBP) filter to remove an upper sideband,
and the second is utilizing a costly optical modulator to generate the SSB directly after the
modulator’s output with the use of in-phase and quadrature MZM (IQ-MZM). The carrier
suppression is also tuned with the biasing voltage supplied to the MZM’s arms without any
biasing control circuit. The proposed setups are more straightforward and cost-effective
than the technique used by Gertler et al. (2022) and Ali et al. (2022), which requires a
PPER device to perform sideband filtering and carrier suppression.

On the other hand, Du et al. (2023) performed the SBS generation using the DSB
modulation but with cascaded phase modulations (PM) and OBP filters. Two free-running
laser diodes and optical modulators were utilized by Ali et al. (2022) to perform the
microwave filtering based on SBS, which again incurred additional cost and phase noise
due to the free-running lasers, as opposed to a single laser diode with single MZM to
perform the SBS seed generations in our proposed work. The single laser diode produces a
strong phase correlation between the laser and the generated seed, reducing the phase noise
impact on the system (Mandalawi et al., 2019). The work also highlights the requirement
of the suppressed carrier for the modulation, which can be used to identify the MZM
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specifications, specifically the required extinction ratio. With the narrow bandwidth, a high
selectivity of 50 MHz optical bandwidth can be obtained with a high OSNR, indicating noise
suppression. It can be another option for a high selectivity optical amplification as opposed
to the typical Erbium-doped fiber-based amplifier with a wide bandwidth of 35 nm where a
predominant amplified spontaneous emission (ASE) noise is imposed within the amplified
signal. Investigations have been carried out in this work using VPItransmissionMaker™
a well-known simulator that industries and academics use to mimic expensive optical
systems. The performance comparison between the SBS and DSB modulations shows
that DSB provides the best seed generation technique to obtain a high gain. OSNR is the
DSB modulation technique with a relaxed carrier suppression requirement. The technique
provides a signal amplification of 62.47 dB with an OSNR enhancement of 37.47 dB. The
results suggested using a cost-effective MZM with a modest extinction ratio requirement.

METHODOLOGY
Seed Generation Techniques

A single pump source at a frequency, f,, generates the seed signal and the SBS process.
The pump signal, f,, is amplified by an erbium-doped fiber amplifier (EDFA) to satisfy the
SBST required to stimulate the Brillouin process and generate BGBW. Figure 1 illustrates
the spectrum modulation and its interaction with BG and BGBW.

The induced soundwave signal has an acoustic velocity, V,, to generate the Stokes
2nV,

signal at a BFS of vp given by vg = Ta, where n is the optical fiber refractive index,
and / is the pump-signal wavelength (Ali et al., 2022; Du et al., 2023). The signal that
must be enhanced or amplified needs to be injected with the same frequency and direction
of the BFS aligned within the BGBW. In this case, a seed signal is backward injected into
the optical fiber, beaten with the pump signal, and an amplified signal is produced at —f;,,.
The pump signal, f,, is modulated with an RF signal, f,,, tuned to vy, as shown in Figure
1(b). The MZM is DC-biased at a null point with respect to the MZM’s transfer function,
as shown in Figure 1(b)(iii); according to Figure 1(b)(i), the generation of the SSB-SC
seed signal using an OBPF after the MZM lets the lower-sideband signal interact within
BGBW and filter out the upper-sideband. Meanwhile, Figure 1(b)(ii) shows the SSB-SC
seed signal generated using an IQ-MZM. This technique requires a local oscillator tuned
to f,, where one of the RF signals is 90° phase-shifted from the other inputs to produce in-
phase and quadrature RF signal components. These signals drive the IQ-MZM to produce
a seed signal at vg. The IQ-MZM is biased at the quadrature point of the transfer function,
as illustrated in Figure 1(b)(iii). The theoretical mathematical models to explain Brillouin’s
Stokes amplification and the seed generations have been reported by Gokhan et al. (2018),
Loayssa et al. (2004) and Qing et al. (2016).
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Figure 1. lllustration of (a) Brillouin’s Stokes with BG generation and seed interaction within BGBW and
(b) seed signal generations using MZMs to generate (i) DSB-SC and SSB-SC using an optical bandpass
filter (OBPF), (ii) SSB-SC using in-phase and quadrature Mach-Zehnder modulator (IQ-MZM) with biasing
voltages with respect to (iii) MZM’s transfer function

Simulation Setup

The simulation setup of SBS-based optical amplification with signals before the interaction/
beating processes using (a) DSB-SC, (b) SSB- SC/OBPF, and (¢) SSB-SC/IQ-MZM of
seed signal generation blocks illustrated by the inset diagrams of Figure 2. A CW-laser
with a center frequency of 193.1 THz (corresponding to 1552.52 nm of wavelength), an
output power of 6 dBm, and a linewidth (LW) of 1 MHz is used as the pump source for
this system. The CW-laser light is split by 50/50 Coupler 2, and the outputs are used for
the pump source and to drive the MZM denoted as a carrier signal in the seed generation
block. The MZM is used to generate the BFS light, in which an RF signal generator tunes
the amount of the frequency shift. The optical MZM’s extinction ratio is set to a typical
value of 30 dB for all configurations, indicating the MZM’s carrier-suppression ratio. The
carrier suppression is obtained by biasing the MZM near the null region of its transfer
function curve.

The output light of the CW-laser is added with an amplified-spontaneous emission
(ASE) noise source to provide a constant white noise and a gain-controlled EDFA to vary
the level of a noise- floor for OSNR and gain analyses. The combined CW-light and the
ASE noise signal are fed onto an OBPF with a rectangular transfer function to limit the
signal bandwidth (BW). At Point 1, the CW-light power is maintained at 3 dBm with an
OSNR of 25 dB. The pump source at Output 1 of Coupler 2 is amplified to 30 dBm using
a power-controlled EDFA and connected to a polarization controller (PC1) before the
light is injected into a bidirectional optical fiber to stimulate a Brillouin process. PC1 is
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Figure 2. Simulation setups of SBS-based optical amplification using (a) DSB-SC, (b) SSB-SC/OBPF and
(c) SSB-SC/IQ-MZM seed generation blocks

required before the fiber because the EDFA changes the signal’s state of polarization (Ali
etal., 2023; Du et al., 2023).

The fiber parameters set are 14 km in length, 0.2 dB/km of attenuation, effective core
area, Ay of 8x107'° m?, Brillouin gain coefficient, g, of 4.6x10'' m/W, intrinsic Brillouin
bandwidth (BBW) of 50 MHz, Brillouin frequency shift, vg 11 GHz, and a nonlinear index
of 26x102! m*W. The CW-light at Output, 2 of Coupler 2, is linearly polarized before it
is used to drive the MZM in the seed generation block. The pump and seed signals must
be polarized because the SBS is a polarizer-dependence process (Deventer & Boot, 1994).
The respective modulation techniques of DSB-SC, SSB-SC/OBPF and SSB-SC/IQ-MZM
are shown in the inset diagrams of Figure 2(a), (b) and (c), respectively.

Every modulation technique is modulated with an RF signal from a local oscillator to
generate side tones at a frequency equal to V5. The DSB-SC is constructed using a single
RF-drive MZM with the biasing voltage set to 1 V to obtain carrier suppression. A complete
null carrier- suppression cannot be obtained with the supplied biasing voltage due to the
low 30-dB extinction ratio of the MZM. Thus, a carrier leakage of 3 dB, shown by the
inset spectrum of Figure 2(a), is produced. The modulated signal also produced harmonic
components at + 22 and +33 GHz. The SSB-SC/OBPF technique is the same as the DSB-
SC design but uses an OBPF of 60 GHz BW, 40 dB stop-band centered at 193.089 THz
with a rectangular transfer function. It filters out the USB and passes the LSB part of the
seed signal. The LSB at 193.089 THz is obtained with respect to the difference between
the center frequency, f, and vg. The seed signal spectrum of the SSB-SC/OBPF with 3-dB
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carrier leakage and the harmonic component at -22 GHz can be shown in Figure 2(b).
Figure 2(c) shows the SSB-SC/IQ-MZM design, constructed using an [Q-MZM with an RF
signal generator connected to a power splitter to provide the in-phase signal. In contrast, the
quadrature signal component is produced after the 90°-phase shift. The I- and Q-arms are
biased at 0.5 V. The output signal is the SSB at v with 4 dB carrier leakage, and 23.3-dB
carrier suppression is obtained with the harmonic components at = 22 and +33 GHz. The
seed signal power at Point 2 is -2 dBm for the three designs. The insertion losses of the
components used in the SSB-SC/OBPF and SSB-SC/IQ- MZM seed generation block are
compensated using an EDFA. The output of the seed generation block is injected through
an isolator to prevent a back-reflection, fed into the bidirectional universal fiber and then
extracted through Port 3 of the circulator as the amplified signal denoted as Point 4.

RESULTS AND DISCUSSION

SBS-based signal amplification is taken at Point 4 of the circulator’s output. The spectra
are analyzed to identify the gain and the OSNR enhancement obtained by comparing the
SBS amplified signal to the pump source at the output at Point 1 of Figure 3.
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Figure 3. Spectra of (a) laser source signal at Point 1, (b) seed signal generation before the interaction at
Point 2 for DSB-SC, SSB-SC/OBPF and SSB-SC/IQ-MZM, (c) aligned Stokes with the amplified signals
of DSB-SC and SSB-SC at 2 MHz resolution bandwidth (RBW) and (d) amplified signal at Point 4 using
DSB-SC seed generation with its pump source signal at Point 1 with RBW of 12.5 GHz
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The 0.1 nm RBW is a standard OSNR measurement using a typical OSA (Ali et al.,
2022). The spectrum has been magnified from a Lorentzian-shaped spectrum to present
the Stokes signal at -11 GHz, where the simulator represents the Stokes signal using the
arrows. The Stokes produces a Lorentzian-shaped BG with a narrow BGBW, whereas the
gain will amplify the seed signal injected backward within the interaction area. In contrast,
the signal and noise outside the BGBW are not affected. It produced a much narrower
amplifier BW than an EDFA, amplified all the signals within a wide BW, and added an
ASE noise onto the amplified signal (Ali et al., 2022). The Stokes signal is produced when
part of the pump signal is back-scattered due to the periodical modulation of the refractive
index when it interacts with the fiber medium. Stokes signal is considered a noise if there
is no backward seed signal. The refractive index modulation obtains an exponentially
increased back-scattered pump power signal, similar to a Bragg condition. The power is
then transferred to the seed signal and amplified (Ali et al., 2022).

The Stokes wave power is higher in the DSB-SC than in the SSB-SCs due to the higher
transferred power of the DSB to the pump, which leads to a more back-scattered pump
power (Ali et al., 2022; Preussler & Schneider, 2015). The measurement of the OSNR
enhancement is shown by taking the difference between the OSNR of the amplified signal
with respect to its noise floor (black line) and the pump source signal with its respective
noise floor (red line), as shown in Figure 3(d) (Marhic & Cholan, 2014). The noise floor of
the amplified signal is represented by the carrier-suppression level of the seed generation
technique, which is, in this case, the DSB-SC. The OSNR enhancement obtained is 37.47
dB, resulting from the subtraction between 62.47 dB and 25 dB, as shown in Figure 3(d).

Figure 4(a) shows the harmonic frequency components at multiple £f,,, for the DSB-SC
and at multiple —f;, for the SSB-SC from the laser pump’s center frequency at 193.089 THz,
where each component is separated at Vg of 11 GHz. When the Stokes signal is aligned, the
LSB signal at -11 GHz away from the laser pump’s center frequency is amplified to a peak
power of 30 dBm. When the LSB frequency does not match the BFS, no power transfer
process between the seed and pump signals will occur. These indicate that the signals
are unaligned; hence, the seed signal (LSB) will not be amplified. In this simulation, the
Stokes signal is fixed to vg with a constant phase. The pump power used is 30 dBm. The
OSNRs are 62.47 dB, 58.14 dB and 57.67 dB for the DSB-SC, SSB-SC/OBPF, and SSB-
SC/IQ-MZM seed generation techniques, respectively. Measured BGs with respect to the
unamplified (unaligned seed signal within BGBW) are 38.4 dB, 34.08 dB and 33.6 dB for
the DSB-SC, SSB-SC/OBPF and SSB-SC/IQ-MZM, respectively.

A BGBW is obtained by taking a full-wave half maximum (FWHM) measurement of
the amplified spectrum. The amplified optical power obtained at Point 4 is similar to the
pump power at Point 3 due to the total power reflection from the saturated pump signal
(Aoki et al., 1988; Ravet et al., 2008). The obtained OSNR enhancements of 37.47 dB,
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Figure 4. Spectra of the aligned and unaligned seed with Stokes signals obtained at Point 4 for (a) all seed
generation techniques at 2 MHz RBW, (b) DSB-SC, (c) SSB-SC/OBPF and (d) SSB-SC/IQ-MZM seed
generation techniques at 12.5 GHz RBW

33.14 dB and 32.67 dB for the DSB-SC, SSB-SC/OBPF and SSB-SC/IQ-MZM seed
signal generation techniques, respectively. 4-dB higher OSNR enhancement is obtained
using the DSB- SC than the SSB-SCs due to the higher power transferred from the USB
at +f,, and carrier at f, to the LSB at —f,,. It is shown in Figure 4(b), where the amplified
USB power (black line) is reduced by 4 dB compared to the unamplified USB (orange
line) when no alignment occurred. It confirmed the result obtained in Marhic & Cholan
(2014) with slightly higher OSNR enhancement due to the circulator’s low insertion loss
and high isolation.

Figure 5 analyzes the noise power level before and after the interaction and shows
additional noise from the Brillouin amplifier. The DSB-SC amplification signal is compared
since the noise floor level is identical to the SSB-SCs. It shows a ~ 24 dB additional noise
power compared to the pump source signal. It is due to the characteristic of EDFA that
amplifies the whole signal band, including the noise. The amplified signal noise level
decreased by 9 dB due to component power loss (coupler, polarizer and MZM). Hence,
the Brillouin amplifier added negligible noise to the signal, in agreement with Souidi et
al. (2016). The Brillouin amplifier added low noise compared to EDFA due to Brillouin’s
narrow gain bandwidth.

In this simulation, the injected seed signal power into the fiber is fixed at -2 dBm to
compare the seed generation techniques. The Stokes signal peak power is obtained by the
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Figure 6. Pump source phase noise effect to (a) amplified signal OSNR, (b) BGBW and (c) Stokes’s peak
power using DSB-SC, SSB-SC/OBPF and SSB-SC/IQ-MZM seed generation techniques

highest arrow peak power value, which indicates the Stokes signal. Figure 6(a) shows
that the highest OSNR is obtained with the narrowest LW and fluctuates when the LW is
broadened for the three modulations. It is expected that the pump LW is narrower than the
intrinsic Brillouin bandwidth. All three seed generation techniques require a coherence
source for the highest amplification. When the pump source with a high phase noise or
an insufficient coherence pump source is used, the phase noise becomes the dominant
factor that reduces the obtained gain and induces the Brillouin gain fluctuations. It can
be associated with the obtained fluctuated OSNR when the LW is broadened. However,
the fluctuations amount is negligible and considered stable due to the frequency-locking
approach that makes the generated Stokes wave follow the pump signal frequency,
consequently canceling gain fluctuations and providing a stable amplification as explained
in Figure 6(a) (Souidi et al., 2016).

The results agreed well with the BGBW, as shown in Figure 6(b). To obtain the
maximum gain, the pump LW must be much narrower than the intrinsic Brillouin bandwidth
of 50 MHz in the simulation setup. The BGBW is relatively broadened and fluctuates
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when the pump LW is increased, which agrees with its respective amount of gain shown in
Figure 6(a). The broadened pump LW also affects the threshold power required to produce
the stimulated Brillouin effect. Consequently, reducing the SBST will reduce the gain
amplification produced by the SBS (Ali et al., 2022; Du et al., 2023; Harish & Nilsson,
2019). Figure 6(c) shows that the narrower the pump LW than the Brillouin bandwidth,
the stronger the Stokes signal is obtained, resulting in the highest gain. Figure 6 shows that
the DSB-SC provides better overall performance than the SSB-SC/IQ-MZM and SSB-SC/
OBPF due to the double-energy transfer processes, as explained in Figure 4 (Frederic et
al., 2013). It is shown by the significantly high Stokes’s peak power in Figure 6(c) for the
narrowest LW pump. When the pump LW is broadened, the Stokes power is reduced as
the phase noise dominates.

The obtained OSNR is reduced at around 1 dB when the LW is broadened from 1 kHz
to 20 MHz and around ~2.6-dB reduction when the LW is broadened to 50 MHz, equal to
the intrinsic Brillouin bandwidth. At 50 MHz pump LW, the obtained BGBW is ~60 MHz
for the DSB-SC and SSB-SC/IQ-MZM, while ~40 MHz for the SSB-SC/OBPF. The BGBW
will increase proportionally with the increase of pump LW through the relationship between
Brillouin LW parameter, I and BGBW, Avg given by Avgal / 2m, where I is also related
to the pump LW, Av, by I' = f(Tp, Avg) where Tp is phonon lifetime (Zhao et al., 2020).
Nevertheless, the results suggest a low-cost distributed feedback laser (DFB) can generate
the 50 MHz pump LW. Thus, a low-cost laser source could be used as the pump source.

Figure 7 shows the effect of the pump power on the (a) BG, (b) amplified seed signal
power, and (b) amplified seed signal OSNR obtained at Point 4 of Figure 2 using DSB-SC,
SSB-SC/OBPF and SSB- SC/IQ-MZM seed generation techniques. The OSNR is obtained
using an OSA with respect to 0.1 nm (~12.5 GHz), a typical OSA RBW, and the signal
power is measured using a power meter. It is to analyze the SBST for the three designs.
The laser time trace is assumed to be stable throughout the loop for Figure 2(a), (b), and (¢)
without phase mismatch. Figure 7(a) shows that the BG increased linearly with the pump
power, and at 10 dBm, it started to increase rapidly. It indicates that a stimulated Brillouin
process has taken place, and a pump depletion occurs when the pump power is transferred
to the seed signal. It gives the SBST value relatively the same for all three techniques.
At the pump power higher than the SBST, most of the power is transferred to the seed
signal, resulting in the signal amplification at the Brillouin frequency, vg, away from f, and
saturating the power of f,. The BG starts to saturate after 30 dBm of pump power. Figure
7(b) confirms that the f, power is transferred to the seed signal at —f;, saturates after 30
dBm. Figure 7(c) presents that after 15 dBm peak power, the OSNR of the amplified seed
signal using DSB-SC provides a 3-dB better OSNR than the SSB-SC. It confirms the double
energy transfer processes between the pump and the USB and LSB of the DSB-SC. The
OSNR continues to improve exponentially with the increase of the pump power until at 30
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Figure 7. Pump-power effect on (a) BG, (b) amplified signal power, and (c) amplified signal OSNR at Point
4 using DSB-SC, SSB- SC/OBPF and SSB-SC/IQ-MZM seed generation techniques

dBm when it starts to saturate. The highest OSNR obtained is 62.47 dB for the DSB-SC
and 58 dB for the SSB-SC. An OSNR enhancement of 37.47 dB is obtained compared to
the 25-dB OSNR of the laser source taken at Point 1 of Figure 2 of the DSB-SC.

Figure 8 shows the effect of the MZM biasing voltage concerning the amplified signal
OSNR and the seed power. The varying MZM biasing voltages will produce a respective
carrier suppression at 193.1 THz laser-pump frequency based on the MZM’s transfer
function curve and extinction ratio value. The biasing voltages 0of 0.1 V, 0.5V, 1V and 1.6
V produced carrier suppression of 8.1 dB, 20.2 dB, 24.1 dB and 31 dB, respectively. The
spectra of Figure 8(a) show that the carrier is suppressed down to the noise floor when the
MZM is biased at 1.6 V and a small suppression at 0.1 V. When the carrier is suppressed,
the carrier power is distributed to the sidebands or the seed signal at +f,,, hence producing
a high-power seed signal at -6 dBm. When the carrier suppression is small, for example,
at 8.1 dB, the power of the seed signal is low at -21 dBm when the MZM is biased at
0.1 V, where a considerably high carrier signal can be seen in the spectrum. High carrier
suppression is desired for a coherent transmission system. However, generating the seed
signal for an SBS-based amplifier is unnecessary, as shown in Figure 8(b). The lowest
carrier suppression of 8.1 dB with its respective seed signal power of -21 dBm of Figure
8(c) provides the best-amplified signal OSNR of ~80 dB. It satisfies the required backward
interacting light-wave signal power of tens of microwatts (Du et al., 2023; Marhic &
Cholan, 2014; Zan et al., 2013). Moreover, the high carrier in the generated seed signal
provides an extended energy transfer between the pump, f, and +f;, into —f,,. When the
carrier suppression level is increased, for example, at 20.2 dB, the OSNR of the amplified
signal is reduced by close to 14 dB. At a high carrier suppression level of 24.1 dB and 31
dB, when the MZM is biased close to or at the null point of the MZM’s transfer function,
the produced seed signal power is -2 dBm and -6 dBm, respectively. At this seed signal
power, the OSNR becomes saturated. It agreed that the seed signal power should not
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Figure 8. MZM biasing voltage effect with the resulting (a) seed spectra, (b) amplified signal OSNR at Point
4, and (c) seed power at Point 2 using a DSB-SC seed signal generation design

exceed 10 uW to prevent BGS distortion. The high seed signal power will strongly beat
within BGBW, and the gain is decreased because the pump-depletion region is prominent
at the peak of the BGS.

Furthermore, the carrier suppressed at 24.1 dB and 31 dB will produce high-order
harmonics of the carrier and sidebands. It can induce intermodulation distortion between
the harmonics and the signal sidebands when this amplifier is used for a transmission
system. The obtained results can be used as a guide to tune the optimum biasing point for
seed generation with respect to the carrier suppression required. A typical commercially
available IQ-MZM requires a biasing point higher than the quadrature to produce the
small carrier suppression to meet the seed signal power requirement. Since the carrier
suppression is insignificant in producing a high Brillouin gain, a cheap MZM with a low
extinction ratio can be used for the seed signal generation. The requirement of SSB-SC/
IQ-MZM can be relaxed as DSB-SC without a stringent carrier suppression requirement
is shown to perform well. Furthermore, an EDFA to compensate for the insertion loss of
the MZM is also not required for the seed generation block.

CONCLUSION

This work investigated the amplification performance of modulation techniques to generate
a seed signal using DSB-SC, SSB-SC/OBPF and SSB-SC/IQ-MZM driven by a single
CW laser pump using simulation. The three techniques used an MZM to generate the
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seed signal at a BFS of 11 GHz, where the SSB is obtained using an OBPF and 1Q-MZM.
The produced seed will beat within a BGBW to obtain the amplified signal. The OSNR
enhancements achieved are 37.47 dB, 33.14 dB and 32.67 dB using DSB-SC, SSB-SC/
OBPF and SSB-SC/IQ-MZM, respectively. It is found that the DSB- SC seed generation
modulation technique performed the best with the highest amplified seed signal of 62.47 dB
compared to 58.14 dB and 57.67 dB obtained with SSB SC/OBPF and SSBSC/ IQ-MZM.
The dual-energy transfer occurs through the beating process involving the USB and LSB
instead of the single-energy transfer in the SSB-SCs. Laser pump phase noise represented
by the LW is also a limiting factor for the BG as it reduces the gain and induces fluctuations.
However, the BG performance tolerates the LW of 50 MHz with a slight OSNR reduction
of ~3-dB measured from the resulting amplified seed signal for all generation techniques.
It suggests that a low-cost laser source, such as a DFB laser, can be used as a pump source
if the OSNR requirement is not critical. Also, the carrier suppression ratio of the resulting
DSB and SSB modulation signals is less significant. The seed signal power must be as low
as tens of microwatt to prevent the distortion of the BGS and pump depletion. It permits
using a low-cost MZM with a low extinction ratio value.
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ABSTRACT

Sorghum is a plant that produces syrup, forage and animal feed silage. The utilization of
sorghum stalk as fuel oil (bioethanol) is an energy increasingly needed by the depletion
of deposits of fossil fuel oil. Thus, tools and methods are needed to produce sorghum
stem bioethanol, which has a certain purity level. This study aims to increase the purity
of bioethanol from sorghum stems using the Bernoulli Distillation System (BDS) by
experimentally testing the purification of sorghum stem bioethanol. In the bioethanol
purification stage, heat transfer in the reactor and condenser was analyzed, and the
performance of the ejector was analyzed with a vacuum pressure (-55 cmHg), temperature
71°C, test time of 1800, 3600, 5400 and 7200 seconds with a test material of 28% capacity
20 liters. The results of the analysis of the highest conduction heat transfer on the water
jacket wall are 14757.72 Joules, the reactor tank is 962.1 Joules, the bottom of the reactor

tank is 765.05 Joules and convection in the

reactor fluid is 2.09 Joules. The highest heat
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density of 0.934 g/cm®. Thus, the Bernoulli Distillation System’s purification process can
increase bioethanol levels effectively and efficiently.

Keywords: Bioethanol purification, heat transfer energy, sorghum stalk

INTRODUCTION

Bioethanol is a type of alternative energy that can be used in engines as a source of heat
energy. Bioethanol raw materials can be obtained from plants. One of the plants that has the
potential to be processed into bioethanol is sorghum (Malherbe et al., 2023). In Indonesia,
sorghum can be found on Java, Kalimantan, Sulawesi, and Nusa Tenggara islands. Sorghum
contains relatively high glucose and has a much higher biomass production when compared
to sugar cane (Ndapamuri et al., 2021). If viewed from the harvest cycle, sorghum can be
harvested earlier than sugarcane. The harvest cycle of sorghum is around 4 months, while
that of sugar cane is 7 months. In terms of physical properties, sorghum has a glucose
content of 11%—-16% and 10%—14.4% sucrose, while sugarcane contains 10%—-18% and
9%—17% sucrose. The glucose content is quite high in sorghum, so sorghum has the
potential to be developed as a bioethanol product (Suryaningsih & Irhas, 2014).
Processing is required to convert sorghum into bioethanol. Generally, sorghum processing
into bioethanol can be carried out through separation and purification (Kartawiria et al.,
2015). It is done to produce optimal bioethanol products. The optimal product can be
seen from the resulting bioethanol product’s yield and physical and chemical properties
(Nnaemeka et al., 2021). Separating and purifying raw materials into bioethanol is carried
out during the distillation stage (Chen & Fu, 2016). However, the distillation stage requires
concrete and renewable innovation because the bioethanol products are still average and
have low alcohol content, causing high production costs. Therefore, it is necessary to research
the bioethanol production process. Bioethanol production is still being done using a simple
distillation system. The simple distillation process produces bioethanol products that are low
in yield and alcohol content. Therefore, further research is needed to increase the yield and
alcohol content. One way that can be done is by using a vacuum distillation system.
Vacuum distillation has the advantage of being able to separate two or more fluid
components based on differences in their boiling points (Luyben, 2022). The boiling liquid
converts to vapor. Steam is flowed into the condensate to be cold-treated so that it becomes
a liquid fluid. However, liquid fluids that have lower boiling points will evaporate first. The
boiling point of pure ethanol is 78°C, and water’s is 100°C (standard conditions). At 78°C,
ethanol evaporates first, followed by water. Vacuum distillation reduces the air pressure in the
distillation so that the boiling point of the separated compounds is lower than the boiling point
at normal atmospheric pressure (Benedetto et al., 2018; Sippola & Taskinen, 2018). Thus,
these compounds can be separated more easily. Bioethanol production is processed using
vacuum distillation using a vacuum system reactor. A vacuum distillation reactor functions
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to convert xylose compounds or glucose into bioethanol (Aditiya et al., 2016). However, the
vacuum distillation process cannot be separated from the heat transfer scheme. Heat transfer
in the reactor will determine the resulting bioethanol product (Almeida et al., 2021). Heat
transfer is a form of energy transfer that moves from a system to the environment or the
surrounding system. So, heat can move across the boundary of one system to another. Heat
transfer occurs due to the difference in temperature between the system and its surroundings
(Jiagiang et al., 2018). Research is needed on the heat rate that has reacted with the material
used to determine the heat transfer. Two factors, namely the material and the rate of heat
transfer, determine the resulting bioethanol product (Zabed et al., 2017).

Quality bioethanol can be produced through the right process by calculating convection
heat transfer. Proper thermal energy is needed to convert glucose into bioethanol products
(Chandan et al., 2022). If the thermal treatment is less than or exceeds the limit, it will
change the structure of glucose so that the resulting bioethanol product does not comply
with established standards. Changing the glucose structure damages the carbon chains,
so the resulting calorific value becomes low. The heat transfer rate can be calculated by
calculating the total heat transfer in the surface area subject to heat (Allan et al., 2022). Data
on the temperature of the incoming and outgoing fluids, the total heat transfer coefficient,
the total heat transfer rate, and other supporting data are needed to obtain data on the total
heat transfer rate. This data can be known by calculating the energy balance between hot
and cold fluids, ignoring heat transfer that occurs to the environment and changes in kinetic
and potential energy.

Similar research was conducted by Li et al. (2023). The research examined optimizing
heat transfer and temperature control of battery thermal management systems based on
composite phase change materials. The results of the study stated that if two objects with
different temperatures are placed in contact with each other, heat will flow from the object
with a higher temperature to the object with a lower temperature. This instantaneous heat
transfer is always in the direction that tends to equalize the temperature. If this is allowed,
the temperatures of the two will be the same, and both are said to be in a state of thermal
equilibrium, meaning no heat transfer occurs between the two.

Xiao et al. (2023), in their research entitled “Effects of circumferential heat conduction
on heat transfer characteristics of supercritical R134a in horizontal tubes,” simulated
supercritical heat transfer of R134a in horizontal tubes in order to study the effect of circular
heat conduction on heat transfer damage, and the phenomenon of abnormal temperature
distribution that is higher than the flow non-gravitational supercritical is described. The
results show that heat transfer deterioration is due to specific heat disturbance and heat
conduction in the boundary layer. In contrast, heat transfer is due to increased thermal
conduction and turbulent convection after recovery. A dimensionless parameter Biot
number is defined to characterize the thermal resistance ratio of a differential conductive
environment to convective heat transfer. The redistribution of wall temperature due to
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conduction entails circumferential influences supercritical convection in the horizontal
tube. Non-gravitational supercritical flow may have higher wall temperatures when the
Bi number is small. Top surface damage can be significantly reduced in tubes with greater
wall thickness or thermal conductivity.

Murshed presents a cutting-edge review of the research and development of the
conduction (thermal conductivity) and convection heat transfer characteristics of ethylene
glycol-based nanofluids. Methods of preparation and stabilization of nanofluids are
summarized and discussed. The effects of nanoparticle type, size and concentration,
as well as temperature, on the thermal conductivity of nanofluids based on available
ethylene glycol and ethylene glycol/water mixtures have been analyzed and discussed
critically and individually. Studies on convective heat transfer of these nanofluids have
also been reviewed, and results from different studies have been compared. The review
clearly shows that this nanofluid has much higher thermal conductivity and convective
heat transfer characteristics compared to its base fluid, i.e., ethylene glycol and aqueous
mixtures. The thermal features of these nanofluids are a key factor for their performance
in thermal management and energy applications. With their enhanced thermal conductivity
and convective heat transfer coefficient, nanofluids offer great potential in energy harvesting
and storage as well as for advanced cooling applications (Murshed & Castro, 2016).

Effendy et al. (2013) conducted a study entitled “Effect of mesh topologies on wall heat
transfer and pressure loss prediction of a blade coolant passage.” The results showed that
the manufacture of grid mesh greatly influenced the heat transfer coefficient and pressure
loss. In addition, according to Manente et al. (2022), wasted heat energy can be reduced
by placing heat insulation around the reactor.

Gholinia et al. (2018) researched the water jacket to find the temperature on the water
jacket wall. The results showed that the temperature of the water jacket along the height
of the combustion chamber wall increased until it reached its boiling point. However, the
temperature gradient decreases when the water jacket flow is higher. Further research is
necessary based on the description above and the research done. This study analyzes the
heat transfer energy in the reactor and condenser and the effectiveness of the ejector in
bioethanol purification to increase bioethanol content. Further research was conducted to
optimize the production of bioethanol from sorghum stems. The research was carried out
using thermal energy transfer testing. The research results analyze the thermal energy in
the reactor and condenser. This study will discuss and analyze the scope of the research,
including the reactor’s and condenser’s thermal energy for sorghum stalk bioethanol
purification with a vacuum distillation system. The vacuum distillation system is used by
applying the Bernoulli system so that the vacuum process does not use a vacuum pump.
Thus, the tool designed is named the Bernoulli Distillation System (BDS). Applying the
Bernoulli system in the form of a water ejector makes the bioethanol purification process
maximally efficient and produces an increasing number of purified bioethanol products.
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MATERIALS AND METHODS

The material used during the test was sorghum stalk bioethanol. However, before becoming
bioethanol, treatment is required so that it goes through a fermentation process. The
process of processing sorghum into bioethanol begins with the selection of quality sorghum
materials. Quality sorghum is selected so

that the resulting sap is optimal. Sorghum is
pressed on the stem using a sugar press. The
process of taking sorghum sap is shown in
Figure 1. The result of pressing is sorghum
sap. Then, the sorghum sap is continued
with the fermentation process. The treatment
used in this process is the Batch system.
Making sorghum bioethanol begins with
heating the nira at 40°C for 10 minutes.
After the heating process, Saccharomyces
cerevisiae (yeast), NPK (Nitrogen,
Phosphorus and Kalium), and Urea were
added. Saccharomyces cerevisiae was added
to 2% of the total mass of nira (m/m), 0.5%
NPK (m/m), and 0.2% urea (m/m). Then,
after adding it, it was stirred until evenly
distributed. The nira and the mixture are
placed in a container and fermented for
seven days. In the fermentation process,
carbohydrate feed was added so that the
microbes grow and develop. After seven
days, the distillation process is continued
at 70°C. The resulting bioethanol product
will be measured for its bioethanol content

using an alcohol meter so that the value of
the bioethanol content is known before the
purification process is carried out. Figure
2 shows the scheme for making sorghum
bioethanol.

The design of the bioethanol purification W N
‘\ i"'t

process tool in this study is one of the most e
Nira sorghum Sorghum fiber

important parts (Amornraksa et al., 2020).
Success in testing is highly dependent on  Figure I. A taking of sorghum stalk nira
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v

[ Heating by 4°C ]

Figure 2. Bioethanol production process

how the initial design was planned for the tool to be made (Sivamani & Baskar, 2018). The
specifications for the bioethanol purification tool designed are Double Jacket tubes with
a 20-liter capacity and AISI 304 Stainless Steel (Stainless Steel has excellent corrosion
resistance, making it suitable for use in environmental conditions containing hazardous
chemicals and very high temperatures) (Yu et al., 2017). Meanwhile, the chemical
composition of stainless steel 304 can be seen in Table 1.

Table 1
Chemical composition of stainless steel 304 (Fu et al., 2021)

Element C Mn p S Si Cr Ni N
Wt% <0.08 <2.00 <0.045 <0.030 <1.00 18.0-20.0 8.0-11.0 <0.10

The research process requires selecting the appropriate method, collecting data, and
processing and analyzing the data so that it becomes a conclusion that gives birth to new
ideas. In this study, the research method was carried out experimentally. The experimental
method is that the test is carried out by direct observation to identify a cause-and-effect
relationship using several treatments. The test scheme can be observed in Figure 3.

The process of purifying bioethanol from sorghum stalks in this study used a device
designed as shown in Figure 4. A vacuum distillation system is designed by applying the
Bernoulli principle to the ejector so that the device does not use a vacuum pump; therefore,
this tool is called the Bernoulli Distillation System (BDS). A double jacket in a reactor
combines methods used in separation processes and chemical reactions involving low
pressure. Adding a double jacket to the reactor aims to provide better temperature control
for the ongoing chemical reactions. This method allows for more efficient separation of
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= =

Figure 3. Test scheme

WATER
JACKET

REACTOR

PRODUK
TUBE

Figure 4. Design of the Bernoulli Distillation System Tool

complex mixtures containing components with significant differences in boiling points.
The low pressure created in the vacuum distillation process allows the separation and
treatment of the substances at lower temperatures, which can protect components that are
sensitive to high temperatures.

The combination of the vacuum distillation method with the ejector and the chemical
reaction in the reactor using a double jacket can increase the purity of the product produced.
With efficient separation and good temperature control, the desired components can be
better separated, and the resulting product can be of higher purity. The use of low pressure
in vacuum distillation allows operation at lower temperatures, which reduces energy
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requirements for heating. In addition, better temperature control in the reactor can also
optimize energy use in chemical reactions.

Primary data from the test results was collected using a data logger. The data logger is
a temperature control device with several components, including the Arduino Mega 2560,
SD Card, Max 6675 Module, and Type K Thermocouple channel (Spinelli et al., 2019).

RESULTS AND DISCUSSION

Refining bioethanol from sorghum stalks showed maximum results, from 1800 seconds to
7200 seconds. Increased levels of bioethanol indicate that the tool is designed to function
properly and efficiently. The material used in the purification process with a content of
28% bioethanol is 20 liters and has increased biocthanol levels as shown in Table 2, where
the test for 1800 seconds showed that bioethanol content increased to 48% by 245 ml for
3600 seconds to 51% by 745 ml, for 5400% to 50% as much as 1245 ml, and 7200 seconds
to 49% as much as 1645 ml.

Table 2
Heat transfer energy and levels of purified bioethanol

Convection Heat

Time Conduction Heat Transfer Energy Transfer Energy Produced ];ili‘;::e(;f
Test Water Jacket Reactor Reactor  Reactor Condenser Bioethanol Bioethanol
(second) ‘Wall Tank  Tank Base  Fluid (ml) (%)
(Joule) (Joule) (Joule) (Joule) (Joule)
1800 -27407.20 663.51 700.70 1.94 33988.50 245 48
3600 -9487.10 962.10 765.05 2.09 66931.20 745 51
5400 8433.00 763.04 722.15 2.00 72683.10 1245 50
7200 14757.72 696.69 707.85 1.96 71637.30 1645 49

Heat Transfer Energy in Reactor

The results of the tests that have been carried out produce data on the values of the wall
thermal resistance, the outer wall temperature value, and the inner wall temperature value
of the water jacket, reactor tank, and reactor tank bottom. The resulting values are used
to obtain conduction heat transfer energy values for the water jacket walls, reactor walls,
and reactor wall base, carried out in 1800, 3600, 5400, and 7200 seconds.

Conduction Heat Transfer on the Water Jacket Wall: It is known that the highest
temperature on the outer wall is 72°C at 5400 seconds, the highest temperature on the
inner wall is 75.25°C at 7200 seconds, and the highest value of conduction heat transfer
energy occurred at 7200 seconds with a value of 14757.72 J.

The highest temperature of conduction heat transfer in the reactor tank is known:
the outer wall’s highest temperature is 81.25°C, the inner wall’s highest temperature is
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81.04°C at 7200 seconds, and the highest conduction heat transfer energy value occurs at
3600 seconds, rated at 962.1 J.

The highest temperature on the outer wall is 77.98°C, and the highest on the inner wall
is 76.97°C at 5400 seconds. The highest conduction heat transfer energy value occurs at
3600 seconds with a value of 765.05 J.

Figure 5 shows the conduction heat transfer on the water jacket wall; the outer wall
temperature is 59°C, and the inner wall temperature is 52.5°C at 1800 seconds. From the
calculation results, the energy value is (-27407.2) J. The same thing also occurs in the
3600-second conduction heat transfer, which produces an energy value of (-9487.1) J.
In the heat transfer test on the energy-water jacket, a negative value means energy loss
during the heat transfer (energy losses). The causes of negative energy can involve several
factors, including heat radiation, unwanted thermal conduction, and inefficient convection
(Vrugt, 2021).

At 5400 and 7200 seconds, the energy values resulting from the calculations show
positive values, namely 5400 seconds of 8433 J and 7200 seconds of 14757.72 J. It
indicates an energy or energy receipt increase during the heat transfer process. Factors for
increasing energy include the addition of external energy and higher heat transfer efficiency
(Bezaatpour & Rostamzadeh, 2020).

Figure 6, conduction heat transfer in the reactor tank, shows that the temperature of the
reactor tank’s outer wall and inner wall from 1800 seconds to 7200 seconds has almost the
same increase. The temperature change that occurs at the same time between the outer wall
and the inner wall is very small. Some things cause small changes in temperature, including:

1. Wall thickness

The thicker the wall, the greater the distance heat must travel and the smaller the

temperature change. With thinner walls, the temperature change between the outer

and inner walls will be more significant (Rakvin et al., 2014).

74+ r78 30000 —m— Outer Wall Reaktor Tank
E - [~®— Inner Wall Reaktor Tank 82 1150
76 [ 25000 821 (52
724 -/\l\/;;= 7 [@Enegy | _—g———1
/ e “ 20000 80 Leo 1100
g 72
g™ / . 515000 578 L7 511050
g / F70 < < QE
% 68 , % [ gg 5 10000 276 [ 7 o I-1000
= 4 = [s000 2 g H z
2 T & £ 2 e[%5
2644 F[ o000 2 3 Sleso s
g 60 2L 10000 =70 L7o s
£ 62 F58 § 2 £ 800
e 5 [ 15000 368 L6s £
60 - —m— Outer Wall Water Jacket L -20000 66 L 66 [7%0
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58 —@— Energy L52  [--25000 64 Il
. : . . . . 50 L-30000 T T T T T T gl
1000 2000 3000 4000 5000 6000 7000 8000 1000 2000 3000 4000 5000 6000 7000 8000
Time (second) Time (second)

Figure 5. Conduction heat transfer on the water  Figure 6. Conduction heat transfer in reactor tanks
jacket wall
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2. Initial temperature difference

The initial temperature difference between the outer and inner walls of the reactor tank

will also affect the temperature changes that occur in conduction heat transfer. If the

initial temperature is close to equilibrium, the temperature change between the outer
and inner walls will be very small.

3. Heat transfer coefficient

The heat transfer coefficient is a measure of the efficiency of heat transfer between

two surfaces. The higher the heat transfer coefficient, the faster heat can be conducted

and the smaller the temperature change. Factors such as surface conditions, fluid flow
around the surface, and the fluid’s thermal conductivity can affect the heat transfer

coefficient (Dongliang et al., 2023).

Meanwhile, the energy generated from the calculation process is known to increase
from 1800 to 3600 seconds by 298.59 J. The increase in energy is due to the difference in
temperature between two objects that are interconnected. Suppose there is an increase in one
of the objects. In that case, heat energy will flow from the object with a higher temperature
to the object with a lower temperature, causing an increase in energy for the cooler object
(Hu et al., 2023). Furthermore, at 5400 seconds, the energy decreased by 199.06 J; at
7200 seconds, the energy also decreased due to the shrinking temperature difference. The
temperature difference between these objects is smaller, so the transfer of heat energy by
conduction will be slower, and the energy transferred will be reduced.

Figure 7 shows the conduction heat transfer process on the outer wall of the reactor
tank base, which shows an increase in temperature from 1800 seconds to 3600 seconds at
11.34°C. At the same time, a temperature rise of 11.25°C also occurred on the inner wall of
the reactor tank base. In the next second, the temperature increase is 2.19°C on the outer wall
and 2.25°C on the inner wall. However, at 7200 seconds, the temperature of the outer and
inner walls decreased. Temperature rises due

to temperature differences and materials’ B R e e b el

—#— Inner Wall a Base of Reactor Tank

—®— Energy
e o F78  L810
?'777 === - 800

decrease in temperature is a form of thermal 76 " F7

r 80

thermal conductivity. The increase and 78

equilibrium between two objects that [

experience a difference in temperature I
(Wang et al., 2023).

From the results of the calculation
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analysis, it is known that the value of the
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707.85 J. At 1800 seconds, 3600 experienced an increase of 64.35 Joules. The increase in
energy is caused by a temperature difference between two interconnected objects. Suppose
there is an increase in one object. In that case, heat energy will flow from the object with
a higher temperature to the object with a lower temperature, causing an increase in energy
in the cooler object (Murshed & Castro, 2016). Furthermore, at 5400 seconds and 7200
seconds, the energy produced tends to decrease due to a shrinking temperature difference.
The temperature difference between these objects is smaller, so the transfer of heat energy by
conduction will be slower, and the energy transferred will be reduced (Ellzey et al., 2019).

The results of the tests that have been carried out produce data on the values of the
wall thermal resistance, the reactor wall temperature, and the reactor fluid temperature.
The resulting value is used to obtain the energy value of convection heat transfer in the
reactor fluid, carried out at 1800, 3600, 5400, and 7200 seconds.

From Table 3, convection heat transfer in the reactor fluid, it is known that the highest
temperature on the reactor wall is 76.97°C, the highest temperature in the reactor fluid is
75.74°C at 5400 seconds, and the highest convection heat transfer energy value occurs at
600 seconds with a value of 2.09 J.

Figure 8 shows that the temperature of the inner wall of the reactor increased at 3600
seconds and 5400 seconds and decreased at 7200 seconds. The temperature of the walls
in the reactor from 1800 seconds to 3600
seconds increased by 11.25°C; from 3600 Table3

L. Convection heat transfer in reactor fluids
seconds to 5400 seconds, it increased by

2.25°C; and from 5400 seconds to 7200 Time Temperature (°C) Ener
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seconds, it increased by 2.31°C; and from 5400 seconds to 7200 seconds, the temperature
decreased by 0.23°C. The temperature increase in the bioethanol fluid can occur due to
convection heat transfer from the wall to the reactor fluid. The higher the reactor wall
temperature and the higher the temperature difference between the wall and the fluid, the
greater the convection heat transfer rate. Reducing the temperature of the reactor wall
against the bioethanol fluid can occur by cooling or heat release from the reactor wall to
the bioethanol fluid. If the temperature of the reactor wall is higher than the temperature of
the bioethanol fluid, heat will flow from the reactor wall to the bioethanol fluid (Morales
etal., 2021).

Furthermore, from the results of the calculation of the convection heat transfer energy
between the inner wall of the reactor tank and the bioethanol fluid, at 1800 seconds, it was
1.94 Joules. At 3600 seconds, it was 2.09 joules, which experienced an increase in energy
0f 0.19 Joules. The increase in energy can be affected by temperature differences, as seen
in Table 3. Then, at 5400 seconds and 7200 seconds, the energy decreased by 2.00 Joules
and 1.96 joules, respectively. Changes in fluid properties can cause energy reduction in
convection heat transfer. Fluid properties such as viscosity, thermal conductivity, or density
can change with temperature, pressure, or composition changes. This change can affect
the efficiency of convection heat transfer so that the energy transferred by convection can
be reduced (Yang et al., 2023).

Heat Transfer Energy in the Condenser

The vapor fluid resulting from the distillation process in the reactor tube will then undergo
condensation in the condenser tube. This phenomenon is a heat transfer process using the
forced convection method (Wang et al., 2022) between the water fluid that touches the
condenser pipe wall and bioethanol vapor. Forced convection heat transfer occurs in the
condenser at 1800, 3600, 5400, and 7200 seconds.

Table 4 shows the convection heat transfer in the condenser: the highest inlet steam
fluid temperature is 60°C, the highest inlet cooling water temperature is 25.25°C, and the
highest energy is 72683.1 Joules at 5400
seconds. Table 4

. Convection heat transfer in condensers
Figure 9 shows the temperature of the

steam fluid entering the condenser from . Temperature (°C)
the test results at 1800 seconds of 41.00°C, (S’er(l::)l:led) Inlet Vapor Igco(::il:;g Ell(gggy
3600 seconds of 55.25°C, 5400 seconds Fluid Water
of 60.00°C, and 7200 seconds of 59.00°C. 1800 41.00 24.75 33988.5
As previously described, the steam fluid 3600 55.25 23.25 66931.2
obtained from the reactor produces fluids 5400 60.00 25.25 72683.1

with different temperatures. The temperature 7200 39.00 24.75 716373
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temperature of the cooling water entering
Figure 9. Forced convection heat transfer energy in

the condenser increases and decreases due the condenser

to variations in the cooling load. Changes

in the cooling load in the cooling system can cause fluctuations in the cooling water
temperature in the condenser. If the cooling load increases, for example, due to an increase
in cooling temperature requirements, the cooling water temperature tends to rise because
it has to absorb more heat from the condenser. Conversely, the cooling water temperature
decreases if the cooling load decreases. Meanwhile, the heat energy in the condenser from
the calculation results is known at the 1800th second as 33988.5 Joules, the 3600th second
as 66931.2 Joules, the 5400th second as 72683.1 Joules, and the 7200th second as 71637.3
Joules. The energy generated in 1800, 3600, and 5400 seconds has increased, while at 7200
seconds, it has decreased. Variations in the inlet steam temperature affect the increase and
decrease in energy. If the temperature of the steam entering the condenser rises, the energy
carried by the steam will also increase. It will cause an increase in energy in the condenser.
Conversely, if the temperature of the inlet steam drops, the energy carried by the steam
will decrease, causing a decrease in energy in the condenser. By using a data logger, it is
known that the test results every second for 7200 seconds show that the forced convection
heat transfer energy that occurs in the condenser is increasing.

Figure 10 shows the forced convection heat transfer energy in the condenser. Testing
for 1800 seconds, the forced convection heat transfer energy at the beginning of the process
experienced a decrease in energy from 25000 to 15000 Joules in the 300th second, then
experienced an energy increase of 15000 to 42000 Joules in the 1350™ second. Likewise,
the energy value has increased and decreased in the following seconds, namely for 3600,
5400, and 7200 seconds. Variations influence the increase and decrease in energy in the
inlet steam temperature. If the temperature of the steam entering the condenser rises, the
energy carried by the steam will also increase. It will cause an increase in energy in the
condenser. Conversely, if the temperature of the inlet steam drops, the energy carried by
the steam will decrease, causing a decrease in energy in the condenser.
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Figure 10. Forced convection heat transfer energy in the condenser: (a) Test for 1800 seconds; (b) Test for
3600 seconds; (c) Test for 5400 seconds; and (d) Test for 7200 seconds

Water Jet Ejector Efficiency

The results of the analysis of the performance of the ejector at a content of 28%
bioethanol material show that the Mach Number is the same as 2.75 according to the
classification as Compressible Supersonic Flow. In this case, water is included in the
supersonic compressible fluid category, which means that it can be compressed and
has the ability to flow at speeds that exceed the speed of sound (Dai et al., 2023). In
supersonic conditions, the airflow around objects will experience complex changes and
cause different aerodynamic effects compared to airflow at subsonic speeds. In supersonic
conditions, the air stream is significantly compressed because its pressure increases with
speed (Kong & Kim, 2016).

In this case, the water ejector performance efficiency value of 65.4% means that the
ejector can produce around 65.4% of the theoretical maximum work that can be achieved
under ideal conditions. High-performance efficiency in the water ejector is very important
to ensure effective and efficient performance in sucking gas or steam from the surrounding
space. The higher the performance efficiency value, the greater the ability of the ejector to
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produce maximum and effective work. Several factors affect the performance efficiency of
a water ejector, including ejector design, operating fluid pressure, characteristics of the gas
or vapor being sucked, and pressure losses in pipes and other components. The performance
efficiency of the water jet ejector can produce maximum and effective work in the bioethanol
purification process, one of which can be identified by knowing the products produced by
the system. After testing the purified bioethanol product, the levels of bioethanol increased.

From Figure 11, it is known that the bioethanol produced always experiences an
increase in volume. At 1800 seconds, it was 245 ml; at 3600 seconds, it was 745 ml; at
5400 seconds, it was 1245 ml; and at 7200 seconds, it was 1645 ml. It shows that the
bioethanol purification production process went well and efficiently. Meanwhile, the
bioethanol content increased from 1800 to 3600 seconds by 48% and 51%, respectively.
However, in the next second, the value of the bioethanol content decreased until the end
of the purification process.

The increase and decrease in levels of purified bioethanol can be seen from the
composition of the raw materials (initial bioethanol) used in the production of bioethanol,
which can vary from time to time (Loh et al., 2023). If the raw material composition changes,
this can affect the purification process for a predetermined time and temperature and produce
different levels of bioethanol. Even though the volume of bioethanol increases, the value of
the ethanol content can fluctuate.

Sorghum bioethanol was purified for 1750 [-2~Prodced Boshanel ] e
2700 seconds, then tested at the Motor Fuel 1500 Fse
Laboratory, Brawijaya University, Malang, | =] _/ _56§
to determine the characteristics of the Emoo_ / _s‘é
bioethanol obtained, including the calorific | & 2
value (cal/gram), viscosity, flash point (°C), g ™ : 2
and density (g/cm®). s 5 / \.\ -Sfé

The resulting calorific value of - "l
1389.48 cal/gram in bioethanol will affect e e s S P R
the combustion process and the energy Time (second)

efficiency produced from this fuel (Table 5).  Figure 11. Levels of purified bioethanol

Table 5
Physical properties of bioethanol
No Standard Calorific Value Viscosit Flash Density Reference
Bioethanol (cal/gram) y Point (°C)  (g/cm?)
Sebayang et al., 2016;
1 ASTM D8406 7092.1 1.2-1.5 12 0.7805 Yusuf & Inambao, 2019
2 SNI 6380 1.525 12 0.7890 ESDM RI, 2008
Purification

Results Bioethanol 1389.48 1.02 32.5 0.9340 This Paper
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When bioethanol is burned with oxygen in the combustion process, a chemical reaction
produces heat and gases such as carbon dioxide and water vapor. The high calorific value
indicates that bioethanol will release more energy per gram during combustion. Bioethanol
with a viscosity of 1.02044 shows the level of viscosity of the liquid. The effect of viscosity
on the combustion process can affect several aspects, although not as much as the effect
of the heating value. The flash point is the minimum temperature at which a fuel, such as
bioethanol, will produce enough vapor to form an air-fuel mixture that can temporarily
ignite if exposed to flame but does not continue to burn after the flame is removed. In the
case of bioethanol, the flash point of 32.5°C indicates that at that temperature, bioethanol
will give off steam, which can form a flammable mixture if there is a heat source or fire
nearby. Density is a measure of mass per unit volume of a material. Bioethanol with a
density of 0.934 g/cm?® shows a weight of 0.934 grams of bioethanol contained in every
cubic centimeter (cm®) of volume.

CONCLUSION

This research used the Bernoulli Distillation System (BDS) to increase bioethanol levels by
analyzing heat transfer energy in the reactor and condenser and the ejector jet’s performance
efficiency. Based on research results and analysis of heat transfer energy, the Bernoulli
Distillation System for 4 times the test time showed an increase in the percentage value
of bioethanol content, namely 48%, 51%, 50% and 49%. The highest percentage value
of bioethanol content, namely 51%, was obtained in 3600 seconds, the conduction heat
transfer energy on the water jacket wall was (-9487.10) J, the reactor tank was 962.10 J,
the reactor tank bottom was 765.05 J, the transfer energy the convection heat in the reactor
fluid was 2.09 J and the condenser was 66931.20 J. In addition, according to the test results
for 2700 seconds, the physical properties of bioethanol were produced, namely a heating
value of 1389.48 (cal/gram), viscosity of 1.02, flash point 0of 32.5 (°C) and density 0of 0.934
(g/cm?®). Therefore, this bioethanol purification tool is the right tool and has the potential
to be developed and further used for other bioethanol purification.
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ABSTRACT

Most asbestos-related studies have focused on asbestos exposure risks, their associated
health implications, and waste management issues. Our research introduced a unique
perspective that has rarely been explored: the impact of environmental factors on asbestos
cement products. The novelty of the study is that, in contrast to previous research, in addition
to determining the material quality of asbestos, it analyses the trace materials, additives and
the emissive nature of chrysotile fibers. This study aims to identify the chrysotile-asbestos
content in three common asbestos cement products found in Hungary, with regard to the
release of their fibers upon exposure to the environment and to identify trace elements that
could be used to identify the origin and function of each of these products. Our analyses
revealed the presence of chrysotile in each tested sample, with spectral matches ranging

from 59.6% to 86.7%. Asbestos cement

products exposed to various environmental
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products to enhance their heat resistance. Our results pave the way for a new methodology
for assessing asbestos cement products with regard to the implementation of their trace
element level assessments.

Keywords: Asbestos, chrysotile asbestos, environmental resistance, FTIR, glass fiber, polysilicate

INTRODUCTION

Asbestos is a commercial term for a set of naturally occurring minerals with unique
chemical and physical properties (Kusiorowski et al., 2023; Misseri, 2023). These minerals,
including chrysotile, amosite, crocidolite, actinolite, tremolite, and anthophyllite, have
fibrous appearances and are known as silicate minerals (Toth & Weiszburg, 2011). They
can be classified into two categories: serpentines (sheet silicates) and amphiboles (chain
silicates) (Risti¢ et al., 2011). The term ‘asbestiform’ is often used to describe their fibrous
morphology (Zholobenko et al., 2021). These minerals are characterized by their ability
to be separated into long, silky fibers resistant to traction and heat and almost chemically
inert (Malinconico et al., 2022).

Asbestos use can be traced back to ancient times (Lavento & Hornytzkyj, 1995;
Virta, 2005), but the understanding of the elemental compositions and crystal structures
of amphibole and serpentine minerals has only spanned since the 19" century (Ross et al.,
2008). Asbestos comprises hydrated silicates of magnesium, iron, calcium, and sodium. The
chemical composition of amphibole asbestos (except chrysotile) is M;Si30,,(OH),, with the
“M” representing metal cations such as calcium, iron, magnesium, or sodium. Chrysotile, a
serpentine mineral, has a distinctive Mg;Si,05(OH), composition (Ross et al., 2008; Speil
& Leineweber, 1969; Zholobenko et al., 2021). Serpentine minerals, including chrysotile,
are characterized by their curved shape under a microscope, whereas amphiboles exhibit
a straight and rigid morphology (Castro et al., 2003). Chrysotile comprises octahedral
Mg and tetrahedral Si layers that bundle together to form a fiber with the outermost layer
of Mg hydroxide (Bales & Morgan, 1985; Walter et al., 2022). This natural magnesia-
silicate clay mineral has a distinct fibrous or tubular nanostructure comprising silica oxide
tetrahedral sheets and brucite octahedral sheets in a 1:1 stoichiometric ratio. However, the
lattice sizes of these two sheets differ, resulting in curly and fibrous structures that allow for
lattice matching (Dubin et al., 2013; Liu et al., 2020). Chrysotile asbestos has exceptional
splitting properties, allowing it to be separated into filaments with diameters as small as
1 to 2 um (Wang et al., 2019).

Asbestos has been used in ancient times as a fire-resistant material (Roe & Stella,
2015). Its usage has become widespread during the industrial age (Janela & Pereira, 2016),
particularly in chrysotile and crocidolite forms. The valuable properties of asbestos, such as
high tensile strength, heat and fire resistance, electrical insulation, and chemical inertness
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(Zholobenko et al., 2021), make it ideal for use as products in construction materials,
automotive components, and fireproof textiles (Bartrip, 2004; Dodson &, 2011; Hassanpour
et al., 2012). Asbestos production peaked in 1977, with around 4.8 million tons produced
in 25 countries (Park et al., 2012). Between 1900 and 2015, approximately 210 million
tons of asbestos were extracted globally. It has been used in over 3000 different products
(Harris & Kahwa, 2003; Szeszenia-Dabrowska, 2004), including sealants, brake pads,
membranes, pipes, facade panels, roof coverings, filters, clothing, and fire retardant fabrics
(Iwaszko et al., 2018). Asbestos-cement products have been used in Hungary since the
1940s, predominantly as roofing sheets and pipes. The compositions of these products vary
internationally. For instance, Poland classifies them as soft (containing over 20% asbestos)
or hard (< 20% asbestos) (Dyczek, 2007).

In Hungary, low binder asbestos products such as blown insulation contain 95% to 97%
asbestos and 3% to 5% binder. Applications with a high binder content, such as asbestos-
cement flat slate, corrugated slate, and water pipes, have 8% to 10% asbestos and 90% to
92% cement binder (Toth & Weiszburg, 2011). Table 1 summarizes the general properties
and characteristics of the asbestos-cement roofing elements widely used in Hungary and
prepared according to Hungarian methodologies. Asbestos-cement products in Hungary
typically use various tracers and additives, typically various polysilicates and glass fiber,
to improve the final physical properties of the final product. Differences between countries

Table 1
General characteristics of small and large asbestos cement roofing elements
Main properties Small asbestos cement roofing Large asbestos cement roofing
elements elements
Asbestos content (%) 8-10 8-10
Cement content (%) 90%-92% 90%-92%
Thickness (mm) 4 5
Length (cm) 30-40 160-250
Width (cm) 3040 93
Weight (kg/m?) 7,6 11,7
Flexural strength (MPa) 31 170
Heat resistance (°C) 200 200
Resistance to frost (°C) -20 -20
Water absorption (%) 15 15-25
Resistance to dilute acids No No
Resistance to dilute brine No No
Resistance to oil No No
Resistance to petrol No No
Resistance to weak alkali Yes Yes
Thermal conductivity (W/mK) 0,65 0,651

Source: Székely et al., 1972
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are clear, as Poland has asbestos fiber contents ranging from 10% to 11% for pressed flat
panels, 10%—14% in corrugated sheets, and 14%—18% in asbestos-cement pipes (Dyczek,
2007; Raczko et al., 2022). Asbestos-based cement composites were installed globally in
water mains, still forming a significant part of water distribution networks (Bahadori, 2016;
Brandt et al., 2017; Zavasnik et al., 2022). Health concerns related to asbestos emerged
in the early 20th century (Doll, 1993) and have led to its ban in many countries (Korda et
al., 2017) due to associated health risks from inhaling asbestos fibers.

These risks include lung cancer, mesothelioma (Azuma et al., 2009; Currie et al., 2009;
Goldberg & Luce, 2009; Zha et al., 2019), and asbestosis, with increasing related deaths
(Harremogs et al., 2001; Murayama et al., 2006). The WHO (1986) defines asbestos fibers
as having a length greater than 5 pm, a diameter less than 3 um, and an aspect ratio of at
least 3:1. Many health agencies have adopted this definition for asbestos fiber size (Thives
et al., 2022). Asbestos materials’ harmfulness and disposal challenges are now globally
recognized, with over 75 countries banning their use owing to their carcinogenic potential
(Santana et al., 2023; Stayner et al., 2013). Asbestos-related diseases cause around 100,000
deaths annually, including 15,000 in Europe and 12,000 in the United States (Iwaszko et
al., 2018).

Despite this, asbestos-cement roofing components and artifacts remain in many
buildings or are improperly disposed of in landfills (Carneiro et al., 2021). The lifespan
of asbestos cement products is estimated at 30 to 40 years, though it varies due to
differences in material and quality composition between countries. Punurai & Davis
(2017) estimated a 70-year lifespan for asbestos-cement pipes, though, in Hungary, it
is approximately 40 years, evidenced by increasing failures and pipe breaks. Scientific
research on asbestos is extensive and is divided into various interdisciplinary fields, such as
medicine and engineering (Thives et al., 2022). Despite the ubiquity of asbestos pollution
as an environmental concern, the scientific literature remains scarce (Lisco et al., 2023).
Asbestos-cement wastes pose a significant environmental challenge owing to the pathogenic
properties of asbestos and the proliferation of products containing asbestos fibers (Iwaszko
et al., 2018). More detailed information on fiber size and type in the environments is
necessary to aid epidemiological studies. Developing and enhancing exposure metrics is
crucial for accurately predicting asbestos-related disease risks (Berman & Crump, 2003).
Ervik et al. (2021) analyzed asbestos fibers from a 60-year-old corrugated cement roof in
Southern Norway. They discovered that numerous fibers in runoft water and weathered roof
debris samples were prone to be carried away by the wind into the air and soil or washed
out by rainwater (Thives et al., 2022).

Despite these findings, the number of asbestos tests conducted for environmental
monitoring remains limited, with measurements primarily focused on air detection. The
weathering of an asbestos cement sheet primarily depends on its main component (90%
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cement), whereas the more resistant asbestos is increasingly exposed as the cement matrix
wears away. As a result, weathered asbestos cement often has a higher potential to release
fibers than unweathered cement, as more loosely bound fibers are exposed on the surface.
In extreme cases, weathering may cause the surface to flake or crack, thereby increasing
the area from which asbestos can be released into the air (Burdett, 2006). The resistance
of chrysotile to acids is limited. Both the sulfuric acid in acid rain and the organic acids
produced by molds, mosses, and lichens (Favero-Longo et al., 2005) interact with exposed
chrysotile asbestos. Over time, these reactions progressively strip magnesium hydroxide
from the chrysotile structure (Burdett, 2006; Hodgson & Darnton, 2000).

Consequently, the primary objectives of this study were (1) to determine the chrysotile
content, which is a prevalent asbestos mineral (Landrigan, 1998), in several selected
Hungarian-manufactured asbestos cement products, (2) to identify the trace elements
present in these products, and (3) to analyze the differences in these products when exposed
to or protected from environmental factors. The novelty of this research is underlined by
the fact that most previous research has focused only on the qualitative characterization of
asbestos (Malinconico et al., 2022; Rolfe et al., 2024; Tabata et al., 2022; Zholobenko et
al.,2021). Typically, the role of trace elements, origin-specific analysis and environmental
effects have been neglected segments. To achieve these goals, we employed Fourier
transformation infrared (FTIR) and transmission electron microscopy (TEM) techniques on
a pair of samples from each of three product groups: asbestos-cement pipes, flat slates, and
corrugated slates, subjecting them to either direct environmental exposure for at least one
year or hermetically sealing them to prevent exposure to the environment. We hypothesized
that chrysotiles could be detected in all the asbestos cement samples, and the chrysotiles
from samples exposed to environmental effects would be more easily detected because of
their structural erosion. In addition, traces of specific additives were also searched, which
have not been investigated by any research until now (Karoly, 2022).

METHODOLOGY
Experimental Materials

Three product groups were used: (1) asbestos-cement pipes, (2) flat slates, and (3)
corrugated slates. We took a pair of samples from each group, resulting in six samples.
For each product group, the first sample was subjected to environmental exposure (e.g.,
rain and wind) for at least one year. In contrast, the second sample was hermetically sealed
and protected from external influences. This approach allowed us to compare the effects of
environmental exposure on each product group with their respective sealed counterparts.

The first pair of samples, an asbestos cement corrugated plate (ACCP-1 and ACCP-2),
was approximately 30 years old and originated in a cement factory in Hungary. The plates
exhibited typical erosion and damage.
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The second pair of samples were asbestos cement slates (ACF-1 and ACF-2), both
approximately 20 to 25 years old, eroded and damaged by surface corrosion.

The third pair of samples, ACP-1 and ACP-2, were unassembled and unused products
aged 30 to 40. They also originated from a cement factory in Hungary. Both the ACP-1
and ACP-2 pipes were physically well-structured, without extensive cracks and corroded,
eroded surfaces.

Before each analysis, all three pairs of samples were thoroughly cleaned with distilled
water and isopropyl to remove contaminants that could bias the results. The samples were
then cut to similar sizes and densities, and each piece was cast with multi-component
epoxy resin and polished into disks of the same size. All samples are shown in Figure 1.
The main characteristics of the tested samples are summarized in Table 2.

All asbestos shows intense absorption in the 1200-900 cm™ range and 600-300 cm™.
Recording the spectrum up to 200 cm! provides all the necessary information for qualitative

(d) ®
Figure 1. Asbestos cement waste samples. From left to right, beginning from the top: (a) ACCP-1 asbestos
cement corrugated plate; (b) ACF-1 asbestos cement slate (isolated); (¢) ACF-2 asbestos cement slate
(exposed); (d) ACP-1 asbestos cement pipe (isolated); (¢) ACP-2 asbestos cement pipe (exposed); (f)
prepared samples.

Table 2
Characteristics of the analyzed samples
ID Product type Product age Exposed or Isolated
ACCP-1 Asbestos cement corrugated plate 30 years old Isolated
ACCP-2 Asbestos cement corrugated plate 30 years old Exposed
ACF-1 Asbestos cement slate 20 to 25 years old Isolated
ACF-2 Asbestos cement slate 20 to 25 years old Exposed
ACP-1 Asbestos cement pipe 30 to 40 years old Isolated
ACP-2 Asbestos cement pipe 30 to 40 years old Exposed
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identification of the asbestos type. Chrysotile differs significantly from amphiboles in that it
shows intense double hydroxyl groups at 3693 cm™ and 3648 cm’!, formed between layers
of hydroxyl groups located between the main silicate layers of the lattice. Chrysotile can be
quantified from its absorption at 3690 cm™ in the absence of anthophyllite (Karoly, 2022).

Sample Preparation and the Used Instrument

Macro measurements were performed using a PerkinElmer Spotlight 400 (PerkinElmer,
MA, US) device. For such an examination, the samples were carefully prepared, and
broken pieces of asbestos-cement products were poured into an epoxy resin solution for
preparation and then polished to make their cross-section easier to examine. The samples
were cleaned with distilled water treatment; the treatment itself would have distorted the
investigation of the role of environmental effects. Pouring with epoxy resin uses a mold
according to the specified dimensions. The discs were ground with a grinder to achieve a
disc range of 30 x 5 mm. The resulting 30 x 5 mm discs were placed on the slide of the
instrument, where the material could be examined with a 0.3-mm germanium crystal facing
downwards so that the selected area of the sample could be scanned with infrared rays,
resulting in the creation of an absorption map of the material. From this map, different
spectra are marked with different colors, which point to specific materials in the spectrum
library, thus making the components identifiable.

The PerkinElmer Spectrum 400 (PerkinElmer, MA, U.S.) machine was used to perform
the microscopic measurements. For these measurements, we took samples from broken
sections of asbestos cement products and collected scrap samples from the matrix material to
analyze their composition, particularly for additives. Subsequently, these materials were then
positioned on the object table of the spectroscope, specifically on a 0.3-mm diamond crystal
facing upwards. A force of approximately 100 N was then applied to secure the materials for
the analysis. These tests were sensitive to moisture and carbon dioxide; therefore, before each
measurement, the spectrum of the environmental background had to be recorded first so that
the instrument could distinguish between the true and background spectrum of the sample.

RESULTS AND DISCUSSION

Therefore, in our research, we conducted targeted analyses to verify the chrysotile content of
asbestos-cement products and the role of environmental exposure in influencing emissions.
In addition to chrysotile content, we looked for trace elements such as glass fiber and
polysilicate content, which were typically the main excipients of products manufactured
in Hungary.

Therefore, we are looking for answers to two main questions: (1) Can the role of
environmental impact be demonstrated by infrared technology? And (2) Is it possible to
perform an origin-specific analysis of these products using infrared technology?
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Detection of Chrysotile Asbestos

All asbestos exhibits intense absorption in the 1200-900 cm™ and 600-300 cm™ range.
Weaker characteristic bands were also observed between 850—-600 cm™'. All information for
qualitative identification of the asbestos type can be obtained by recording the spectrum up
to 200 cm™. A slight absorption was observed around 3700-3200 cm™ and 1700-1400 cm''.
Chrysotile differs markedly from amphiboles because it shows intense double hydroxyl
groups at 3693-3648 cm!, formed between layers of hydroxyl groups between the main
silicate layers of the lattice. This band characterized and quantified fibers in liquid samples
saturated with dust or asbestos fibers.

The band is sensitive to interference from other silicate minerals, such as talc, kaolinite,
and montmorillonite, which are widely used in industry. The forms of chrysotile, amosite,
anthophyllite and crocidolite can be identified separately by infrared spectroscopy.
Chrysotile was quantified by its absorbance at 3690 cm™! in the absence of anthophyllite.
Anthophyllite was detected at 670 cm™! in the absence of talc. The amosite, crocidolite,
and anthophyllite absorption bands at 775 cm™ could be used for quantitative analysis.

Detection of Chrysotile from Asbestos Cement Corrugated Plates

The corrugated asbestos cement plate is a high-binder asbestos-cement product; thus, its
asbestos content was close to 8%—10%, with a corresponding cement content above 90%.
The corrugated sheet (ACCP-1) under investigation had been exposed to environmental
influences originating from construction and demolition activities, but the structure did not
appear to have been extensively damaged by weathering. Its surface was rough, similar
to cement, and its color was greyish brown. The sample structure was robust and hard,
with asbestos fibers clearly visible, arranged in thin bundles, such as individual fibers,
intermingled with the cement mixture. The fibers could only be pulled out along the fracture.
Table 3 contains the results obtained from the instrument’s spectral library supplemented
with asbestos spectra.

Table 3
Concordance rates for chrysotile from asbestos cement corrugated plates
Range Search Reference Search Reference Spectrum Description Match
Full range RESTAURO-ID0344 IMP00280.SP IMP00280 CHRYSOTILE, SI- 68.4%
NMNH, #107853, PMA, TRAN
PERKIN~1- PO0265 GOMMA NBR + PVC + PLASTIFICANTE 66.1%
PERKIN~4- GS0005 ACRILONITRILE 64.8%

1800-650 cm’  RESTAURO- ID0344  IMP00280.SP IMP00280 CHRYSOTILE, SI-  71.5%
NMNH, #107853, PMA, TRAN

PERKIN~1- PO0265 GOMMA NBR + PVC + PLASTIFICANTE 70.9%
PERKIN~1- PO0264 GOMMA NBR + PVC + PLASTIFICANTE + 67.7%
TALCO
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Determining chrysotile asbestos in practice can be very challenging; therefore, even a hit
rate above 50%—60% is decisive enough to be accepted as identification. The chrysotile was
identified with 68.41% certainty over the whole range (Table 1). There was a lower probability
of plastic derivatives and nitrile compounds being found, which could have been absorbed
from the matrix material into the fibers. In the 1800—650 cm! band, the third hit was asbestos
derivatives with 65.79% certainty, but the results also included plasticizers and talc. Based
on these values, it can be stated that chrysotile was clearly detectable in the corrugated plate.

Detection of Chrysotile from Asbestos Cement Flats

The test samples for flat shale analysis included (1) from an environmentally exposed shale
(ACF-1) and (2) from a preserved shale (ACF-2). It was assumed that asbestos fibers would
be more securely incorporated into the matrix material of the preserved product, making
them more difficult to detect. In contrast, owing to structural degradation, we anticipated
more easily detectable results from the eroded asbestos slate.

The first flat shale sample was an environmentally exposed asbestos product, with
its characteristic layered shape clearly visible owing to the manufacturing processes.
A staggered detachment pattern emerged when broken, which could be attributed to
weathering delamination, causing the plates to separate slightly. The surface was smooth,
firm to touch, and harder than the other samples, and the shale contained coarser fragments
scattered throughout its non-homogeneous structure. Asbestos fibers in the sample were
clearly visible as thinner bundles, with individual fibers being less discernible or not visible
at all. Here, asbestos was removed using tweezers, and the fibers were not easily separated
from the binder. The search results of the obtained spectra are listed in Table 4.

These results were similar to those of the corrugated plate measurement (Table 1) but
with a higher degree of agreement, as chrysotile had a 70% greater probability of being
the first hit in both instances. The second asbestos mound tested, which was not affected

Table 4
Concordance rates for chrysotile from asbestos cement flats
Range Search Reference Search Reference Spectrum Description Match
Full range RESTAURO-ID0344  IMP00280.SP IMP00280 CHRYSOTILE, 74.0%
SI-NMNH, #107853, PMA, TRAN
PERKIN~4- GS0005 ACRILONITRILE 69.5%
PERKIN~1- PO0264 GOMMA NBR + PVC + PLASTIFICANTE 61.3%
+ TALCO
1800-650 cm"  RESTAURO-ID0344  IMP00280.SP IMP00280 CHRYSOTILE, 73.2%
SI-NMNH, #107853, PMA, TRAN
PERKIN~1- PO0264 GOMMA NBR + PVC + PLASTIFICANTE 65.6%
+ TALCO
PERKIN~1- PO0265 GOMMA NBR + PVC + PLASTIFICANTE 65.1%
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by environmental influences over the years, was denser, had a higher amount of matrix
material, and featured a harder texture compared to the other material.

The asbestos fibers in the sample appear arranged individually rather than as bundles,
giving it an almost hair-like appearance. Despite the large number of fibers, their distribution
was homogeneous. These fibers were firmly embedded in the mixture, making them difficult
to extract as they either broke or slipped out of the tweezers during preparation. Due to
these factors, chrysotile was not detected in Sample 3.

Detection of Chrysotile from Asbestos Cement Pipes

Similar to the artificial shale, two samples of asbestos-cement pipes were tested to analyze
the effect of environmental exposure on the structure. The first test pipe, a large cross-section
asbestos cement pipe (ACP-1), was exposed to environmental effects. Its structure was not
homogeneous, but it had smaller and darker to lighter grains appearing in the light-base
color of the matrix material. The asbestos fibers were well-defined, arranged in islands,
dense bundles, and were clearly visible in their bright white color. They were the easiest
samples to cut out and handle and tended to splinter rather than tear. The spectral library
hits for these samples are listed in Tables 5 and 6.

Based on the results, the most reliable evidence for the presence of chrysotile was
86.7% and 89.88%, respectively. The plastic derivative, previously detected, was also
present, as was polysilicate, a type of sodium silicate found in cements and refractories.
This substance could be explained by the fact that, during production, the compound was
absorbed into the porous fibers of the asbestos or the fiber bundles. With a smaller cross-
section, the second pipe was an asbestos product protected from environmental influences.
Its fracture was staggered, similar to that of shale stored under similar conditions, with
layers of delamination observed. The texture was similar to textiles; it was rough, highly
textured, and much lighter in color than the other test materials.

This tube was the most heterogeneous of the samples, with various darker to lighter
patches mixed with the binder. The asbestos bundles were clearly visible, but the number

Table 5
Concordance rates for chrysotile from asbestos cement pipe (ACP-1)
Range Search Reference Search Reference Spectrum Description Match
Full range RESTAURO- ID0344 IMP00280.SP IMP00280 CHRYSOTILE, 86.7%
SI-NMNH, #107853, PMA, TRAN
PERKIN~1- PO0265 GOMMA NBR + PVC + PLASTIFICANTE 74.4%
POLYMER - HU1137 POLYSILICATE 1.7/250MG KBR 0-00-0 71.1%
1800-650 cm®  RESTAURO- ID0344 IMP00280.SP IMP00280 CHRYSOTILE, 89.9%
SI-NMNH, #107853, PMA, TRAN
PERKIN~1- PO0265 GOMMA NBR + PVC + PLASTIFICANTE 80.9%
TRANSM~1- HU1137 POLYSILICATE 1.7/250MG KBR 0-00-0 77.5%
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Table 6
Concordance rates for chrysotile from asbestos cement pipe (ACP-2)
Range Search Reference Search Reference Spectrum Description Match
Full range RESTAURO-ID0344 IMP00280.SP IMP00280 CHRYSOTILE, SI- 59.6%
NMNH, #107853, PMA, TRAN
PERKIN~4- GS0005 ACRILONITRILE 66.3%
PERKIN~3- IN0016 FIBRA DI VETRO STRAND G 63.5%

RESTAURO- ID0365  IMP00301.SP IMP00301 CHROME YELLOW, 63.3%
PBS04 + PB CR04, FORBES, SCC, TRAN

PERKIN~3- IN0028  VETRO - ATR DI GERMANIO 63.1%
PERKIN~1- PO0265  GOMMA NBR + PVC + PLASTIFICANTE 60.5%
1800-650 cm” TRANSM~1- GS0017  C2H4-4 100% ETHEN; D=10CM; NACL 69.8%
PERKIN~3- IN0028  VETRO - ATR DI GERMANIO 69.4%
RESTAURO- ID0221  IMP00157.SP IMP00157 CHROME GREEN, 67.6%
FORBES: ROWNEY, PMA# 1-40, PMA, TRAN
TRANSM~1- GS0018  C2H4-5 100 % ETHEN; D=2CM; BAF2 66.1%
PERKIN~3-IN0016  FIBRA DI VETRO STRAND G 66.0%

of asbestos bundles appeared to be smaller than in the previously tested samples. The fine
particles were scattered. The fibers were easily held with tweezers; however, extraction was
not as easy as before, and they were torn along the fracture line, as in the large pipe, with the
mineral fibers fluffed up. Although asbestos fibers were not difficult to extract from the fifth
sample, chrysotile came in a mere sixth of the hit list, with only 59.61%. No results were
obtained from the characteristic peak band, but both yielded a higher probability of glass fiber.

Acrylonitrile, fiberglass, and plastic derivatives, which had previously been found,
appeared in the full range, with yellow pigment material as an additional element on the
list. In addition, several hits that did not appear in the previously analyzed hits, such as
ethene, whose origin was unknown. It may have been deposited over the years.

Detection of Glass Fibers

In manufacturing these products, a mixture of 20% to 30% by weight of expanded perlite
with a grain size of 0.5 mm and 20% to 80% by weight of silica fume is suspended. Spongy
silica is sometimes used instead of hard earth, where at least 98% by weight of material
with a grain size of up to 0.2 mm is used. The mixture also contains preferably 1.3% to
1.5% by weight of cellulose (Lejsek et al., 1976).

Glass fiber was detected in several samples of asbestos fibers and scrapings. It was
found in the corrugated slate, the first environmentally exposed flat slate, and the small
cross-section asbestos cement tube (Table 7). The upper half of Table 7 displays the spectral
analysis of the asbestos fibers, whereas the lower half shows the glass fiber detected in the
matrix material sample. In all cases, the agreement was above 55.0%.
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There are several possible explanations for its presence. The use of asbestos-cement
products led to increasing demands in terms of fire resistance and structural performance.
In 1976, a new patent was granted to address these needs. The proposed technology
involved sifting well-known asbestos cement containing up to 55 wt% (weight percent)
asbestos through a sieve with a mesh size of 1.35 mm to obtain a residue of at least 40
wt%. Then, a quartz content of 3—50 wt%, consisting of expanded perlite and silica fume,
was added. Lastly, 3 wt% of inorganic fibrous material, an asbestos-glass fiber suspension,
was included, with the glass fiber length preferably being 10 mm. Additionally, 1.3-1.5
wt% cellulose might be required (Lejsek et al., 1976).

The advantage of altering the composition was achieving the desired strength while
maintaining a low bulk density and high porosity. It was accomplished by reducing the
amount of cement binder and increasing the filler. Table 8 compares the bending tests
of two previously manufactured, unnamed asbestos-cement formulations and the new
formulation (Lejsek et al., 1976). The test was used to determine the maximum stress and
load capacity. Based on the data, it can be concluded that the glass fiber-reinforced product
had a much lower bulk density compared to its predecessors. However, its relative bending
strength parallel and perpendicular to the fibers was more favorable, making the material
more robust. In accordance with the standards for asbestos cement, eight random samples

Table 7
Concordance rates for glass fibers from asbestos cement wastes

Search Reference Spectrum
Description

Full range ACP-2- asbestos ~ PERKIN~3-IN0016 ~ FIBRA DI VETRO STRAND G 63.5%
ACF-1 - asbestos ~ PERKIN~3-IN0016  FIBRA DI VETRO STRAND G = 59.9%
1800-650 cm™  ACP-2 - asbestos ~ PERKIN~3-IN0016  FIBRA DI VETRO STRAND G 66.0%
ACF-1 - asbestos  PERKIN~3-IN0016  FIBRA DI VETRO STRAND G  61.7%
ACCP-1 - asbestos PERKIN~3-IN0016  FIBRA DI VETRO STRAND G 57.1%
Full range ACF-1-cement  PERKIN~3-IN0016 FIBRA DI VETRO STRAND G  63.2%
1800-650 cm™  ACF-1—cement ~ PERKIN~3-IN0016 FIBRA DI VETRO STRAND G  63.5%

Range Sample Search Reference Match

Table 8

Flexural strength testing of asbestos cement products enriched with glass fibers (Lejsek et al., 1976)
Propert Asbestos cement Previously used

perty containing glass fiber asbestos cement

Volumetric weight (kPa m™) 650 796 741
Flexural strer_lzgth parallel to the elementary 105 92 113.7
fibers (kp cm?)
Flexural strength perpendicular to the 65-70 7.9 104.9

elementary fibers (kp cm™)
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were taken from every 50,000 pieces produced and tested. For the flexural strength test,
22 cm long, 10 cm wide rectangular elements were prepared, and both perpendicular and
parallel samples were tested. The analysis was preceded by 28 days of air-dry confinement
(Fligedi, 1986).

Detection of Polysilicate (Water Glass)

Sodium silicate, commonly known as water glass, exists in ortho-, meta-, poly-, and
pyrosilicate forms. When mixed with cement, sodium silicate enhances thermal resistance,
and when added to adhesives, it improves the thermal resistance of the bonding surface.
Another benefit of its use is that it can prevent water infiltration into the material by blocking
moisture from entering the pores when used as a surface treatment agent. It also has flame-
retardant and fire-resistant properties, as it releases water when heated, which cools the
surface. All these characteristics have made it a popular additive in the fire protection,
woodworking, and construction industries (Grote, 1897).

The first mention of the role of polysilicates in asbestos production dates to 1896 in
a patent by Lajos Grote. In his patent, he described a manufacturing process for asbestos
products where the fibers were impregnated with a mixture of water glass, glue and
formaldehyde solution. The process involved dissolving one part of glue in 12 parts of
boiling water, mixing the cooled solution with six parts of water glass solution, and finally
adding 7-9 parts of 40% formaldehyde. The asbestos fibers were soaked in this mixture
until they saturated sufficiently. The resulting asbestos products dried and hardened in
about 12 hours, after which they were ready for machining (Grote, 1897).

The results obtained for the asbestos cement corrugated plates, flat slates, and pipes
consistently showed the presence of polysilicate, or water glass, in both ranges. In all
measurements, the extracted asbestos fibers indicated the presence of the compound, which
could be due to the absorption of material into porous fibers. The spectral agreement was
above 60.0% in all cases except one. The pipe measured the highest values, while the
lowest was obtained in the slate. The detailed results can be seen in Table 9.

Table 9
Concordance rates for polysilicate from asbestos cement wastes
Range Sample Search Reference Spectrum Description Match
Overlap ACCP-1 POLYSILICATE 1.7/250MG KBR  0-00-0 60.2%
ACF-1 POLYSILICATE 1.7/250MG KBR  0-00-0 57.8%
ACP-1 -asbestos POLYSILICATE 1.7/250MG KBR  0-00-0 66.6%
ACP-2 -asbestos POLYSILICATE 1.7/250MG KBR  0-00-0 67.2%
1800-650 cm™  ACCP-1 - asbestos POLYSILICATE 1.7/250MG KBR ~ 0-00-0 60.5%
ACP-1 - asbestos ~ POLYSILICATE 1.7/250MG KBR  0-00-0 74.4%
ACP-2 - asbestos ~ POLYSILICATE 1.7/250MG KBR  0-00-0 75.6%
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CONCLUSION

Chrysotile asbestos (white asbestos) was detected in all the tested product-waste groups with
arelatively high hit rate and agreement—the presence of chrysotile in each sample tested,
with spectral matches ranging from 59.6% to 86.7%. A particularly significant finding was
that removing asbestos from asbestos-cement products exposed to environmental influences
was easier, and the degree of agreement between the results was higher than that for products
sealed off from such effects. The presence of chrysotile was much easier to detect for the
environmentally exposed AC pipe compared with the sealed samples. However, contrary
to expectations, a higher degree of agreement with chrysotile was demonstrated when
examining the AC pipes than when measuring the flat or corrugated shale slate samples.
The match rate with the chrysotile spectrum ranged from 86.7 to 89.9% for the AC pipe
exposed to the environment. This compares to 59.6% for all samples that were isolated
and spared from environmental influence.

Additionally, we established that all asbestos cement products contained glass fibers,
with an average spectral match of 62.1%. Our analysis showed an average spectral match
of 66.0% in the case of polysilicates, which were classified as very typical additives in
Hungary during the production period of the products. Overall, using infrared technology
principles, chrysotile (white asbestos) was detected in all examined products and waste
groups. A key implication of this research is that environmental influences make white
asbestos fibers easier to detect and separate than sealed-off products. Another important
implication is that FT-IR technology can also be used to determine the inherent specific
character of these products. However, the lack of a uniform patent and methodology, as
well as the difficulty of testing asbestos-cement products, are major limitation factors to
research. Our analyses were based on samples currently common in Hungary, but the
work can be adapted to other countries. We aim to broaden the spectrum of this research
in the future, carry out comparative studies by testing products manufactured abroad, and
develop a methodology.
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ABSTRACT
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because of the PV generation’s unpredictable nature, deterministic point forecast methods
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an extensive and rigorous search of renowned databases such as SCOPUS and Web of
Science (WoS), we identified 36 relevant studies (n=36). Consequently, expert scholars
decided to develop three themes: (1) Conventional PSPF, (2) PSPF utilizing ML, and (3)
PSPF using DL. Probabilistic forecasting is an invaluable tool concerning power systems,
especially regarding the rising proportion of renewable energy sources in the energy mix.
We tackle the inherent uncertainty of renewable generation, maintain grid stability, and
promote efficient energy management and planning. In the end, this research contributes
to the development of a power system that is more resilient, reliable, and sustainable.

Keywords: Deep learning, machine learning, photovoltaic, probabilistic forecast, solar power

INTRODUCTION

Solar power has emerged as a highly promising and environmentally sustainable renewable
energy source. It holds the potential to address escalating global energy demands
while simultaneously mitigating the negative impacts of greenhouse gas emissions
(Panagiotopoulou et al., 2022; Shafiullah et al., 2022). Due to the high solar radiation,
global Photovoltaic (PV) development has been increasing and is expected to reach 4,500
GW by 2050 (Chowdhury et al., 2020). Global photovoltaic (PV) capacity experienced
substantial growth in 2022, reaching a cumulative capacity of 1,185 GW, as reported by
the International Energy Agency (IEA) (International Energy Agency, 2023). However,
integrating solar energy into the grid system presents a few challenges, primarily due to
its intermittent and unpredictable nature (Zafar et al., 2022). The intermittency stems from
several factors, such as the diurnal sunlight cycle, cloud cover, and weather conditions.
Conventional fossil fuel power plants generate a consistent and manageable output, while
solar power generation fluctuates throughout the day and halts during nighttime. Moreover,
the variability poses significant challenges for grid operators and energy planners tasked
with ensuring a reliable power supply.

Traditional forecasting methods typically utilize deterministic approaches, providing
a single-point forecast of expected solar generation (Maraggi et al., 2021). However, the
application of Artificial Intelligence (Al) methods, particularly Machine Learning (ML),
has garnered widespread attention in a multitude of recent research (Mellit et al., 2020;
Pazikadin et al., 2020). In the current status quo, the ML method has become a focal point
for numerous researchers. ML-based models leverage their ability to predict PV power with
precision dependent on the volume and quality of data and the selected learning algorithm.
Random Forest (RF), Support Vector Regression (SVR), Support Vector Machine (SVM),
and Artificial Neural Network (ANN) are also some of the prominent ML models with
regard to forecasting in the PV system application.

Nevertheless, conventional ML model learning typically offers limited depth for
long-term sequence data (Wang et al., 2019). Since ML models learn from input data,
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they struggle to familiarize themselves with environmental changes. Other than that, the
complexity with regard to weather conditions as well as the massive input data required
with respect to large-scale solar applications. It indicates that shallow models may not fully
capture the corresponding deep non-linear characteristics as well as time-series dynamic
characteristics regarding the dataset (Yu et al., 2020).

Deep Learning (DL) refers to a subset of machine models. It attracted significant
attention because of its capability to tackle complex problems with massive as well as
unstructured data volumes utilizing deep neural networks (Chen et al., 2019). Compared to
ML, DL adapts to environmental changes by continuously receiving input and improving
its models. Note that the main application scenario for DL models is sequential or time-
series data. These comprise Recurrent Neural Networks (RNN), Long Short-Term Memory
(LSTM), Gated Recurrent Units (GRU), and Convolutional Neural Networks (CNN). The
hierarchical relationship between Al, ML, and DL is illustrated in Figure 1.

Recently, there have been significant advancements in solar power forecasting. It
marks a notable shift towards improving the accuracy and dependability of forecasting
regarding solar power generation (Li et al., 2022; Thaker & Hdller, 2022). This progress
stems from acknowledging that traditional deterministic forecasts are inadequate for the
modern energy landscape. It is defined by the unpredictable and intermittent nature of solar
power generation since traditional deterministic methods forecast the power generation
future relying on a single value without considering the associated uncertainty.

Probabilistic Solar Power Forecasting (PSPF) utilizes advanced techniques to generate
forecasts that predict the most probable future solar power output and quantify the associated
uncertainties (Abuella & Chowdhury, 2019; Wen et al., 2020). This approach is especially
critical in variable solar generation, as it enables decision-makers to make well-informed
choices based on a comprehensive understanding of the projected outputs and the inherent

risks involved. By assigning probabilities

to different scenarios, this method fosters ARTIFICIAL
INTELLIGENCE

a deeper understanding of the potential
MACHINE
LEARNING

NEURAL
NETWORKS

range of outcomes and their associated

uncertainties. Hence, this information is
invaluable for decision-makers, enabling
them to assess the risks and make well-
informed choices considering the likelihood
of various outcomes.

DEEP
LEARNING

Note that a significant number of research
papers have reviewed the deterministic solar

power forecast in ML and DL methods. The Figure 1. The relationship exists between ML, Al,

research on ML and DL models in PSPF  Neural Networks (NN), and DL
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may be established new as well as lacking in comparison to deterministic forecasting
(Ahmed et al., 2020; Chu et al., 2021; Devaraj et al., 2021; Feng et al., 2021; Kumari &
Toshniwal, 2021; Mittal et al., 2022; Rajagukguk et al., 2020; Wang et al., 2019). PSPF has
not yet been broadly adopted in PV fields. Nonetheless, its applications are progressively
applied to other decision-making challenges under uncertainty. For instance, PSPF
techniques are utilized in wind forecasting (Bazionis & Georgilakis, 2021) and domains
beyond energy forecasting. It includes weather predictions (Kirkwood et al., 2021) and
applications in economics and finance (Salisu et al., 2021). Solar power forecasting may
benefit advancements in wind forecasting. However, it has challenges, such as high weather
variability and increased penetration of PV systems into the grid.

Considering these developments, this structured review aims to furnish a comprehensive
overview of the state-of-the-art in PSPF. One notable exclusion from the present literature
is adopting the ML and DL models in probabilistic forecasting. It encourages us to
examine cutting-edge forecasting approaches in their entirety, as well as the most current
advancements in the PSPF field.

This research’s contributions are given below:

* A comprehensive review of the impact of forecasting horizon and model

performances.

* A comparative evaluation of ML and DL in probabilistic forecasting model

advancement.

* A comprehensive review of uncertainty quantification metric.

MATERIAL AND METHODS
Identification

The structured review consists of three key stages in choosing pertinent articles for this
research. Note that the first stage involves recognizing keywords and searching for related
terms utilizing thesauruses, previous research, encyclopedias, and dictionaries. Once all
the relevant keywords were decided, search strings were generated regarding the SCOPUS
and Web of Science (WoS) databases (Table 1). Before the structured review process’s
initial phase, this study project acquired 165 papers from both databases.

Screening

As part of the screening process, extensive measures are needed to ensure the utmost
accuracy and reliability of findings. In the initial stage of the study, 39 articles were
meticulously screened using the scholars’ inclusion and exclusion criteria. The main
focus was on literature, specifically research articles and conference papers, as they are
the primary sources. Only publications in the English language were reviewed to ensure
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Table 1
The search string

State-of-the-Art Probabilistic Solar Power Forecasting

Database

Descriptions

Scopus

TITLE-ABS-KEY ( ( "probabilistic forecast*" AND ( "deep learning" OR "deep
neural network" OR deep OR "machine learning" OR "artificial intelligence" ) AND
( "solar power" OR photovoltaic OR pv OR "large scale solar" OR "utility-scale" ) )
) AND PUBYEAR > 2019 AND PUBYEAR < 2025 AND ( LIMIT-TO ( DOCTYPE
,"ar" ) OR LIMIT-TO ( DOCTYPE, "cp" ) ) AND ( LIMIT-TO ( LANGUAGE,
"english" ) )

Access Date: 12 March 2024

WoS

"probabilistic forecast*" AND ( "deep learning" OR "deep neural network" OR
deep OR "machine learning" OR "artificial intelligence" ) AND ( "solar power" OR
photovoltaic OR pv OR "large scale solar" OR "utility-scale" ) (Topic) and 2024 or
2023 or 2022 or 2021 or 2020 (Publication Years) and Article or Proceeding Paper
(Document Types) and English (Languages)

Access Date: 12 March 2024

"probabilistic forecast*" AND ( "deep learning" OR "deep neural network" OR
deep OR "machine learning" OR "artificial intelligence" ) AND ( "solar power" OR
photovoltaic OR pv OR "large scale solar" OR "utility-scale" ) (Title) and 2023 or
2022 or 2020 (Publication Years) and Article or Proceeding Paper (Document Types)
and English (Languages)

Access Date: 12 March 2024

consistency and clarity in findings. Consequently, it is important to note that the study
focused on the past six years (2019-2024). For the second round, 39 articles were rejected
to eliminate any duplicates. In total, 88 publications were eliminated based on our rigorous

selection criteria.

Eligibility

The third phase resembled the eligibility assessment. A total of 77 articles were compiled.
During this stage, a comprehensive evaluation of both article titles and essential content
was conducted to verify their adherence to the inclusion criteria and alignment with the
current research objectives of the study. Consequently, 41 reports were deemed ineligible
for being outside the scope, featuring irrelevant titles, having abstracts unrelated to the
study’s objectives, or full text not being accessible. Finally, 36 articles were deemed eligible

for review, as tabulated in Table 2.

Table 2
Searching selection criterion
Criterion Inclusion Exclusion
Language English Non-English
Timeline 2019-2024 <2019

Literature type

Journal article and conference proceeding  Book chapter, review, data paper
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Data Abstraction and Analysis

As a part of this study, an integrative analysis was utilized to assess a range of research
designs, including quantitative, qualitative, and mixed methods. The study aimed to identify
relevant topics and subtopics by utilizing a meticulous approach that commenced with data
collection. Figure 2 illustrates the analysis of 36 articles to extract information related to
the study’s topics. Correspondingly, the studies related to probabilistic forecasting were
assessed, carefully considering each study’s research methods and findings. Subsequently,
the authors collaborated to develop themes based on the evidence presented in the study’s
context. A comprehensive log was diligently maintained throughout the entirety of the
data analysis process, meticulously documenting all pertinent analyses and perspectives
relevant to the interpretation of the data. Once the themes were developed, the authors
compared them to ensure consistency. The produced themes were then fine-tuned to
establish consistency. In securing the findings’ validity, two experts were interviewed, one
having expertise in solar power forecasting as well as statistical analysis. These experts
reviewed each sub-theme to ensure its clarity, importance, and adequacy by determining
domain validity. Consequently, the author adjusted corresponding to the feedback and
comments by experts.

Record identify Record identify through
through Scopus Web of Science (WoS)
searching searching

(n = 84) (n=81)

Identification

Records excluded follow the

criterion;

« Language: Non-English

¢ Duration: <2019

« Document type: Book
Chapter, Review, Data Paper

Record after screened Scopus
(n = 65), WoS (n = 61)
(Total = 126)

Duplicate record removed
(n = 49) (n=39)

Article access for eligibilty Exclusion of full text due to:

Out of field

Title not significantly
Abstract not related on the
objective of the study

Full-text cannot be
Studies included in qualitative analysis accessed

(n = 36) (n=41)

(n=77)

Eligibilty

Figure 2. Flow diagram of the proposed search study (Mustafa, 2022)
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RESULTS AND DISCUSSION

Accurate forecasts of solar power generation are vital for effective grid management and
integrating renewable energy sources. Researchers have developed various solar power
forecasting techniques, including probabilistic approaches, ML, and DL.

Throughout the most recent six years, the total number of publications per year
from 2019 to 2024 is illustrated in Figure 3. The development of the PSPF study that is
being presented demonstrates a steady rise in the number of publications for the WoS
and SCOPUS databases. By 2020, there were twice as many documents available as in
2019. Note that a total of 12 documents were published. The years 2022 and 2023 saw the
highest peak publishing numbers, with 36 papers published annually overall. Whether they
are small- or large-scale solar systems, this spike probably reflects the increased interest
in grid-connected PV systems. However, with just seven papers produced in 2024, there
was a noticeable decline in the overall number of publications. Instead of a true decline in
interest, this decline could be attributed to missing data or database updates. The data that
has been presented indicates a distinct preference for publishing in the SCOPUS database
over WoS. This preference could result from factors including citation metrics evaluation
or accessibility. Other than that, these publications demonstrate the increasing interest
in and significance of precise PSPF in renewable energy published in several scholarly
journals and conference proceedings.

An extensive literature review was conducted, and 36 relevant articles were analyzed.
It categorized them into three themes: probabilistic forecasting (eight articles) in Table 3,
PSPF with ML (9 articles) in Table 4, and PSPF with DL (19 articles) in Table 5. The analysis
has covered a significant state-of-the-art trend, providing a comprehensive overview of the
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Figure 3. Publication trend analysis of PSPF
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present research status of PSPF, as exhibited

in Tables 3 to 5. Moreover, the analysis -

has disclosed the existence of forecasting

models based on day-ahead and hour- g 20

ahead forecasting horizons, as depicted in g

Figure 4. The term day ahead resembles a .g 1

forecasting horizon enveloping the next day 3 10

(Andrade et al., 2017). Conversely, an hour é

ahead generally pertains to the formulation 5

of forecasting that covers the next hour from 0

the current moment (Wang et al., 2020). Hour ahead Day ahead
The number of articles published on hour- 22019 m2020 =2021 =2022 m2023 m2024

?head forecasting in 2022 has. significantly Figure 4. The probabilistic forecasting is based on
increased compared to prior years. It the forecasting horizon from 2019 to 2024
indicates an increasing attraction to this field

of study. Conversely, the number of articles published on day-ahead forecasting peaked in

2020 and has relatively maintained over the following four years.

Impact of Forecasting Horizon and Model Performances

The accuracy and reliability of PV power forecasting are achieved for a limited period
called forecasting horizon. The selection of appropriate time horizons allows grid
operators, utility companies, and energy managers to effectively strategize and enhance
the operation of the grid and balance the supply and demand while maintaining the
accuracy of forecasting output (Ahmed et al., 2020). Depending on the application for
which forecasting is employed, the classification can vary significantly, involving very
short, short-term, medium-term, or long-term horizons. However, there is no standard on
horizon classifications, and the categories may overlap in some applications. Table 6 shows
the type of forecasting horizon for the application in PV fields.

Based on the results from Tables 3 to 5, the majority of papers address short-term
forecasting, focusing on horizons ranging from intra-day (hour ahead to day-ahead) (Bai et
al., 2023; Mitrentsis & Lens, 2022; Phan et al., 2024). According to Mpfumali et al. (2019),
“day ahead” pertains to a forecasting horizon that spans the entirety of the subsequent day.
On the other hand, the term “hour ahead” typically refers to the development of a forecast
that encompasses the subsequent hour from the present moment (Wang et al., 2020).

The field of probabilistic forecasting has yielded significant insight. Research reveals
that forecasting models display varying performance levels based on the evaluation time
horizon. Moreover, recent research has demonstrated the significance of employing short-
term (hour ahead) forecasting methodologies when integrating PV power generation into
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the electricity grid. Shi et al. (2023) have proposed an innovative method for predicting
PV power outputs in the short term, focusing on time intervals ranging from minutes to
hours. The researchers employ LSTM networks in combination with Bayesian optimization
to provide probabilistic predictions. These predictions have prediction ranges of 80%,
90%, and 95%, resulting in accuracies of 0.08, 0.10, and 0.13, respectively. Jonler et al.
(2023) have proposed a methodology that utilizes ensemble modeling and QR techniques
to generate probabilistic predictions of Global Horizontal Irradiance (GHI) within a short-
term horizon. The proposed approach provides probabilistic predictions encompassing the
whole spectrum of conceivable GHI values, resulting in a predicted Mean Absolute Scaled
Error (MASE) as minimal as 0.807.

Accuracy is of utmost importance in short-term forecasting when the level of
uncertainty is comparatively smaller than that of longer forecasting horizons. Although
advanced forecasting approaches are valuable, conventional XGBoost (Polo et al.,
2023) may also be enough for short-term forecasting. The utilization of advanced
forecasting methodologies is paramount in successfully integrating solar PV power
generation into the power grid, guaranteeing efficient and dependable management of
energy resources.

In solar power forecasting, day-ahead forecasting is significant for power system
planning and market operations. The research conducted by Dumas et al. (2022; Zang
et al., 2020) demonstrates the significance of day-ahead forecasting in these scenarios.
Consequently, their study’s findings indicate that this method improves forecasting
precision while maintaining computing efficiency. It presents it as appropriate for
incorporation into intraday decision-making tools for effective optimization. Other
researchers, Huang and Wei (2020) and Kharlova et al. (2020), also explore day-ahead
forecasting but propose innovative approaches to improve precision and reliability. The
proposed techniques achieved skill scores ranging from 42.5% to 46% utilizing normalized
root mean square error (RMSE) based on forecast skill records as a performance metric.
However, challenges escalate with increasing uncertainty over longer forecasting horizons
(Liu et al., 2023).

As the forecasting horizon increases, there is an increasing demand for complex models
that can effectively manage increased levels of uncertainty. PSPF is preferable for longer-
term horizons since it provides a more reliable representation of possible solar power
generation. Furthermore, the increasing length of the forecasting horizon highlights the
need for reliable probabilistic forecasting methods, such as advanced DL models, to enable
efficient decision-making in power systems, given the inherent uncertainty associated with
solar power generation. The latest research by Bai et al. (2024) and Phan et al. (2024)
employs the DL method for day-ahead forecasts. The advancement of Al techniques,
specifically DL algorithms, has shown significant effectiveness in PSPF.
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The significance of the forecasting horizon is apparent in numerous aspects of power
system operations, market dynamics, and the incorporation of renewable energy sources.
Day-ahead and hour-ahead forecasting are vital to decision-making since they serve
different purposes regarding planning horizons and operational requirements. The accuracy
level generally tends to decrease as the duration of the forecasting period increases.
Nevertheless, selecting these forecasting horizons depends on the distinct requirements
and objectives. The adaptability of forecasting approaches to correspond with expected
forecasting timeframes is crucial to ensure accurate, reliable, and effective decision-making
in power system management and planning.

Comparative Evaluation of Machine Learning and Deep Learning in Probabilistic
Model Advancement

Two methods can be used to create a probabilistic forecast: (1) parametric, calculating the
parameters of the prediction distribution, and (2) nonparametric, which requires developing
a predictive distribution with a limited amount of data observations. Many scholars prefer
the parametric approach, a straightforward technique for creating predictive distributions
that is well-known for its simplicity and low computational cost. After comparing
probabilistic predictions made with parametric and nonparametric methods, Bakker et al.
(2019) discovered that the nonparametric approaches perform significantly. The use of
parametrics in the probabilistic forecast is restricted since they are the least dependable
compared to nonparametric methods.

With the nonparametric method, the distribution is created using a variety of observable
models rather than assuming its shape. One significant benefit of the nonparametric method
is its flexibility. The input data are used to directly compute the output value distribution,
reducing the number of estimating errors brought on by false assumptions concerning a
specific distribution.

Initially, parametric and nonparametric methods were considered conventional
probabilistic methods. These conventional methods traditionally relied on statistical
approaches such as Autoregressive Moving Averages (ARMA), Autoregressive Integrated
Moving Averages (ARIMA), Bayesian, Gaussian Distribution (Doelle et al., 2023), Quantile
Regression (QR) (Zhou et al., 2022) (Mpfumali et al., 2019), Kernel Density Estimation
(KDE) (Bai et al., 2023) and bootstrapping. The straightforward conventional modeling
approaches that require fewer computational resources and expertise give an advantage to
this method. Due to this, conventional probabilistic forecasting methods frequently offer
interpretable models, facilitating comprehension of the fundamental assumption (Doelle
et al., 2023). However, conventional probabilistic forecasting might encounter difficulties
when dealing with big datasets based on multiple meteorological variables (Bai et al., 2023).
Conventional probabilistic forecasting techniques, QR, Bayesian models, and Gaussian
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methods frequently encounter difficulties in effectively capturing the associated complexity.
Handling a massive dataset may require significant resources and time to train the model
and tune complexity, thus making it unfeasible for certain applications.

In recent years, a significant increase in research has highlighted the ML models’
incorporation within the domain of PSPF. The increasing interest in ML models arises
from recognizing their enhanced efficacy in handling the inherent complexities of solar
power forecasting, exceeding conventional approaches (Liu et al., 2023; Polo et al., 2023;
Qiao etal., 2021). Their proficiency in employing advanced algorithms and computational
techniques enables them to discern complex patterns, enhancing forecasting accuracy.
Implementing ML, particularly decision tree-based methods such as XGBoost and Random
Forest, allows the inclusion of exogenous parameters, leading to improved forecasting
accuracy. This flexibility enables the model to capture additional information that may
influence solar power generation (Polo et al., 2023). Besides that, the availability of
implementation tools, such as the forecast library in Python, facilitates the implementation
of different deterministic and probabilistic forecasting schemes by using ML models. These
transparency implementation tools enable reproducibility and accelerate experimentation
with different methodologies (Mitrentsis et al., 2022).

Hybrid ensemble models, which integrate multiple ML algorithms, exhibit the potential
to enhance the accuracy of PSPF by offering enhanced prediction intervals essential for
capturing the inherent uncertainty in solar power output (Liu & Xu, 2020). According
to Bhavsar et al. (2021), ML techniques effectively handle uncertainty, decreasing the
number of scenarios needed for analysis and simplifying the forecasting process. Mitrentsis
and Lens (2022) proposed an advanced study that researched a two-stage probabilistic
forecasting framework for PV power forecasting. It utilizes Natural Gradient Boosting
(NGBoost) and Shapley additive explanation. Compared to state-of-the-art algorithms, the
framework improved performance and accuracy, allowing for detailed analysis of complex
non-linear relationships and interaction effects.

Since ML methods learn from the input data, they struggle to adapt to environmental
changes. It could potentially lead to the models not fully capturing the corresponding
deep non-linear characteristics under varying environmental conditions. On top of that,
ML methods may encounter scalability issues that require extensive computational
resources for data training, especially when dealing with time series utility-scale PV
system applications (Mitrentsis & Lens, 2022).

In the age of computer hardware, software, and big data technology advancements,
a notable and expanding emphasis exists on DL networks. It draws inspiration from the
human brain’s functions and structure. These networks have evolved into a vital component
of contemporary Al and ML owing to their remarkable capacity to autonomously identify
and grasp intricate patterns and representations from extensive datasets. Among DL-based
models, LSTM is widely used in PSPF due to its ability to model time series data and

2478 Pertanika J. Sci. & Technol. 32 (6): 2459 - 2488 (2024)



State-of-the-Art Probabilistic Solar Power Forecasting

capture long-term temporal dependencies (Sun et al., 2022). (Sansine et al., 2022; Shi et al.,
2023) evaluated various DL models based on LSTM and emphasized that the LSTM model
is the most reliable in terms of its practicality for applications inside the energy market.

Notably, a two-stage hybrid approach combining Variational Mode Decomposition
(VMD) and Innovative Capsule CNN (ACCNet) achieves high Coefficient of Determination
(R?) values for different forecast horizons, indicating strong predictive performance (Liu
et al., 2023). Other models, such as Laplace and DeepAR (LSTM) (Lin et al., 2022),
demonstrate good calibration and accuracy, while CNN-LSTM-Gaussian showcases
robust binary classification performance. Normalizing Flow (NF), Generative Adversarial
Networks (GAN), as well as Variational AutoEncoders (VAE), reveal that NF outperforms
others in probabilistic forecasting (Dumas et al., 2022). LSTM-AE excels in point
forecasting with low MAE and RMSE, while DSANet exhibits low error sensitivity
(Mashlakov et al., 2021). However, some methods show room for improvement, such as
the Auto-regressive recurrent neural network (DeepAR) (Park et al., 2020), which yields
relatively high RMSE and MAE. These findings offer a detailed analysis of DL methods
with regard to solar power forecasting, assisting in selecting appropriate models based on
specific forecasting requirements.

The present study on Transformer architectures for probabilistic DL forecasting
has revealed higher accuracy than alternative Al models. Transformers utilize parallel
processing capabilities and excel over traditional methods in dynamic forecasting contexts
(Phan et al., 2024). DL algorithms greatly improve the accuracy and efficiency of PSPF,
providing scalable and flexible solutions for dynamic situations. Note that probabilistic DL
techniques have the advantage of being extremely scalable due to their ability to leverage
the parallel processing capabilities of Graphics Processing Units (GPUs) as well as Tensor
Processing Units (TPUs). Other than that, they adapt to diverse data sources and changing
conditions, making them more flexible in dynamic forecasting environments.

Nevertheless, the development and implementation of DL models inherently incur
costs associated with hardware resources like GPUs and TPUs. DL models also need
sufficient data to train for accurate probabilistic forecasting (Jonler et al., 2023). Compared
to conventional probabilistic forecasting methods, pre-processing and data imputation need
to be implemented in the DL model to help improve convergence, prevent vanishing or
exploding gradients, and enhance the model’s ability to learn relevant patterns from the
data (Phan et al., 2024).

Table 7 summarizes PSPF’s strengths and weaknesses. However, the advancement
of ML and DL models holds great promise for enhancing the accuracy and reliability of
probabilistic solar power forecasting in the future, thereby facilitating the integration of
solar energy into the power grid and supporting the transition to renewable energy sources.
As aresult, probabilistic ML and DL techniques are advantageous in improving forecasting
performance compared to conventional methods.
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Table 7
Strengths and weaknesses of the PSPF Model
Model category Strength Weakness
Conventional » Simplicity modeling approaches Difficulties in capturing the complexity
PSPF » Low computational cost associated.
Requires significant resources and time
to train and tune the model.
Not feasible in handling massive
datasets and complex application
ML PSPF * Ability to adapt to dynamic and Difficulty in capturing long-term
uncertain environments. temporal dependencies.
 Availability of open-source tools. Requiring extensive computational
* Allows the inclusion of exogenous resources
parameters. Require a large dataset.
DL PSPF  Ability to capture long-term temporal High cost associated (GPU and TPU)
dependencies. Requiring extensive computational
» Adapt to diverse data sources and resources
uncertain environments. * Require a large dataset.

+ Ability to leverage parallel
processing capabilities.

Uncertainty Quantification Metric

Probabilistic forecasts, frequently depicted as interval or scenario predictions, present
further complexity in contrast to deterministic forecasts due to incorporating a range of
possible outcomes compared to a single-point prediction. The measurement of uncertainty in
PSPF implies assessing the reliability and sharpness of these forecasts. Note that reliability
is related to the probabilistic calculation, the forecasting model’s accuracy that aligns
with the actual probabilities. At the same time, sharpness quantifies the dispersion of the
predicted distributions and evaluates the forecasts independently, indicating the forecast
model’s usefulness (Doubleday et al., 2020).

The utilization of metrics to assess reliability and sharpness offers valuable insights
into the quality and accuracy of forecasting. Prediction Interval Coverage Probability
(PICP) and Average Coverage Error (ACE) are often utilized reliability metrics that assess
the extent to which prediction intervals correspond to observed data. Lower ACE values
indicate better reliability, as the prediction intervals are closer to the desired coverage
probability. An elevated PICP, as illustrated by (Mpfumali et al., 2019) attaining 98.82%,
indicates superior reliability, whereas reduced ACE values indicate enhanced reliability.

The optimization of sharpness while maintaining reliability is crucial in probabilistic
forecasting since it helps to reduce uncertainty. Sharpness analysis often uses metrics
such as Coverage Width-based Criterion (CWC), Prediction Interval Normalized
Average Width (PINAW), and CRPS. The PINAW metric evaluates the mean width of
prediction intervals concerning the variability observed in the data, where smaller values
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indicate more precise forecasts. Nevertheless, the capability to compare studies may be
constrained when employing distinct metrics, as outlined by Phan et al. (2024) and Bai et
al. (2024). The CWC technique assesses the difference between predicted and observed
cumulative distribution functions, where lower values indicate superior performance.
It is demonstrated by the research undertaken by Sansine et al. (2022) with 38%, 68%,
95%, and 99% with regard to prediction interval. CWC values are 6.3, 14.68, 59.13,
and 40.1, respectively.

CRPS is a robust metric that combines reliability and sharpness evaluation. The key
advantage of this approach is its ability to facilitate the comparison between probabilistic
and point forecasts. Consequently, it has the potential to establish itself as an established
method for validating probabilistic forecasts, as proposed by Lauret et al. (2019). CRPS
has become popular in academic research because it maintains unit consistency with the
projected variable. Studies conducted by Yang (2020), Alessandrini and McCandless
(2020), Mpfumali et al. (2019) and Lin et al. (2022) have consistently shown that lower
scores are indicative of higher accuracy. For example, Dumas et al. (2021) compared CRPS
values among several forecasting models. LSTM had the lowest CRPS of 4.4, lower than
MLP and GBR. Furthermore, a study conducted by Mitrentsis et al. (2022) examined the
CRPS across various seasons, revealing that the winter season exhibited the lowest CRPS
value of 0.01. The investigation of spatial distribution in the United States and Reunion
Island revealed disparate values of CRPS, with the United States exhibiting lower scores
in comparison to Reunion Island, with 6.97 and 23.1, respectively.

ML and DL models routinely demonstrate superior performance compared to
conventional methods. Mitrentsis et al. (2022) demonstrated that the ML model attained a
CRPS value 0of 0.01, whereas Lin et al. (2022) reported that the DL. model achieved a CRPS
value of 0.0523. As Yagli et al. (2020) described, the conventional approach exhibited a
CRPS value 0.615. Furthermore, significant research highlights the effectiveness of ML
methods in enhancing solar power forecasting accuracy. ML methodologies have exhibited
a capacity to adjust to changing circumstances, providing precision of solar power (Bai
et al., 2024; Jonler et al., 2023; Sansine et al., 2022). Additionally, ML-based offers
probabilistic forecasts and prediction intervals, which hold significant value in the context
of grid management and decision-making procedures.

Beyond the CRPS method, the pinball loss function and the Winkler score account
for reliability and sharpness, making them particularly suitable for quantile forecasting.
A low pinball score and Winkler score signify an accurate probabilistic prediction. Zhou
et al. (2022) conducted an assessment 5 minutes ahead; forecasting indicates a minimum
Pinball loss of 1.76kW in contrast to 2.767kW observed 1 hour ahead. For the Winkler
score, the lowest 25.75kW was observed 5 minutes ahead of forecasting compared to
39.94kW obtained 1 hour ahead of forecasting. Overall, these uncertainty quantification
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metrics serve a valuable role in optimizing the use of PSPF to evaluate accuracy and
reliability, facilitating informed decisions regarding integrating renewable energy and
managing power grids.

CONCLUSION

In conclusion, integrating ML and DL methods has resulted in remarkable advancements in
PSPF. Researchers have explored various models and evaluation metrics to improve PSPF
reliability and accuracy. Note that forecasting horizons significantly impact the performance
of solar power forecasting models. The increasing length of the forecasting horizon highlights
the need for reliable probabilistic forecasting methods such as the ML and DL models. Day-
ahead and hour-ahead forecasting are both vital components of the decision-making process
since they serve different purposes in terms of planning horizons and operational requirements.
ML ensemble and hybrid models show promise in improving the accuracy of PSPF by
providing improved prediction intervals with low relative MAE and RMSE values and high
accuracy scores. The advancement of the latest DL Transformer architecture, leveraging
their ability to discover intricate patterns in large datasets, has revealed higher accuracy.
The uncertainty quantification metric, CRPS’s robust metric that combines reliability and
sharpness evaluation, assists in selecting the best probabilistic forecasts due to its ability
to maintain unit consistency with the projected variable. These research findings provide
valuable insights for stakeholders in solar power generation, enabling informed choices about
forecasting methods, horizons, and uncertainty metrics. As the field evolves, integrating the
ML and DL methods is crucial in improving efficiency and reliability regarding solar power
forecasting, ultimately contributing to the growth and sustainability of renewable energy
sources. Future work could extend a comprehensive review of a hybrid probabilistic model
method for utility-scale PV systems known as large-scale solar.
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ABSTRACT

Due to changes in meteorological factors, the instability in the power at the end of the
transmission system demands considerable attention. The temperature of the transmission
line varies, which has a significant impact on the line parameters. An accurate prediction
of line parameters behaviour is necessary to ensure system reliability. The present study
is a step towards predicting variations in line parameters with respect to temperature

variation. In addition, power loss and
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(SVM) and ElasticNet, a machine learning
algorithm, predict line parameters such as
resistance, inductance, capacitance, voltage
drop, and power losses. Furthermore,
different seasons-based SVM and ElasticNet
models for these parameters are considered.
Seasons-based models are divided into
two types, namely, summer and winter.
220-Kilovolt transmission data and weather
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information are used as model inputs. Predicted results of transmission line parameters are
described in the form of RMSE and MRE. Moreover, the performance results of SVM and
ElasticNet are also compared to show better prediction results. The result shows that the
minimum prediction error of line parameters are 0.0511, 0.301, 0.426, 0.913, and 0.1501
in RMSE and 4.212, 0.518, 2.888, 0.097, and 0.615 percentages in MRE. This research
work may provide technical guidance to transmission line engineers on enhancing the
performance of transmission systems.

Keywords: ElasticNet, line voltage drop, power losses, power transmission line parameters, support vector
machine, temperature variation effects

INTRODUCTION

The electrical overhead transmission line is vital to the power system, conveying electricity
from the power generating stations to the consumer. During the transmission, they are
affected by various environmental conditions, such as temperature, lightning, and wind
(Campbell, 2012; Yao et al., 2016). The temperature variation is responsible for variations
in transmission line parameters like resistance, inductance, and capacitance, which leads to
power losses and voltage drop (Farzaneh et al., 2013). The temperature of a high-voltage
transmission line conductor is fixed by its current carrying capacity and meteorological
atmosphere conditions (Reddy & Chatterjee, 2016). The variation in line current capacity
and meteorological atmosphere conditions cause variations in transmission line temperature
(Cecchietal., 2011). According to a study by IEEE Std 738 — 2006 (2007), environmental
factors such as environmental temperature, speed of air and its direction, and solar radiation
are responsible for variations in conductor temperature.

Chakrabortty et al. (2009) conducted a study based on voltage control equipment, such
as a static var compensator and a synchronous condenser, to investigate the variation of
transmission line reactance. Fan (2015) estimated the synchronous generator’s parameters
based on two estimation methods, least-square error and Kalman-based estimation, using
Phasor Measurement Unit (PMU) data. Chavan et al. (2017) conducted a study based on the
Phasor Measurement Unit (PMU) to investigate the transmission line inter-area impedances,
Thevenin’s reactance, rotational inertia, and damping of the aggregated generators. Ahmad
et al. (2020) conducted a study to develop a transmission line model to investigate line
segments where high tension is generated under symmetrical and unsymmetrical spacing
using the finite element method. In another research conducted, Kirschen et al. (1997) found
line losses in power transmission lines due to shunt conductance. The conductance between
the line-to-line and a line-to-ground occurs due to current leakage and is responsible for
losses. In addition, the conductor’s resistance is also responsible for power losses and
voltage drops in transmission lines (Ajenikoko & Adeleke, 2017). Moreover, the electricity
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requirement is increasing daily (Nedic et al., 2006). It requires a situational understanding
of power transmission lines under varying environmental circumstances (Diao et al., 2010).
Particularly, it is important to consider temperature variations in transmission lines to limit
the power losses and voltage drop.

A few studies have investigated the effect of temperature on transmission line
parameters. Bockarjova and Andersson (2007) have developed a two-stage state estimation
algorithm to study the variations in the behaviour of a transmission line resistance due
to temperature changes and utilised estimated current for resistance correction. Fu et al.
(2011) have proposed a dynamic line rating method to measure peak current flow within the
steady-state temperature limit. However, the dynamic line rating method did not consider
the unsteady-state temperature. Indulkar and Ramalingam (2008) conducted a study to
assess the transmission line parameters at starting and receiving ends using the power,
voltage, and current magnitude. Du and Liao (2012) employed line voltage and current
phasors to assess the positive phase sequence transmission line parameters. However,
these studies have considered the single-temperature profile impact on transmission line
conductors and have not considered the impact of the multi-temperature profile. Duta et
al. (2020) conducted a study using Variance-based re-weighted nonlinear least squares
to estimate the three-phase untransposed scheme-based distribution lines parameter and
obtained RMS of 10% and 30.7%. Morteza et al. (2023) conducted a study for dynamic line
rating (DLR) forecasting, which reliably predicted the overall current carrying potential
of overhead transmission lines using support vector machines (SVM), random forest
(RF), and multi-layer perceptron (MLP) and achieved an average prediction accuracy of
6.7%., 9.4% and 3.4%. Wei and Goa (2021) developed a model to predict the transmission
line galloping using machine learning algorithms GA-BP, SVM and GA-BP-SVM. Their
research achieved a combined model accuracy of 95.5% and an F1 score of 0.938. Ghiasi
et al. (2019) proposed a study to identify transmission line parameters by considering
measured data from one side of the transmission line using the least squares estimation
method. They achieved relative error (RE) of 0.054%, 1.078%, 0.209% and 1.121%. In
Bendjabeur et al. (2020), the authors conducted a study based on the Galerkin method using
Synchronised time-domain data to identify the transmission line parameters. They obtained
absolute relative errors of 7.55%-2.45%, 8.36%—0.25% and 3.35%-0.02%. However, in
the studies mentioned above, the percentage error of the model could still be improved.

The effect of temperature variation on power transmission line parameters is very
important for the effective influence of power transmission line operation. High variation
in the temperature causes high variation in transmission line parameters, resulting in less
precision on parameter values, which affects the output power at the receiving station. The
literature review shows that different machine-learning approaches have been applied for
transmission line parameters estimation and classification and are successfully used in
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other power systems fields. Moreover, various numerical methods have also been applied
to analyse the effects of temperature on the power system and some of the line parameters.
Based on the successful application of machine learning algorithms in other fields, it is
presumed that a machine learning method can also be used to accurately predict the effects
of temperature on transmission line parameters. In this regard, a study using intelligent
machine learning approaches is needed to predict the effect of temperature variation on
power transmission line parameters such as resistance, inductance, and shunt capacitance.
In addition, power loss and voltage drop due to variations in resistance also need to be
predicted.

In this context, the present study aims to efficiently predict the temperature variation
effect on transmission line parameters that affect the transmission system output power.
Based on the aim, the objectives of the present study are: First, to efficiently predict the
variation of transmission line parameters like resistance, inductance, capacitance, power
losses, and voltage drop due to temperature by considering the effect of the polynomial
kernel and radial-based kernels of Support Vector Machine and ElasticNet. Second, to
predict transmission line parameters using a multi-temperature profile (-10°C to 50°C).
Third, the seasonal SVM and ElasticNet models should be considered to predict the
transmission line parameters and, in the end, to compare the obtained results with the Poly
kernel, RBF kernels, and ElasticNet.

METHODOLOGY

Basic Theory of Transmission Line Current-temperature Relationship and
Machine Learning

Transmission Line Current Relationship with Temperature

The carrying capacity of the transmission current and environmental weather conditions
affect the transmission line temperature. The main factors affecting the temperature of
the transmission line include the heat created due to the current that passes from the
transmission line and the heat absorbed by solar rays. The line temperature is determined
by equating the total input heat to the total output heat (House & Tuttle, 1958). As there is
a difference in the ambient temperature and the conductor temperature, the transmission
conductor output heat is in the form of convection heat and radiant heat. The power
transmission line heat balance equation is presented in Equation 1, as indicated in Yan et
al. (2017).

91 t4s =qc T q [1]
In Equation 2, q; = I?R then, the Equation 2 becomes:

IZR + QSolar = QConvection + QRadiation [2]
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In Equation 2, the heat gain is I?R because of the current flowing in the conductor of
the transmission line, and R is transmission line resistance and is a function of temperature;
heat gain is Qg,jqr due to solar radiation received on the transmission line, heat loss
iS Qconvection> Which is due to the ambient temperature, transmission line conductor
temperature and wind speed and heat radiation is Q pqdiqation, Which is due to the temperature
difference. Then, the current capacity of the high-voltage transmission line conductor can
be calculated, as shown in Equation 3.

, + L. —
| = QConvectlon QI;;dlatzon QSolar [3]

Basic Theory of Machine Learning

SVM Theory. SVM is the most popular, powerful, and versatile tool for machine learning.
The SVM algorithm is used to solve linear or nonlinear classification and regression
problems. SVMs are particularly fit for small or medium-sized complex datasets. It gives
low false positives under small or medium datasets (Géron, 2017). A high-dimensional
feature space is used in SVM for nonlinear mapping of the input vectors. Finding the
minimum validation error is the key feature of the SVM, and for this purpose, the margin
parameter vy is used (Brownlee, 2016; Chang & Lin, 2011).

SVR Theory. The key concept of prediction with SVR is expressed as suppose that the
training data setis (x;, y;)(i = 1,2, ... ... ... n), whereby the input vector with n-dimensions is
x; € R";y; € R pertained to the required output data of (Bhavsar & Ganatra, 2012; Vapnik,
1999). In Support Vector Regression, it aims to finds a function f(x) that is commonly
divergent ¢ from abs. y; targets are achieved for all the data sets used for training. The
Support Vector Regression algorithm defines function f(x), as shown in Equation 4 (Chang
& Lin, 2002; Scholkopf et al., 2000).

f)=<w,x>+b withwex,beR [4]

Whereas “comma (,)” implies the dot product in x and from the x; input space x as a
nonlinear feature mapped, the vector weight is w, and to ensure function flatness, f, b is a
constant. The normal weight shall be reduced as in Equation 5.

U S
Minimise E”W I

v, —<w,x;>—-b <¢

Subject to{< wx > +b-y < ¢ [5]

Setup of §;, & is presented in Equations 6 and 7.
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!
1
Minimize Z|w?|| + € ) (6. +.&) (6]
i=
Vi —.<W,xi >—b < €+ é—i
Subject to{.<w,x; >.+b.—y; 1 <.e+ .& [7]
i, 6720

Where the constant is C, which has a value above zero, that decides the compromise
between f’ flatness and the quantity by which deviations are greater than ¢. It accepts that
with an e—unresponsive loss function | |, is presented in Equation 8.

0 if Kl=se
o

|é] — & otherwise [8]

The main concept is to create a Lagrange function with the objective function. Equation
9 illustrates the problem of twofold optimisation.

l
1
(—5 z oy — ) (o — o). k. (%, %)

Maximize i'jlzl
—sz.(ai+a{").+2yi.((xi —a;).
i=1
subject to Z(al —a;)=0 and a;,a/€[0,C] [9]

The welghts of the models are determined by Equation 10.

w=2mwﬁm [10]
i=1

Finally, the model can be written as Equation 11:

l
£G) =) yiley = ak(x,x) + b [11]
i—-1

Where the linear relationship of x; training samples can be represented by w and by
considering the conditions of Karush Kuhn Tucker (KKT), the parameter b can be evaluated
(Steidl et al., 2005). The kernel function is represented with k; the kernel functions which
are commonly used for SVM are described as Equation 12:
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Linear: k. (x,x'). =x,x
Polynomial:.(x,x).=.(yx,x + c)%.

Sigmoidal: k. (x,x ).=.tanh(yx, x + ¢).

12
' N = |12, x|
RBF:k(x,x ) =exp | ——=—— [12]

202

Where y, ¢ and d are kernel parameters

ElasticNet Theory. Elastic net is a popular machine learning algorithm used to solve
regression problems. ElasticNet regression is a regularisation regression algorithm
combining the power of ridge regression and lasso regression into a single algorithm. It
implies that the ElasticNet algorithm can control the mix ratio x. When x = 0, the ElasticNet
algorithm is equivalent to the ridge regression, and when x = 1, the ElasticNet algorithm
is equivalent to the lasso regression. The elastic net algorithm is best for reducing the
regression model’s complexity, magnitude, and number of regression coefficients. It uses
the L2-norm (sum squared coefficient values) and the L1-norm (sum absolute coefficient
values). The elastic net algorithm is very suitable for conditions where the dimensional
data is greater than the number of samples. The key features of the elastic net algorithm
are groupings and variable selection. The cost function of the ElasticNet algorithm is
presented in Equation 13.

£(®) = MSE©) +xa ) |0/] + 1;xa > o [13]
i=1 i=1

Season-based Prediction Model of Transmission Line Parameters

This research paper uses a Support Vector Machine for transmission line model prediction.
Following transmission line parameters such as resistance (R 1)), inductance (L r)),
capacitance (Cy)), voltage drop (V.D(r)), and power losses (P.Ly)) are considered for
prediction. There are various factors which affect the parameters of the transmission line.
It is hard to figure out the relationship of the transmission line model with a single weather.
The transmission line parameter models have been divided into two weather-based groups,
summer and winter, according to the weather variability and the factors influencing the
line parameters.

Line Parameters Relationship with Temperature

A transmission line usually has three components: resistance (R), inductance (L), and
capacitance (C). They are distributed uniformly over the line length and affect the
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transmission power from the sending to the receiving end. The resistance and inductance
of transmission line conductors are the series components, and capacitance is the shunt
component (Mellit & Pavan, 2010). The transmission resistance is the most significant cause
of power loss in a transmission line. The electric, magnetic and material characteristics
of the conductors mainly determine these parameters. Temperature-based relationships
of transmission line parameters are shown in the equations below (Rashid et al., 2005).
The resistance as a function of temperature can be calculated using Equation 14.

Rery = Ry * [1 4 TCy + (T = To) + TC, * (T — T)?] [14]

The inductance as a temperature and current dependence function can be calculated
using Equation [15].

The capacitance as a function of temperature and voltage-dependent can be calculated
using Equation [16].

C(T) = C(To) * (1 + VC1 =V + VCZ * Vz) * [1 + TC1 * (T - To) + TC2 * (T - To)z] [16]

where Ry, L), and Cy, are the reference temperature parameters, T, T) is the reference
and actual conductor temperature, /, V' is the voltage and current, TCy, TC; ILq, IL,, and
VCq, VC, are linear and quadratic temperature, current and voltage coefficients.

Support Vector Machine Implementation

In defining the procedure for training the SVM algorithm, first, a transmission line and
weather dataset are available with several instances categorised by several features. The
data is saved to the machine using Comma Separated Values (CSV) in a specified readable
format. The following steps are used in the initial procedure to train the SVR and ElasticNet
algorithms.

Step 1: In this step, the CSV format transmission line and weather dataset are loaded

into the machine.

Step 2: In this step, the dataset is divided into input and output features.

Step 3: This step involves splitting our dataset into training data and test data.

Step 4: Finally, the SVR and ElasticNet models were applied for prediction.

The model parameters are optimised to achieve the best performance of the SVR and
ElasticNet model. During the parameter’s optimisation procedure, the following steps are
used: SVR parameter’s optimisation step:

Step 1: In the parameter optimisation step, we first select the kernel in our study: a

polynomial or RBF kernel.
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Step 2: In this step, the procedure of step 1 is repeated by varying the kernel function
parameter ¢ to find the lowest selected error, i.e. RMSE, MRE for selected iterations.
Step 3: In this step, steps 1 and 2 are repeated by varying the capacity parameter C to
find the lowest selected error, i.e. RMSE and MRE for selected iterations.

Step 4: In the final step, the above procedures are repeated by varying the kernel
parameter y to find the lowest selected error, i.e. RMSE, MRE for selected iterations.

The following steps are used for the training algorithm, the prediction from data, and
the evaluation of the algorithm. ElasticNet parameter’s optimisation step:

Step 1: The elastic net tuning parameters alpha and 11 ratio are selected in the

parameter’s optimisation step.

Step 2: In this step, the procedure is repeated by varying the elastic net tuning

parameters alpha to find the lowest selected error, i.e., RMSE and MRE for selected

iterations.

Step 3: In the final step, the above procedures are repeated by varying the elastic net

tuning parameters [;—ratio to find the lowest selected error, i.e., RMSE and MRE for

selected iterations.

The following steps are used for the training algorithm, the prediction from data, and
the algorithm’s evaluation.

Step 1: After selecting the best optimisation parameters, the fit command of SVR

and ElasticNet is separately called to train the algorithm on the training data, which

is passed as a parameter to the fit method.

Step 2: After algorithm training, the SVR and ElasticNet predict command is used

for prediction.

Step 3: Once the prediction is done, the last step of the learning algorithm is to make

evaluations. In our study, RMSE and MRE are considered for evaluation. Finally, the

findings are presented graphically for every parameter.

All steps are repeated in the development of each model. The pseudocode of the
prediction algorithm is shown below.

Algorithm Prediction of Temperature Variation in Transmission Line Parameters

Start

1: Require:

2: Datafile: [Loaded input and output features in CSV format]

3: Labels: [Loaded all parameter labels]

4: Dataset = Read all instances and features with a label from steps 1 and 2 using
[read csv (Datafile, Labels = Labels)]

5: Data = Load numerical values without labels [Dataset.values]
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6: Input: Feature of any line parameter such as Ry from Dataset [[=data [:, 0:F], X;
.. Xnl

7: Output: Feature of any line parameter such as R from Dataset [y, ,~data [:, Fr],
Yi, .. Yl
Data splitting into training data and test data

8: Input: 90% input data for training [x_train= x;, [0: I74,,:]]

9: Test Input: 10% input data for test [x_test= X;, [I79,: [T99»:1]

10: Output: 90% output data for training [y_train= Y, [0:174,]]

11: Test Output: 10% output data for test [y_test= You¢ [I79,:17,:]]

12: Processing: StandardScaler function used for data pre-processing
[sc=StandardScaler ()]

13: Model: SVR and ElasticNet models are applied for prediction [reg = svm. SVR

G,,--.,)]Jand [reg = ElasticNet (, , ,...,)]
Selection of Kernel, C, gamma, and epsilon parameters

14: Kernel: In the present study, polynomial / BRF kernel was considered [reg=svm.
SVR (kernel="poly’)]

15: SVR Parameters Selection: for parameter selection grid search function used
[gs=GridSearchCV (cv=10, estimator=reg, param_grid= [“C”: C, “gamma”:
gamma, “epsilon”: epsilon], scoring=scoring)]

15: ElasticNet Parameters Selection: for parameter selection grid search function
used [gs=GridSearchCV (cv=10, estimator=reg, param_grid= [“alpha”:
alpha, “l1_ratio”: 11_ratio], scoring=scoring)]

Training, prediction, and evaluation of model

16: Training: fit command is used to train the model reg.fit(x training instances, y

training instances)
17: Prediction: y pre is the predicted result of test instances x, for prediction the
predict command is used [y _pre=reg.predict(x test instances)]
18: Evaluation: Results are presented in the form of the RMSE and MRE [final=
(rmse (y_pre, test output))]
Graphical Representation of Model

19: Finally, line parameters predicted error results are presented graphically.
20: End

Data Description and Machine Learning Models

In order to predict the temperature effect on line parameters, 220-Kv transmission line data
and weather data are used as model input. The transmission line data used in our study are
described below: Line length is 675.9 km (420 miles), type of transmission conductor is
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Falcon with delta configuration. The following of the characteristics of transmission line
conductor at a standard temperature of 20°C and a frequency of 60 Hz; r(T,) is 0.0985 ohm
per kilometre (0.0612 ohms per mile), X;(T,) is 0.9786 ohms per kilometre (0.6081 ohms
per miles), Xc(T,) is 0.2290 mega ohm per kilometre (0.1423 mega ohms per miles), the
resistance temperature coefficient, a, is 0.003(1/°C). The reactance temperature coefficient,
0,18 0.005(1/°C). On the other hand, the meteorological temperature data for the summer
and winter seasons and a conductor temperature based on the relationship of current and
meteorological circumstances around the line are considered.

The time interval between data is 30 minutes. In the present work, 4368 sample
datasets are used, which is further distributed into two subsets: for the training of the
model, 3931 samples are used, and for validation of the model, 437 samples are utilised.
Moreover, the 3931 training samples are further split into two subsets according to the
selected weather: 1987 samples are utilised in the summer transmission line model, and
in the winter transmission line model, 1944 samples are used. The validation data sample
set 437 is divided into two transmission line models. Two hundred twenty-one samples
are utilised in the transmission summer model, and for the transmission line winter model,
216 samples are used.

Furthermore, to achieve the most proficient model, the dataset was pre-processed. As
indicated in Rashid et al. (2005), the relationship of pre-processing is provided in Equation [17].

X; — Xmi
x l/ — i min [17]
Xmax — Xmin
Where Xi/ and x; are the processed and original input data values, x,,;, and x,,,, are the

minimum and maximum data values.

The present study uses Python libraries such as Python sklearn, pandas, and NumPy
to develop the transmission line parameters’ summer and winter models. Figure 1 shows
the steps involved in the development of these models. Individual hyperparameters have
been chosen to develop these models.

[ Summer model ]
Hyperparameter Best selected Models parameter
; = = )
selection phase hyperparameter . error analysis
Winter model
~y
Training Test
dataset dataset

Figure 1. Flow chart of power transmission line parameter prediction
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Parameters Selection. In machine learning, hyperparameters affect the precision of the
model. Every machine learning algorithm has its hyperparameters, which are used to
optimise the model’s performance. In the present study, two machine learning algorithms,
such as SVM and ElasticNet, are considered for prediction. The commonly used SVM
kernel parameters are gamma (), the insensitive loss (¢) and the upper bound (C). On the
other hand, the ElasticNet algorithm hyperparameters are alpha and 11 _ratio. Hence, a
suitable range for these hyperparameters is necessary. The setting of this hyperparameter
is based on the real training set of data. Furthermore, two SVM kernel functions, poly,
radial-based function (RBF), and ElasticNet algorithm, are examined in the present
work. Both kernel functions are classical and perform well in many cases (Changsong
etal., 2009). According to Huang et al. (2006), when the data is normally distributed, it
is suggested that the Radial Based Function (RBF) or the Polynomial (Poly) kernel be
used. Finally, the findings are compared with these two kernels’ functions and ElasticNet.
As previously mentioned, various combinations of SVM parameters C, d, € and y and
ElasticNet parameters such as (alpha, 11 _ratio) are chosen to optimise the seasonal
transmission line models for both kernel functions such as poly, RBF and ElasticNet.
The description of optimisation parameters is illustrated in Table 1 (Ali & Smith, 2003).

Table 1
Hyperparameters of season-based models of transmission line with poly, RBF kernel and ElasticNet
Models Parameters of Poly kernels Parameters of RBF kernels Parameters
Model Model ElasticNet Model
C d € v C d € v alpha 11 _ratio

R

Summer 1000 3 0.10 0.1 1000 3 0.1 10 1.5 0.09

Winter 1000 3 0.10 2.5 1000 3 0.1 9 1.6 0.09
L)

Summer 1000 3 0.10 0.9 1000 3 1.5 5 0.05 0.09

Winter 1000 3 0.5 1.5 1000 3 0.5 10 0.001 0.38
¢

Summer 1000 3 0.8 0.9 1000 3 0.5 08 15 0.009

Winter 1000 3 0.9 0.9 1000 3 0.9 1.5 1.8 0.009

VD)
Summer 1000 3 0.25 0.1 1000 3 0.05 2 0.55 0.9
Winter 1000 3 0.1 0.4 1000 3 0.06 25 0555 099
PL)
Summer 1000 29 0.05 9 4000 3 0.05 6 1.3 0.33
Winter 1000 29 0.05 17 5000 3 0.05 02 25 0.22
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Evaluation Criteria. Mean Relative Error (MRE) and Root Mean Square Error (RMSE)
have been used to assess the accuracy of the transmission line model prediction. The
relationships of these errors are given in Equations 18 and 19, respectively.

(P — a)?
n

RMSE = [18]

1 - Pi —Q;
MRE = —Z( ) * 100 [19]
ns ar
i=1
Where the predicted value is P;, the actual value is a;, the total parameter measured value
is ar, and the total sample is n.

RESULTS AND DISCUSSION

This discussion presents the prediction error results of transmission line parameter models,
such as resistance (Ry)), inductance (L r)), capacitance (Cy)), voltage drop (V.Dr)), and
power losses (P.L1)). The prediction models are trained for each transmission line parameter
to attain the best prediction result. The input data in these SVM and ElasticNet models
includes weather and transmission line parameter data.

Transmission Line Resistance Model (Ry)

Figure 2 shows the retrieved prediction results of the summer and winter models for the
transmission line resistance. The value of optimisation parameters is selected for both SVM
kernels and ElasticNet. The line resistance models are trained for 100 different iterations.
It is concluded that the MRE was reduced to approximately 4.2115% for the SVM poly
kernel after 48 iterations. In contrast, the MRE reduced to 6.734% for the SVM RBF
kernel after 30 iterations, while for the ElasticNet, it reduced to 9.254% after 32 iterations.

. e Line Resistance (R, in £ of Summer-Model 024 N [+~ Line Resistance (Ro) in £ of Summmer-Mode]] T o Lne Resistance (Ry) in 2 of Summer-Model]
[+] [ —#— Line Resistance (R,) in €2 of Winter-Model Coxn [ Line Resistance (Ry) in £ of Winter-Model 0.165 —s—Line Resistance (R;) in ©20f Winter-Model
: Sy ’ -
Jom i. 2 02q B
3 < | -

3 3 7
F 30184 £
S02{ H 1 3018
3 5o 1 E 015
Z 0164 = 3
2 9014 | - £
s £ 20145
5 0124 S 0124 ;‘1 1 z *
o o - > 04
i ' | 1 i
008 ]
0041 ¢ p 01
T T T T T T 0.08 T T T T T T T T T T T
] x4 e 8 10 0 0 4 e 80 1w 0 0 4 s 8 10
Number of lerations Number of ltsations Number of erations
(a) (b) (©)

Figure 2. Prediction of Ry with SVM and ElasticNet: (a) SVM poly kernel; (b) SVM RBF kernel; and (c)
ElasticNet
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Table 2 compares the results of the R, transmission line resistance model for SVM
poly, RBF kernel, and ElasticNet. Mean Relative and Root Mean Square Error have been
chosen for the model evaluations. The polynomial kernel models perform better than
ElasticNet and RBF kernel models.

Table 2
Comparison of transmission line resistance (Ry) poly SVM model, RBF SVM model and Elastic Net model
(accuracy measurement with RMSE and MRE)

Suppor.t Vector Samples RMSE and MRE of Line Inductance (Ry) .
Méchme and Tested Kernel (poly) Kernel (RBF) Elastic Net
ElasticNet Models RMSE (Q) MRE (%) RMSE(Q) MRE (%) RMSE (Q) MRE (%)
Model-1 (Summer) 2208 0.0494 7.659 0.0884 12.12 0.1321 9.136
Model-2 (Winter) 2160 0.0527 0.764 0.0815 1.351 0.1645 9.372
Average Value 4368 0.0511 4212 0.0850 6.734 0.1483 9.254

Transmission Line Inductance Model (Ly)

The extracted prediction results of the developed seasons-based models for the transmission
line inductance are shown in Figure 3. The value of optimisation parameters is selected
for both SVM kernels and ElasticNet. The line inductance models are trained for 100
different iterations. It is concluded that the MRE reduced to 0.5195% for the SVM poly
kernel approximately after 15 iterations. In contrast, the MRE reduced to 0.609% for the
SVM RBF kernel after 28 iterations, while for the ElasticNet, it reduced to 3.266% after
60 iterations of the summer model and 90 iterations of the winter model.

Table 3 compares the results of the transmission line inductance L) model for SVM
poly, RBF kernel and ElasticNet. MRE and RMSE were selected for the model evaluations.
The poly kernel models perform much better than RBF kernel models and ElasticNet.
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S 11213 i
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Figure 3. Prediction of transmission line inductance Ly with SVM and ElasticNet: (a) SVM poly kernel; (b)
SVM RBF kernel; and (c) ElasticNet
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Table 3
Comparison of transmission line inductance (Ly) poly SVM model, RBF SVM model and ElasticNet model

(accuracy measurement with RMSE and MRE)

RMSE and MRE of Line Inductance (Ly)

S}lpport Vecto.r Samples .
Machine and ElasticNet Tested Kernel (poly) Kernel (RBF) Elastic Net
Models RMSE (H) MRE (%) RMSE (H) MRE (%) RMSE (H) MRE (%)
Model-1 (Summer) 2208 0.369 0.364 1.412 0.810 10.04 0.964
Model-2 (Winter) 2160 0.232 0.675 0.480 0.387 12.85 5.569
Average Value 4368 0.301 0.518 0.946 0.609 11.45 3.266

Transmission Line Capacitance Model (Cy)

The retrieved prediction results of the summer and winter models for the transmission
line capacitance are shown in Figure 4. The value of optimisation parameters is selected
for both SVM kernels and ElasticNet. The line capacitance models are trained for 100
different iterations. It is concluded that the MRE reduced to 3.021% for the SVM poly
kernel approximately after 60 iterations. In contrast, the MRE was reduced to 2.888% for
the SVM RBF kernel after 32 iterations. For ElasticNet, it was reduced to 6.088% after
60 iterations of the summer model and 12 iterations of the winter model.
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Figure 4. Prediction of transmission line capacitance C; with SVM and ElasticNet: (a) SVM poly kernel; (b)
SVM RBF kernel; and (c) ElasticNet

Table 4
Comparison of transmission line capacitance (Cy) poly SVM model, RBF SVM model and ElasticNet model
(accuracy measurement with RMSE and MRE)

RMSE and MRE of Line Capacitance (Cy)

Support Vector Machine  Samples

and ElasticNet Models Tested Kermel (poly) Kernel (RBF) Elastic Net
RMSE (F) MRE (%) RMSE (F) MRE (2,) RMSE (F) MRE ()
Model-1 (Summer) 2208 0.390 5.4 0.273 5.075 0.977 5.578
Model-2 (Winter) 2160 0.428 0.642 0.579 0.701 1.262 6.597
Average Value 4368 0.409 3.021 0.426 2.388 1.119 6.088
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Table 4 compares the results of the transmission line capacitance Ct, model for SVM
Poly, RBF kernels and ElasticNet. MRE and RMSE were chosen for the model evaluations.
The efficiency of SVM models is different for both summer and winter models. The RBF
kernel performs better for the summer model, whereas the Poly kernel performs better for
the winter model.

Transmission Line Voltage Drop Model (V.Dy)

The extracted prediction results of transmission line voltage drop developed seasons-based
models are shown in Figure 5. The value of optimisation parameters is selected for both
SVM kernels and ElasticNet. The line voltage drop models of SVM and ElasticNet are
trained for 100 different iterations. It is concluded that the MRE reduced to 0.798% for
the SVM poly kernel approximately after 30 iterations. In contrast, the MRE was reduced
to 0.097% for the SVM RBF kernel after 40 iterations and errors of ElasticNet models
were reduced to 3.247% after 35 iterations of the summer model and 90 iterations of the
winter model.

Table 5 compares the transmission line voltage drop V.Dy, model’s results for SVM
poly, RBF kernel and ElasticNet. MRE and RMSE were chosen for the model’s evaluation.
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Figure 5. Prediction of transmission line voltage drop V.D with SVM and ElasticNet : (a) SVM poly kernel;
(b) SVM RBF kernel; and (c) ElasticNet

Table 5
Comparison of transmission line voltage drop (V.Dy) poly SVM model and RBF SVM model (accuracy
measurement with RMSE and MRE)

Suppor.t Vector Samples RMSE and MRE of Line Voltage Drop (V.Dy) .

Mz}chme and Tested Kernel (poly) Kernel (RBF) Elastic Net
ElasticNet Models RMSE (V) MRE () RMSE (V) MRE (%) RMSE (V) MRE (%)
Model-1 (Summer) 2208 0.840 0.408 0.548 0.070 5.639 0.531
Model-2 (Winter) 2160 3.818 1.188 1.277 0.124 5.056 5.962

Average Value 4368 2.329 0.798 0913 0.097 5.347 3.247
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The errors from RBF kernel models are much less than those from Poly kernel and
ElasticNet models.

Transmission Line Power Losses Model (P.Ly)

The extracted prediction results of transmission line power losses developed seasons-
based models are shown in Figure 6. The value of optimisation parameters is selected for
both SVM kernels and ElasticNet. The line power loss models of SVM and ElasticNet
are trained for 100 different iterations. It is concluded that the MRE reduced to 1.1765%
for the SVM poly kernel, approximately after 30 iterations of the summer model and 60
iterations of the winter model. In contrast, the MRE was reduced to 0.6156% for the SVM
RBF kernel after 45 iterations for the summer model and 75 iterations for the winter model.
In contrast, the ElasticNet reduces to 8.448% after 7 iterations of the summer model and
15 iterations of the winter model.

Table 6 compares transmission line power losses P.L ) model results for SVM poly,
RBF kernel and ElasticNet. MRE and RMSE have been used to evaluate the models. The
performance of SVM models is different for both summer and winter models. The Poly
kernel performs better for the summer model, whereas the RBF kernel performs better for
the winter model.
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Figure 6. Prediction of transmission line power losses P.L; with SVM and ElasticNet: (a) SVM poly kernel;
(b) SVM RBF kernel; and (c) ElasticNet

Table 6
Comparison of transmission line power losses (P.Ly) poly SVM model and RBF-SVM model (accuracy
measurement with RMSE and MRE)

Suppgrt Vector Samples RMSE and MRE of Line Power Losses (P.Ly) '

Machlne and Tested Kernel (poly) Kernel (RBF) Elastic Net
ElasticNet Models RMSE (MW) MRE (%) RMSE (MW) MRE (%) RMSE (MW) MRE ()
Model-1 (Summer) 2208 0.4128 0.201 0.0215 1.087 0.1257 9.345
Model-2 (Winter) 2160 0.3817 2.152 0.2786 0.144 0.1904 7.551
Average Value 4368 0.3972 1.177 0.1501 0.615 0.1581 8.448
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Comparison

The comparison of the resulting error is shown in Table 7. Bockarjova and Andersson
(2007) used a state estimation accuracy tool to estimate the power losses by considering
the effect of temperature on line resistance. They divided the model into correct line
resistance and uncorrected line resistance, and estimated power losses were inaccurate
in the case of the uncorrected line resistance model. They obtained the best results using
Monte Carlo Simulations and achieved the best relative error of 20%. The total value for
the whole system is approaching 15%, respectively. The power loss error determined zero
in the case of correct line resistance. Another study Wang et al. (2018) used time-space
variation for power flow analysis in transmission systems to investigate the power losses
based on the relationship between temperature and transmission line parameters. For that,
they have considered five cases in case 1 and case 2, where temperatures are 70°C and
-10°C, respectively. In case 3, the average temperature is considered -20°C; in case 4,
the weight average temperatures -28°C and -34°C are taken. In case 5, the temperature
threshold of 6°C is taken. They concluded that in case 1 and base case, the power loss was
26.14%, and in case 1 and case 2, the power loss was 14.09%. In case 3, case 4, and case
5, the difference in power losses is 19.71%. The existing studies worked on power losses.
However, our study predicts all transmission line parameters, power losses and voltage

Table 7
Comparison of proposed study prediction results with poly-SVM, RBF-SVM and ElasticNet
Studies  Prediction-Method Predicted Error
Parameters
Bockarjova P.Lq o o
& State Estimation (Uncorrected model) 20 % and for the whole system 15 % (RE)
Andersson, Accuracy PL, 7
2007 (Correct model) ero (error)
P.L, 0
(Case 1 and base case) 2614 %
Wang et Time—Space P.L o
al., 2018 Variation (Case 1 and Case 2) 14.09%
P.L, 0
(Case 3,4 and 5) 19.71%
R 0.1483 (RMSE), 9.254 (% MRE)
L 11.451 (RMSE), 3.266 (% MRE)
ElasticNet Ce 1.119 (RMSE), 6.088 (% MRE)
Vi 5.347 (RMSE), 3.247 (% MRE)
P.L, 0.1581 (RMSE), 8.448 (% MRE)
Our Study
P.L, 0.0511, 0.0850 (RMSE), 4.212, 6.734 (% MRE)
Support Vector L 0.301, 0.946 (RMSE), 0.518, 0.609 (% MRE)
Regression Poly Ce 0.409, 0.426 (RMSE), 3.021, 2.888 (% MRE)
and RBF Kernel v p 2.329,0.913 (RMSE), 0.798, 0.097 (% MRE)
P.Lx 0.3972, 0.1501 (RMSE), 1.177, 0.615(% MRE)
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drop based on the relationship between temperature and line parameters. It can be clearly
observed that our SVM models show less error.

CONCLUSION AND FUTURE WORK

Transmission lines are a pillar of electrical power transmission systems that need to be
protected on a priority basis. The impact of changes in transmission line parameters due
to temperature variations cannot be neglected. This research developed the prediction
models for transmission line parameters using Support Vector Machines and the ElasticNet
modelling approach. For each line parameter, two seasons-based models were established.
The transmission line’s parameters and weather data were used as model inputs. The
polynomial, RBF kernel and ElasticNet results have also been compared to express the
predicted results’ better performance.

The predicted results showed that in transmission line resistance and inductance models,
the poly-SVM kernel performed better than the RBF-SVM kernel for both season models. The
average minimum prediction errors in line resistance and inductance were 0.0511€, 0.301
H in RMSE and 4.212, 0.518% in MRE, respectively. Furthermore, the predicted results
of the transmission line capacitance model showed that the performance of the polynomial
kernel was better than RBF for a winter model. Meanwhile, the summer-model RBF-SVM
kernel performed better than the poly-SVM. The average minimum prediction error in line
capacitance with RBF kernel was 0.426 F in RMSE and 2.888% in MRE. Moreover, the
performance of transmission line voltage drops (V.Dr) and power losses (P.L;) were better with
the RBF kernel than the polynomial kernel for both seasonal models. The average prediction
error of voltage drop was 0.913 V in RMSE and 0.097% in MRE, while the average prediction
error in power losses was 0.1501 MW in RMSE and 0.6156% in MRE. On the other hand,
the average prediction errors in the line resistance, inductance, capacitance, voltage drop and
power losses with ElasticNet algorithm are 0.1483Q, 11.451 H, 1.119F, 5.347 V, 0.1581 MW
in RMSE and 9.254, 3.266, 6.088, 3.247, 8.448% in MRE, respectively.

In the future, the seasons-based predicted models of transmission line parameters
can be further divided into four seasons based on the availability of large training data.
In addition, the hybrid algorithm machine learning approach can also be used to achieve
good performance for predicting transmission line parameters and losses. That can be
used to improve the transmission line output without affecting the secure operation of the
transmission line.
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ABSTRACT

Oil palm frond (OPF) is a palm oil plantation by-product commonly used in animal
feeding in Malaysia. The large production, availability, and nutrient content make OPF
the best candidate for utilization as animal feed. However, OPF contains high lignin bonds
to cellulose and hemicellulose that further limit the digestibility of rumen microbes to
produce volatile fatty acids as an energy source for ruminants. This study aims to identify
and determine the enzyme activity (ligninolytic, cellulolytic, and hemicellulolytic)
of enzymes extracted from filamentous fungi in the pre-treatment of OPF using the
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solid-state fermentation (SSF) technique.
The enzyme extracted from SSF was
determined by its enzyme activity (laccase,
lignin peroxidase, manganese peroxidase,
carboxymethylcellulose, avicelase, and
xylanase). Eight fungi were successfully
identified to produce enzymes determined in
this experiment. Phanerina mellea showed
the highest average ligninolytic enzyme
activity with a value of 0.37 U/mL and an
average cellulolytic + hemicellulolytic of
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0.18 U/mL. In this experiment, P. mellea was the most desired fungi for the pre-treatment
of OPF. The optimum ligninolytic enzyme production time of OPF pre-treatment is 10
days of SSF.

Keywords: Animal feed, biological pre-treatment, enzyme activity, lignin, oil palm frond, white rot fungi

INTRODUCTION

The abundant lignocellulosic materials from either agriculture or forestry wastes triggered
various applications to utilize and turn scraps into valuable products (Manavalan et
al., 2015). In Malaysia, oil palm plantations represent 60% of total agricultural land,
contributing to high lignocellulosic waste materials (Ghani et al., 2017). The planted area of
palm oil trees in Malaysia for 2022 is 5.67 million hectares, which is 1.1% lower compared
to 5.74 million hectares in 2021 (Parveez et al., 2022). However, the reduced planted
area is caused by the replanting of the trees, and the numbers will be increased, directly
increasing the amount of OPF production in Malaysia. The valorization of lignocellulosic
waste materials becomes the subject of intense study since they are potentially harmful
to the environment.

Lignocellulosic material like oil palm frond (OPF) is a carbohydrate-rich residue
containing significant cellulose, hemicellulose and lignin (Sukri et al., 2014). OPF contains
22% soluble carbohydrate and 70% fiber on a dry matter (DM) basis (Saminathan et al.,
2012). According to Islam et al. (2000), the nutritional composition of OPF is 439, 926,
698, 501, 168, 196, 748, and 52 (g/kg) of DM, organic matter (OM), neutral detergent fiber
(NDF), acid detergent fiber (ADF), cellulose, hemicellulose, total carbohydrate (TC), and
non-fiber carbohydrate (NFC), respectively for leaflet parts of the OPF. At the same time,
the petiole contains lower (p<0.01) DM, CP and EE than the leaflet (Islam et al., 2000).

As a substitute for grasses or roughages, OPF is commonly used as ruminant feed,
especially during the short feed supply (Rusli et al., 2019). The potential of OPF to be livestock
feed is hindered by the high neutral detergent fiber (NDF)and lignin contents of the OPF itself
(Rahman et al., 2011), making it difficult to be degraded by ruminant digestive systems. To
overcome this problem, various pre-treatment methods, such as enzymatic treatment, have
been used to improve the digestibility of lignocellulose materials in ruminant feed.

White rot fungi (WRF) is a decaying wood fungus in agricultural residues. It can leave
a remarkable reaction by leaving a bleached on the attacked wood by lignin degradation
(Asgher et al., 2008). The valuable enzyme system of WRF and its effectiveness in
degrading lignocellulosic biomasses attracted considerable research interest in different
fields of study (Manavalan et al., 2015). The lignin-degrading capabilities of WRF
inspired studies to deepen the knowledge of its enzyme activity for various importances.
Many species have been studied, including Ceriporiopsis subvermispora (Rahman et al.,
2011), Pleurotus ostreatus (Tuyen et al., 2013), and Lentinussajor-caju (Chanjula et al.,
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2017). However, less than 20 species out of 1500 different species of WRF were applied
in biological pre-treatment. There are possibilities that the potential WRF can be found in
nature (Tian et al., 2012).

Three major enzymes that are working in the degradation of lignin produced by WRF
are laccase, lignin peroxidase (LiP), and manganese peroxidase (MnP) (Robinson et al.,
2001). These ligninolytic enzymes mineralize the lignin into carbon dioxide (CO,) and
water. These enzymes were used in various applications, for example, bleaching and
wastewater treatment for laccase enzyme (Madhavi & Lele, 2009), coal depolymerization
and skin lightening by melanin oxidation for LiP enzyme (Falade et al., 2017), and juice
extract clarification and biofuel production for MnP enzyme (Kumar & Arora, 2022).
The delignification of the lignocellulosic biomasses will allow more cellulose and
hemicellulose release for rumen microbial activity. Accessing rumen microbes to cellulose
and hemicellulose is the key to improving rumen degradability (Rusli et al., 2021).

The study on the effect of pre-treated OPF feeding on meat quality and animal
performance is minimal. A study reported by Azmi et al. (2019) showed that the nutritional
value of OPF can be improved by pre-treating it with ligninolytic enzyme extract. Another
study reported by Hamchara et al. (2018) showed that the feeding of OPF pre-treated
with L. sajor-ceju to 16-month-old crossbred male goats improved the estimated energy
intakes (ME Mcal/DM/d) by up to 53 %. The pre-treatment of OPF by WREF is promising
in improving the low nutritional value of OPF. This study aims to identify and determine
the enzyme activity of enzyme extract from filamentous fungi collected from Palm oil
tree plantations in Taman Pertanian Universiti, Universiti Putra Malaysia (TPU, UPM).

MATERIALS AND METHODS
Fungi Culture and Isolation

The fungi were collected at the Palm oil tree plantations in University Agricultural Park,
Universiti Putra Malaysia (UAP, UPM) (2.983592895423529, 101.71000476197045).
The fungi were collected from rotten oil palm fronds, placed in paper bags, and taken to
the FAMTEC laboratory in the Faculty of Biotechnology UPM (Azmi et al., 2019). The
collected samples were cultured on potato dextrose agar (PDA) (Bacton, Dickinson and
Company, USA) containing streptomycin and penicillin antibiotics. The sub-culturing
process was repeated until the pure culture was obtained. Stocks of isolated fungi were
prepared using the filter paper method and agar slant.

Morphological Identification

The isolated fungi were cultured on PDA (OXOID CMO0139) agar for seven days before
being used for microscopic observation and identification. First, the morphology of the
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fungi on the agar plate was observed. The culture’s texture, structure, edge, and elevation
were also observed.

Molecular Identification

The DNA extracted from the isolated fungi underwent a polymerase chain reaction (PCR)
using Bio-Rad T100 PCR Thermal Cycler with primer internal transcribed spacer, ITS1
(5’-TCCGTAGGTGAACCTGCGG-3’) and ITS4 (5’-TCCTCCGCTTATTGATATGC-3).
ITS1 and ITS4 acted as forward and reversed primers, respectively. The amplified DNA
was run on gel electrophoresis and viewed under UV light with the range size of 600 and
700 base pairs (bp). The sequencing was done, and the Apical Scientific (1% Base) result
was processed with Chromas and MEGA7 software. The aligned sequence was compared
with the sequence in GenBank using the Basic Local Alignment Search Tool (BLAST),
NCBI, and the fungal species were determined. The phylogenetic tree was constructed
using NCBI taxonomy and MEGA7 software.

Microscopic Observation

The fungi were placed onto a glass slide covered with a cover slip and pressed to get a
good separation of the hyphae. A methylene blue solution was used for staining. The fungi
characteristics were then observed using a compound microscope (Olympus BX53M,
Japan) with a digital camera. The morphological structure of the fungi was compared with
the previous studies and determined based on fungi characteristics stated by Galal et al.
(2017). The characteristics involve branching, hyphae, conidiospores and spores (Galal
etal., 2017).

Solid-state Fermentation

The OPF was collected from Taman Pertanian Universiti, Universiti Putra Malaysia.
Then, the OPF was chopped into a smaller size. In the Erlenmeyer flask, 15 g of chopped
OPF was added. Then, 0.05% of glucose and 2.4 mM of nitrogen source, ammonium
sulfate ((NH,),SO,), were added to 45 mL of distilled water. The flasks were then
covered with cotton plugs and aluminum foil. It was autoclaved to remove any existing
microorganisms. Each flask was added with three 3—10 mm agar plugs from each fungi
culture. The flasks were incubated in the oven incubator at 28°C for 10, 20, and 30 days
(Azmi et al., 2019).

Enzyme Extraction

Enzyme extraction begins once the fermentation period ends. Each flask received 150 mL
of distilled water, and the flasks were shaken for 3 hours. The mixture was then filtered
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using six layers of wound gauze. The filtrate was mixed with polyvinylpolypyramidone
(PVPP) to remove tannins (Toth & Pavia, 2000). The amount of PVPP added is 0.5% of
the total filtrate. The mix of the filtrate and PVPP was centrifuged (Avanti J-26S XP1,
High-Performance Centrifuge, Beckman Coulter, USA) at 12,000 g for 10 minutes. The
temperature during the centrifuging process was 4°C. The supernatant was then collected
and stored for enzyme activity determination (Azmi et al., 2019).

Ligninolytic Enzyme Activity Determinations

Laccase enzyme activity determination used citrate-phosphate buffer and 2,2’-azino-bis(3-
ethylbenzothiazoline-6-sulphonic (ABTS) acid substrate in the experiment. To prepare
citrate-phosphate buffer (50 mM), 1.921 g of citric acid, C;HsO, was added into 100
ml distilled water and the pH was calibrated to pH 5.0 and labeled as solution A. Then,
3.581 g of sodium phosphate dibasic, Na,HPO, was added into 100 mL distilled water
and labeled solution B. The substrate was prepared with 0.165 g of ABTS added into 10
mL of distilled water. The substrate was then transferred to an Eppendorf tube. The blank
solution was prepared before reading at 420 nm light absorbance of spectrophotometer
nanodrop (Tecan Infinite M200 Pro™, Switzerland) against blank. All enzyme activity
values were represented in unit concentration, U/mL (unit/milliliter), with three replicates
(Azmi et al., 2019). The calculation for laccase enzyme activity determination was done
using Equation 1.

U) A 1500 ul

Concentration (ﬁ = YmM-lem-1 % 100 ul H

Where A = Absorbance; total volume in cuvette = 1500 ul; total volume of enzyme in
cuvette = 100 ul; and light absorbance at 420 nm = X mM! cm’!

Lignin peroxidase enzyme activity was determined with acid tartrate buffer, substrate,
and hydrogen peroxide, H,O, used in the experiment. The buffer was prepared with 3.752 g
of acid tartrate, C,;HO¢ was added to 250 mL of distilled water, and the pH was calibrated
to pH 3.0 with HCL before being kept at 4°C. Substrate preparation was done with 0.105
mL of veratryl alcohol (3, 4-Dimethoxybenzyl alcohol) added to 25 mL of distilled water
and stored at 4°C in an Eppendorf tube. Then, the hydrogen peroxide, H,O, was prepared
according to the manufacturer’s specifications. After that, the mixture tube was prepared by
adding 2570 uL of acid tartrate buffer, 200 uL veratryl alcohols, 30 uL. hydrogen peroxide,
and 200 pL of enzyme extract. The blank prepared with 2570 pL of acid tartrate buffer was
added to 200 pL veratryl alcohol and 30 puL hydrogen peroxide. Finally, the mixture tubes
were read at 310 nm light absorbance of spectrophotometer nanodrop (Tecan Infinite M200
Pro™, Switzerland) against blank. The calculation for LiP enzyme activity determination
was done using Equation 2.
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U) A 3000 ul

Concentration (ﬁ = M -Tem-1 X 200 4l

(2]

Where: A = Absorbance; total volume in cuvette = 1500 uL; total volume of enzyme in
cuvette = 100 uL; light absorbance at 310 nm =X mM™"' cm’!

Manganese peroxidase was determined by preparing a sodium tartrate bufter with 5.752
g of sodium tartrate added to 250 mL of distilled water. The solution was adjusted to pH
5.0 using HCL or NaOH and kept at 4°C. The substrate was prepared by adding 0.254 g
of manganese sulfate to 50 ml of distilled water and stored at 4°C. The H,0, was prepared
according to the manufacturer’s specifications. After that, the mixture tube was prepared
by adding 2550 pL of sodium tartrate buffer mixed with 200 nL. manganese sulfate, 30 pL
H,0, and 200 pL of enzyme extract. The blank was prepared by 2550 pL sodium tartrate
buffer added to 200 pL manganese sulfate and 30 uL H,0O,. The mixture tubes were read
at 238 nm light absorbance of spectrophotometer nanodrop (Tecan Infinite M200 Pro™,
Switzerland) against blank. The calculation for MnP enzyme activity determination was
done using Equation 3.

U) A 3000 ul

Concentration (ﬁ = SmM-Tem-T X 500l [3]

Where: A = Absorbance; total volume in cuvette = 1500 uL; total volume of enzyme in
cuvette = 100 uL; light absorbance at 238 nm =X mM™ ¢m’!

Cellulolytic Enzyme Activity Determination

Substrate and citrate buffers were prepared to screen carboxylmethylcellylase (CMCase)
enzyme activity. The substrate was prepared with 1 g of carboxymethylcellulose and added
to 100 mL of distilled water in a 250 mL Erlenmeyer flask. The solution was then stirred
until homogeneous and stored at 4°C. For the citrate buffer, 0.1 M citrate buffer was prepared
by adding 0.1 mol of citric acid to 0.1 mol of sodium citrate adjusted to pH 4.8 using HCI
or NaOH. After that, the mixture tube was prepared by adding 0.5 mL substrate and 0.5
mL enzyme. Three control tubes were prepared: buffer control tube, enzyme control tube,
and substrate control tube. For the buffer control tube, 1 mL citrate buffer in a tube was
prepared. For the enzyme control tube, 0.5 ml of the enzyme was added to 0.5 mL citrate
buffer and 0.5 mL of the substrate was added to 0.5 mL citrate buffer to prepare the substrate
control tube. The tubes were then incubated in a water bath at 50°C for 30 min (Dinis et
al., 2009). The reaction was stopped by adding 3 mL of dinitrosalicylic (DNS) acid to each
tube. The mixture, buffer control, enzyme control and substrate control tubes were then
placed in boiling water for 10 min. The tubes were then read at 575 nm light absorbance
of spectrophotometer nanodrop (Tecan Infinite M200 Pro™, Switzerland) against blank.
The glucose solution was prepared in 6 different concentrations (100 mg, 300 mg, 600 mg,
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900 mg, 1200 mg, and 1500 mg) with distilled water dilution as the standard. The enzyme
activity was eventually measured in unit U/mL (unit/milliliter)

Avicelase enzyme activity was determined using an avicel microcrystalline substrate
and citrate buffer. Substrate of 1 g of avicel microcrystalline was used and added to 100
mL distilled water in a 250 mL Erlenmeyer flask. The solution was then stirred until
homogeneous. The citrate buffer was prepared by adding 0.1 mol of citric acid with 0.1
mol of sodium citrate to get 0.1 M of citrate buffer at pH adjusted to pH 4.8, either HCI or
NaOH. The mixture tube was prepared by adding 0.5 mL enzyme and 1.0 mL substrate.
For the buffer control tube, 1.5 mL of citrate buffer was prepared. For the enzyme control
tube, 0.5 mL of the enzyme was added to 1.0 mL citrate buffer in the tube, and for the
substrate control tube, 1.0 mL substrate was added to 0.5 mL citrate buffer. The tubes were
then incubated in a water bath at 50°C for 30 min (Dinis et al., 2009). The reaction was
stopped by adding 3 mL of dinitrosalicylic (DNS) acid to each tube. All tubes were then
placed in boiling water for 10 min. The tubes were then read at 575 nm light absorbance
of spectrophotometer nanodrop (Tecan Infinite M200 Pro™, Switzerland) against blank.
The glucose solution was prepared in six different concentrations (100 mg, 300 mg, 600
mg, 900 mg, 1200 mg, and 1500 mg) with distilled water dilution as the standard. The
enzyme activity was eventually measured in unit U/mL (unit/milliliter)

Hemicellulolytic Enzymes Activity Determinations

This experiment added 0.25 g xylan from beechwood to 100 mL distilled water as the
substrate. The solution was then heated at 70°C with continuous shaking. The citrate buffer
was prepared by adding 0.1 mol of citric acid with 0.1 mol of sodium citrate to get 0.1 M of
citrate buffer at pH adjusted to pH 4.8, either HC1 or NaOH. The mixture tube was prepared
by adding 0.5 mL enzyme to 0.5 mL substrate. The buffer control tube was prepared with
only 1.0 mL citrate buffer. For the enzyme control tube, 0.5 mL enzyme was added to 0.5
mL citrate buffer and the substrate control tube was prepared by adding 0.5 mL substrate
to 0.5 mL citrate buffer. The tubes were then incubated in a water bath at 50°C for 30 min
(Dinis et al., 2009). The reaction was stopped by adding 3 mL of dinitrosalicylic (DNS)
acid to each tube. All tubes were then placed in boiling water for 10 min. The tubes were
then read at 575 nm light absorbance of spectrophotometer nanodrop (Tecan Infinite
M200 Pro™, Switzerland) against blank. The xylose solution was prepared in six different
concentrations (100 mg, 300 mg, 600 mg, 900 mg, 1200 mg and 1500 mg) with citrate
buffer dilution as the standard.

Fungi Selection with Optimum Enzyme Activity and Pre-treatment Time

The enzyme activity determination results data were used to select fungi with the most
optimum ligninolytic enzyme activity. A scatterplot graph consists of the y-axis representing
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the average of total ligninolytic activity while the x-axis represents the constructed
cellulolytic and hemicellulolytic average enzyme activity. The fungi that produced the high
ligninolytic enzyme (laccase, LiP, and MnP) activity with low cellulolytic (CMCase and
avicelase) and hemicellulolytic (xylanase) enzyme activity were selected. The optimum
pre-treatment time of OPF was determined based on enzyme activity results on days 10,
20, and 30 of solid-state fermentation.

Statistical Analysis

IBM SPSS statistics 27 was used in this study and presented as mean £ SEM (standard
error of the mean). Analysis of variance (ANOVA) was applied to compare the significant
difference of each pre-treatment time with a significant difference of p < 0.05, followed
by Tukey’s test.

RESULTS
Morphological Selection

In this experiment, 79 fungi isolates were identified and labeled as FO1 until F79. The
isolates were classified into eight groups based on their morphology on the PDA agar.
One isolate was selected from each group, which is F14, F03, F32, F39, F49, F65, F77,
and FO2 (Figure 1). All fungi were selected from the filamentous structures on the PDA
agar. The fungi colony showed in white concentric rings for F14, F39, F49, and F02. The
colony for FO3 and F32 were green in color. F65 was brownish peach cottony, and F77

Figure 1. Selected fungi culture from eight different groups: (a) F49; (b) F02; (c) F77; (d) F32; (e) F14; (f)
F39; (g) F03; and (h) F6
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showed multiple scattered colonies with grey-green color rings. The fungi were also in an
augmented raised cottony structure with abundant aerial mycelium grown on PDA agar
(Table S1).

Molecular Observation

After a series of DNA extraction, amplification, and sequencing, the phylogenetic tree
showed that the fungi were identified as F49 (Marasmius palmivorus MN871732), F02
(Mucor fusiformis KY560315), F77 (Penicillium citrinum MK312421), F32 (Trichoderma
asperellum MK928414), F14 (Schizophyllum commune MN856258), F39 (Phanerina
mellea or Ceriporia mellea MK432982), FO3 (Aspergillus ellipticus MG596660) and F65
(Syncephalastrum racemosum MH857909) (Table S2).

Microscopic Observation

Figure 2 shows the morphology of each selected fungus under microscopic observation.
The microscopic observation was based on branching, hyphae, conidiospores and spores,
following Galal et al. (2017). The structures were compared with those of previous studies,
as shown in Tables S3 to S10.

Schizophyllum commune showed the appearance of hyphae, and these fungi formed a
clamp connection at the septa (Sigler et al., 1999). The hyphae also formed a thread-like
branching and septate. However, the conidiophores and spores could not be seen. For 4.
ellipticus, it was confusing to differentiate from other Aspergillus sp. as the shapes were
almost the same. However, 4. ellipticus conidia were elliptical (Mahmood & Azhar, 2017).
A. ellipticus cannot be seen clearly under the compound microscope, but the multiple
conidia showed that the fungi were Aspergillus sp.

Trichoderma asperellum showed a branch structure with septate hypha. The conidia
could be seen near the conidiophores at the tip of the hyphae. The structure was similar
to that of T" asperellum observed by Podder and Ghosh (2019). Phanerina mellea hyphae
structure was monomitic, brunching with a sharp angle and simple septa (Miettinen et al.,
2016). The conidiophores could not be seen, and the fungi formed no clamp.

Marasmius palmivorus showed hypha with a thread-like structure under x1000
magnification of a compound microscope. The image by Tamur et al. (2019) in Table S7
showed the septal wall of fungal hyphae with the clamp connection between hyphae, which
was also shown by the microscopic observation of M. palmivorus. The branched rough
hypha structure was absent of conidiophores. S. racemosum could be seen, and the structure
was very similar to the image shown by Raju et al. (2020) in Table S8. The conidiophores
were shown in sporangiophores, and the hyphae were shown in broad aseptate.

Penicillium citrinum showed a microscopic structure similar to the image shown
by Saif et al. (2020). Like other Penicillium sp., P. citrinum contained highly branched
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septate hyphae. At the tip of the hyphae, there were branches of conidiophores, the main
dispersal route for the fungi. The sporangiospores structure of M. fusiformis could be seen
under the compound microscope. However, the conidiophores could be seen clearly like
the image shown by Walther et al. (2013), which was viewed using a scanning electron
microscope (SEM). Mucor fusiformis, also known as Zygorhynchus psychrophilus, is in

a Mucor group with a sporangiopores structure that is poorly sympodially branched tall
with small sporangia (Walther et al., 2013).

Figure 2. Microscopic morphology of eight different fungi identified: (a) Marasmius palmivorus (MP), (b)
Mucor fusiformis (MF), (c) Penicillium citrinum (PC), (d) Trichoderma asperellum (TA), (e) Schizophyllum
commune (SC), (f) Phanerina mellea (PM), (g) Aspergillus ellipticus (AE), and (h) Syncephalastrum
racemosum (SR)

Enzyme Activity Determination

The enzyme activity determination experiment showed that all eight species of fungi
identified were successfully detected to produce the enzyme analyzed in this experiment.
Only M. fusiformis (MF) and A. ellipticus (AE) showed no laccase enzyme activity
production.

The laccase enzyme activity of P. mellea (PM) showed significantly (p<0.05) higher
average enzyme activity compared to the other fungi (Figure 3). The laccase enzyme
activity of P. mellea increased from 0.28 U/mL on day 10 to 0.53 U/mL on day 20 of SSF.
On day 30, the laccase enzyme activity of P. mellea decreased to 0.24 U/mL. It is followed
by M. palmivorus (MP), S. commune (SC), P. citrinum (PC), T. asperellum (TA), and S.
racemosum (SR). Most fungi, such as PM, MP, SC, PC, and TA, generally showed the
highest laccase enzyme activity on day 20 of SSF.

All fungi produced lignin peroxidase (LiP) enzyme activity (Figure 4). The LiP
enzyme activity of PM showed the highest value, which is 0.90 U/mL, on day 10 of SSF,
compared to the other fungi. The LiP enzyme activity was then reduced to 0.34 U/mL and
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0.08 U/mL on days 20 and 30 of SSF, respectively. AE, SC, SR, PC, MF, TA, and MP
follow the same trend. Most fungi showed the highest LiP enzyme activity on day 10 of
SSF, including PM, AE, SC, SR and PC. MF, TA, and MP showed the highest LiP enzyme
activity on day 20 of SSF.

All fungi are shown to produce manganese peroxidase (MnP) enzyme activity (Figure
5). The MnP enzyme activity of SC is 0.58 U/mL on day 10 of SSF, showing the highest
value, followed by AE, PM, MF, PC, TA, SR and MP. The SC MnP enzyme activity shows
a decrease of 0.03 U/mL on day 20 with a value of 0.55 U/mL and decreased again to 0.39
U/mL on day 30 of SSF. Most fungi were shown to produce the highest MnP enzyme activity
on day 10 of SSF except for AE and SR, which produced the highest on day 20 of SSF.

The carboxymethylcellulose (CMCase) enzyme activity for all fungi showed a similar
pattern as the activity increased from day 10 to 20, setting the highest activity before
reducing on day 30 of SSF (Figure 6). The CMCase enzyme activities for all fungi are the
highest on day 20 of SSF compared to days 10 and 30. MF shows the highest value, 0.20
U/mL, and PC shows the lowest value, 0.02 U/mL, on day 30 of SSF.

The avicelase enzyme activity was produced by all fungi, with most fungi having the
highest activity on day 20 of SSF (Figure 7). Each fungus can see no obvious comparison
in a similar pattern to CMCase enzyme activity. The highest avicelase enzyme activity is
shown by TA, with a value of 0.38 U/mL on day 20 of SSF, and the lowest is by AE, with
a value of 0.15 U/mL on day 10 of SSF.

Xylanase enzyme activity is similar for each fungus, where the highest activity is
shown on day 10 before it is reduced on days 20 and 30 of SSF (Figure 8). All fungi show
a similar pattern of xylanase enzyme activity, where TA shows the highest value on day
10 with a value of 0.27 U/mL.
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OPF treated with fungi

Figure 3. Laccase activity of enzyme extract after OPF pre-treatment with different fungi at 10, 20 and 30
days of incubation

Note. MP = Marasmius palmivorus;, PC = Penicillium citrinum; TA = Trichoderma asperellum,; SC =
Schizophyllum commune; PM = Phanerina mellea; SR = Syncephalastrum racemosum
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Figure 4. Lignin peroxidase activity of enzyme extract after OPF pre-treatment with different fungi at 10,
20 and 30 days of incubation (MP = Marasmius palmivorus; MF = Mucor fusiformis; PC = Penicillium
citrinum; TA = Trichoderma asperellum; SC = Schizophyllum commune; PM = Phanerina mellea; AE =
Aspergillus ellipticus; SR = Syncephalastrum racemosum)
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Figure 5. Manganase peroxidase activity of enzyme extract after OPF pre-treatment with different fungi at 10,
20 and 30 days of incubation (Note. MP = Marasmius palmivorus; MF = Mucor fusiformis; PC = Penicillium
citrinum; TA = Trichoderma asperellum; SC = Schizophyllum commune; PM = Phanerina mellea; AE =
Aspergillus ellipticus; SR = Syncephalastrum racemosum)
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Figure 6. CMCase activity of enzyme extract after OPF pre-treatment with different fungi at 10, 20 and 30
days of incubation (MP = Marasmius palmivorus; MF = Mucor fusiformis; PC = Penicillium citrinum; TA =
Trichoderma asperellum; SC = Schizophyllum commune; PM = Phanerina mellea; AE = Aspergillus ellipticus;
SR = Syncephalastrum racemosum)
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Figure 7. Avicelase activity of enzyme extract after OPF pre-treatment with different fungi at 10, 20 and
30 days of incubation (MP = Marasmius palmivorus; MF = Mucor fusiformis; PC = Penicillium citrinum;
TA = Trichoderma asperellum; SC = Schizophyllum commune; PM = Phanerina mellea; AE = Aspergillus
ellipticus; SR = Syncephalastrum racemosum)
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Figure 8. Xylanase activity of enzyme extract after OPF pre-treatment with different fungi at 10, 20 and
30 days of incubation (MP = Marasmius palmivorus; MF = Mucor fusiformis, PC = Penicillium citrinum;
TA = Trichoderma asperellum; SC = Schizophyllum commune; PM = Phanerina mellea; AE = Aspergillus
ellipticus; SR = Syncephalastrum racemosum)

Selection of Fungi

The selection of the most favorable fungi for pre-treatment of OPF was based on the
average enzyme activity determination results. Figure 9 shows a scatterplot graph of the
average ligninolytic enzyme activity against the total cellulolytic + hemicellulolytic enzyme
activity. From the graph, P. mellea is plotted at the top of the graph (red circle), which
shows that the fungi have the highest ligninolytic enzyme activity with low cellulolytic
and hemicellulolytic enzyme activity. The ratio between ligninolytic enzyme, which is
the desired enzyme, and cellulolytic + hemicellulolytic are best shown by P. mellea. It is
followed by S. commune, located lower than P. mellea. Phanerina mellea shows the highest
average ligninolytic enzyme activity with a value of 0.37 U/mL and an average cellulolytic
+ hemicellulolytic of 0.18 U/mL. It is followed by S. commune, the average ligninolytic
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Figure 9. Graph of average ligninolytic enzyme activity against total average cellulolytic and hemicellulolytic
enzyme activity of fungi. Note. The red circle shows Phanerina mellea is plotted at the top of the graph

enzyme activity is 0.33 U/mL, and the average cellulolytic + hemicellulolytic is 0.19 U/
mL. In this experiment, P. mellea was the most desired fungi for the pre-treatment of OPF.

Selection of the Optimal Ligninolytic Enzyme Activity Production Time

Table 1 shows the average enzyme activity of fungi at different treatment times based
on the type of enzyme that was experimented with. The average laccase enzyme activity
shows that day 20 has the highest enzyme activity compared to days 10 and 30 of SSF.
However, there is no significant difference among days 10, 20, and 30 of SSF (p>0.05).
For average LiP and MnP enzyme activity, day 10 shows the highest activity, followed by
days 20 and 30. However, no significant difference (»>0.05) exists between days 10 and
20. It also shows no significant difference between days 20 and 30. However, day 10 is
significantly different from day 30 of SSF.

The mean CMCase enzyme activity of day 20 shows the highest activity, followed by
days 10 and 30. Days 10, 20, and 30 significantly differ (p<0.05) between each treatment
time. Like CMCase, average avicelase enzyme activity also shows that day 20 has the
highest activity compared to days 10 and 30. There is no significant difference (p>0.05)
between days 20 and 30 of SSF. However, day 10 significantly differs (p<0.05) from
days 20 and 30. The mean xylanase enzyme activity of day 10 shows the highest activity,
followed by days 20 and 30. The variance analysis shows that day 10 has no significant
difference (p>0.05) from day 20. However, day 30 significantly differs (p<0.05) from days
10 and 20 of SSF.

On average, ligninolytic and hemicellulolytic enzyme activity showed the highest
activity on day 10 of SSF, while cellulolytic enzyme activity showed the highest activity
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on day 20 of SSF. This study needed ligninolytic enzymes for lignin degradation with
minimum cellulolytic and hemicellulolytic enzymes. Therefore, the optimum OPF pre-
treatment time is day 10 of SSF.

Table 1
Average enzyme activity of fungi identified on days 10, 20 and 30 of solid-state fermentation
Treatment Average enzyme activity (U/mL)
time (Days) Laccase LiP MnP CMCase Avicelase Xylanase
10 0.06° 0.52° 0.43° 0.10° 0.24° 0.20°
20 0.10° 0.32e 0.35% 0.19¢ 0.30° 0.16°
30 0.06° 0.15% 0.25° 0.03¢ 0.20° 0.09*
SEM 0.01 0.09 0.04 0.04 0.02 0.09
p-Value 0.75 <0.001 0.01 <0.001 <0.001 <0.001

Note: Means that do not share a letter are significantly different, where (P < 0.05) is considered a significant value

DISCUSSION

The different coloration and colony structure indicated the differences between each fungus.
Some fungi can easily be noticed based on their morphological structure in nature. For
example, the fungi filamentous structure is shown in the cottony fibrous structure of hyphae
with cellulose-enriched materials (Mékela et al., 2020). The white concentric rings of F14,
F39, and F49 are synonymous with WRF (Abdel-Hamid et al., 2013). FO3, F32, F77, F65,
and F02 are brown or soft rot fungi.

Each species identified in this study has its specialties. Some fungi species are
used in commercial industries, and some are still under investigation. For example, M.
palmivorus pre-treatment on empty fruit bunches (EFB) and palm kernel meal (PKM)
did not improve the growth of larvae of the Black Soldier Fly (BSF) (Colombatto et
al., 2003). Mucor fusiformis or Zygorhynchus psychrophilus is a fungus usually used in
food manufacturing, such as cheese and tofu. However, it is infectious and dangerous
to human health (Walther et al., 2013). Penicillium citrinum is used in B-mannanase
enzyme production and industrial applications, including animal feed production (Lima
etal., 2021). Schizophyllum commune is used in rice straw fermentation to produce high
levels of xylanase enzyme under the state fermentation method for the pre-bleaching of
ethanol-soda pulp (Gautam et al., 2018).

Phanerina mellea is also a WRF commonly called Ceriporia mellea (Miettinen et al.,
2016). The information on this fungus is limited, and its enzyme activity production and
application have never been investigated. Aspergillus ellipticus is a well-known wood-
decaying fungus, and various studies have used this fungus in cellulose production studies.
This fungus is usually used in pharmaceuticals, food ingredients and enzyme production
(Gupte & Madamwar, 1997).
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In this enzyme activity determination study, some fungi lacked laccase enzyme
activities as some physiological fungi groups were never reported to produce laccase
enzyme, such as zygomycetes, which is the division of M. fusiformis (Mékela et al., 2020).
Gupte et al. (2007) reported no laccase activity in P. chrysosporium. Fusarium verticillioides
and Aspergillus niger secreted no laccase enzyme activity in the study reported by Pant and
Adholeya (2007). Enzyme production by fungi can be classified into three categories which
are fungi that secret laccase and two peroxidases (MnP, LiP), laccase and one peroxidase,
and laccase or peroxidase only (Wang et al., 2019). Mucor fusiformis and A. elepticus are
classified into fungi that secret laccase and one peroxidase.

Lignin peroxidase resulted in the highest enzyme activity in the 0.08 — 0.90 U/mL
range, with the highest recorded by P. mellea on day 10 of SSF. It is lower compared to
LiP enzyme activity produced by P. chrysosporium with 14.25 U/mL on day 10 of SSF
with wheat straw as the substrate, as reported by Gupte et al. (2007). The difference in LiP
enzyme activity production between these two studies could be caused by the different
substrates, nutrient supplementation and even the inoculation number used. In this study,
three inoculums were used, but they used five inoculums in their SSF.

In general, most of the fungi identified in this study produced higher MnP enzyme
activity than laccase and lower than LiP enzyme. The low supplementation of manganese
(IT) ion, which is highly reactive and was used to avoid MnP, hindered LiP enzyme
production (Hofrichter, 2002).

Cellulolytic enzyme activity showed a similar value and trend for all fungi identified
with day 20 showed the highest activity compared to days 10 and 30 of SSF. The peak
time production of cellulolytic enzyme was delayed compared to ligninolytic enzyme.
The physiological structure of the OPF, which is covered with the cell wall structure,
induces the production of ligninolytic enzymes first before WRF produces cellulolytic
and hemicellulolytic enzymes. The WRF colonized the cell lumina of the OPF before
the fungal mycelia propagated the cell wall structure by the Fenton reaction. This event
caused the fungi to produce ligninolytic enzyme first before cellulolytic enzyme (Dong et
al.,2013; Jietal., 2014; Rouches et al., 2016). It was also shown by Rahman et al. (2011)
that P. chrysosporium secretes the ligninolytic enzyme before the cellulolytic enzyme,
resulting in lower sugar production compared to 4. terreus. The activity decreased on
day 30 as the cellulolytic enzyme activity was suppressed, and delignification happened,
producing water.

In the selection of fungi, filamentous fungi that produced high ligninolytic enzymes
with low cellulolytic + hemicellulolytic enzyme activity will be selected for further
study. Ligninolytic enzymes are responsible for delignification (Saha et al., 2016).
Narayanazwamy et al. (2013) reported that lignin degradation involves extracellular
enzymes (LiP, MnP and laccase). The lignin degradation ability of filamentous fungi is
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the critical factor in the pre-treatment. However, cellulose recovery to conserve the total
availability of glucose used by animals will determine the fungi’s actual potential ability
(Tian et al., 2012). Phanerina mellea showed the highest ligninolytic enzyme activity with
low cellulolytic and hemicellulolytic enzyme activity.

The optimal ligninolytic enzyme production time was determined based on the average
enzyme activity of fungi identified on days 10, 20 and 30 of SSF. In this study, each fungus
showed various laccase enzyme activities. The production of laccase enzyme activity is
different for different fungi strains. Isroi et al. (2011) stated that one of the factors that
influenced the production of ligninolytic enzyme production was the fungi strain. The study
by Gupte et al. (2007) also reported that the production of enzyme activity by T versicolor,
P.crysosporium, P.ostreatus, and I. lateus on wheat straw showed the highest on day 10 of
SSF. Akpinar and Urek (2012) also reported that the highest laccase enzyme production
time by Pleurotus eryngii is on day 10 of SSF.

CONCLUSION

WRF has the potential to be used in the biological pre-treatment of lignocellulosic
materials. With the SSF technique, the enzyme activity of WRF was successfully detected
and analyzed, as well as their ability to degrade lignin in OPF. The average ligninolytic
enzyme activity was higher than the average cellulolytic + hemicellulolytic enzyme activity.
P. mellea best showed the enzyme activity production of the desired enzyme. P. mellea
showed an average ligninolytic enzyme activity value of 0.37 U/mL; the average cellulolytic
+ hemicellulolytic is 0.18 U/ml. P. mellea can be further used for pre-treatment OPF in
animal feed production. The optimal pre-treatment time of OPF was also successfully
analyzed. Day 10 of SSF showed the best pre-treatment time for producing high ligninolytic
enzyme activity.
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Table S2
Phylogenetic tree of isolated fungi from OPF sample

F49 MN871736.1 Marasmius palmivorus
MNB871735.1 Marasmius palmivorus
MN871734_1 Marasmius palmivorus
MN871733.1 Marasmius palmivorus

MNB871732.1 Marasmius palmivorus

KX228850.1 Marasmius magnus

HQ607380.1 Marasmius wisteriae

KX148979.1 Marasmius nummularius
MN258667.1 Marasmius graminicola
KF774163.1 Marasmius insolitus
FJ431263.1 Marasmius ochropoides

MN954718.1 Amanita muscaria

0.050

FO2 e e e e = -

KY560315 1 Mucor fusiformis
MN533719.1 Backusella variabilis
MH862387_1 Mucor irregularis
KJ191222.1 Mucor irregularis
MNG629208.1 Mucor irregularis
MG062884.1 Mucor fusiformis

MH859152.1 Mucor fusiformis

r JN206254.1 Backusella variabilis

IJN206253.1 Backusella variabilis
MK415272.1 Ganoderma lucidum

| MK415286.1 Ganoderma lucidum

| MK415285 1 Ganoderma lucidum

0.050

F77 MK312421.1 Penicillium citrinum

MK312450.1 Penicillium citrinum
MN963692.1 Penicillium citrinum
MN360599 1 Penicillium citrinum
MG972744 1 Penicillium brocae
MN962740 .1 Penicillium citrinum
EF422847_1 Penicillium parvulum
KJ171041.1 Penicillium rolfsii
MH862076.1 Penicillium smithii
L—— MH084711.1 Penicillium menonorum
KJ191338.1 Penicillium griseofulvum
MH865726.1 Penicillium griseofulvum
MH865646.1 Penicillium griseofulvum
MH865568.1 Penicillium griseofulvum
MH865346.1 Penicillium griseofulvum

MH865781.1 Metarhizium marquandii

0.020
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F32 MMB07258.1 Trichoderma asperellum
MK928417.1 Trichoderma asperellum
MNBS56318.1 Trichoderma asperellum
MMNB56320.1 Trichoderma asperellum
MIK928414.1 Trichoderma asperellum

| 3780037 Fas s |
MKZ70830.1 Trichoderma aestuatinum
MHBB3048.1 Trichoderma intricatum
AY241587.1 Trichoderma parapiluliferum
MHB62409.1 Trichoderma fertile
MHB58273.1 Trichoderma hunua
DQO00B33.1 Trichaderma ceraceum
AY737759.1 Trichoderma cinnamomeum
AYT737753.1 Trichodenma sulawesense
KJ783296.1 Trichoderma oligosporum
MN4B6562.1 Clonostachys buxi

0.020

Fl4 MN856258.1 Schizophyllum commune

;- 3760050 F14 ITS4

EN;S6§)2,_1 Sthiz-:aphyllum commune

MN856363.1 Schizophyllum commune

MN856414.1 Schizophyllum commune

KP050645.1 Schizophyllum radiatum
MK585511.1 Schizophyllum radiatum

M1, MH855328.1 Schizophyllum radiatum

AY571060.1 Schizophyllum radiatum

L MN856377.1 Schizophyllum commune
L43385.1 Schizophyllum fasciatum

KM098065.1 Schizophyllum leprieurii
MK578041.1 Schizophyllum umbrinum

KJ128370.1 Agaricus agrinferus

0.050

F39 KX752611.1 Phanerina mellea

| KX752602.1 Phanerina mellea
| MK432982.1 Phanerina mellea
B802734 F391TS1 |
MKAOEBT? P-har;roaa;e sordida
MK404436.1 Phanerochaete sordida
MK404435.1 Phanerochaete sordida

MHB60750.1 Phanerochaete chrysosporium

MN533786.1 Phanerochaete chrysosporium
MH858610.1 Phanerochaete chrysosporium

MH854905_1 Phanerochaete chrysosporium
MN736179.1 Phanerochaete chrysosporium
|—KX23G485.1 Ceriporia mellita
| KX236484.1 Ceriporia mellita
MK404310.1 Acanthophysellum ceruss:

0.050
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F03 —
1

MG596660.1 Aspergillus neoellipticus(3)

MG596660.1 Aspergillus neoellipticus(2)
MN266885.1 Aspergillus neoellipticus(2)
MG596660.1 Aspergillus neoellipticus
MN266885 1 Aspergillus neoellipticus
MN944466.1 Aspergillus fumigatus
MNS60560.1 Aspergillus fumigatus

MN947579 .1 Aspergillus fumigatus

MN918289.1 Aspergillus fumigatus

MN945313.1 Aspergillus fumigatus

KJ191355.1 Aspergillus clavatus

P
0.0050

F65

MH858577.1 Syncephalastrum racemosum
MH857910.1 Syncephalastrum racemosum
MH855824.1 Syncephalastrum racemosum

— MHB857909.1 Syncephalastrum racemosum
L 3802725 Fes s |

MN176394.1 Syncephalastrum monosp

MH393183.2 Syncephalastrum monosporum

MH854610.1 Syncephalastrum monosporum

KY047152.1 Syncephalastrum monosporum

KY047143.1 Syncephalastrum monosporum

JX665039.1 Phascolomyces articulosus

0.050

Table S3

The microscopic structure of S. commune (a) morphology on PDA agar media, (b) The microscopic structure
of S. commune, (¢) The morphology reference of S. commune (Sigler et al., 1999)

F14 (a)
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Table S4

The microscopic structure of A. ellipticus (a) morphology on PDA agar media, (b) The microscopic structure
of A. ellipticus, (¢) SEM image of A. ellipticus (Zafar et al., 2017)

F03 (a) (b) (©)

Table S5
The microscopic structure of T. asperellum (a) morphology on PDA agar media, (b) The microscopic structure
of T. asperellum, (c¢) The morphology reference of T. asperellum (Podder & Ghosh, 2019)

F32 (a) (b) (c)

Table S6
The microscopic structure of P. mellea (a) morphology on PDA agar media, (b) The microscopic structure of
P. mellea (¢) The morphology reference of P. mellea (Miettinen et al., 2016)

F39 (a) (b) (©)

-

2538 Pertanika J. Sci. & Technol. 32 (6): 2511 - 2540 (2024)



Isolation and Screening of Indigenous Filamentous Fungi

Table S7
The microscopic structure of M. palmivorus (a) morphology on PDA agar media, (b) The microscopic structure
of M. palmivorus, (¢) The morphology reference of M. palmivorus (Tamur et al., 2019)

F49 (a) (b)

Table S8
The microscopic structure of S. racemosum (a) morphology on PDA agar media, (b) The microscopic structure
of S. racemosum, (¢) The morphology reference of S. racemosum (Raju et al., 2020)

F65 (a) (©)

Table S9
The microscopic structure of P. citrinum (a) morphology on PDA agar media, (b) The microscopic structure
of P. citrinum, (¢) The morphology reference of P. citrinum (Saif et al., 2020)

F77 (b)
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Table S10
The microscopic structure of M. fusiformis (a) morphology on PDA agar media, (b) The microscopic structure
of M. Fusiformis, (c) The morphology reference of M. fusiformis (Walther et al., 2013)

F02 (a) (©)
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ABSTRACT

Collagen from the local "Kacang” goat skin is a natural raw material in the halal food
industry in Indonesia. This study aims to isolate acid-soluble collagen (ASC) from
“Kacang” goat skin and characterize its chemical properties. The collagen was derived
from one-year-old goat skin and cured in acid condition for 48 hours at 4°C to eliminate
meats, fat, and hair. The cleaned skins were treated at 1:10 (w/v) of 0.1 M NaOH for 0,
24, and 48 h at 4°C. It was then neutralized in distilled water and extracted with 0.5 M
acetic acid at a 1:10 (w/v) ratio for 24, 48, and 72 h at 4°C. The yield of ASC was 21%,
characterized by chemical composition, soluble protein, differential scanning calorimeter
(DSC), and protein molecular weight. The chemical composition of ASC was 11.15%
(moisture), 9.04% (protein), 0.98% (fat), and 0.052% (ash). ASC has the highest collagen

solubility in NaCl 5% at pH 2. ASC also has

thermal stability with a low profile pattern of
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INTRODUCTION

The need for collagen as raw material in food and non-food industries, such as medicine
and cosmetics, is increasing yearly (Veeruraj et al., 2015). Due to the huge demand
for collagen, humans explored and isolated collagen from the extracellular matrix of
multicellular animals, from vertebrates to echinoderms. According to Chen et al. (2018),
collagen makes up about 30% of the total protein in a vertebrate animal’s body. Fibril
collagen is organized into a network that creates a stable body frame (Holmes et al., 2018).
There are currently 29 types of collagen molecules known from types [-XXIX from various
animal tissues, with each type having a unique molecular structure, amino acid sequence,
functional characteristics, and biophysical properties (Luo et al., 2018; Zhao et al., 2018).
The collagen from cow and pig skins is used for functional foods, tissue engineering, and
cosmetics because it has unique properties, physically and functionally (Luo et al., 2018;
Subhan et al., 2015; Venkatesan et al., 2017).

The arrangement of peptides, structures, and functions varies among all these collagen
molecules (Yousefi et al., 2017). Even though Indonesia has a huge potential for raw
materials, the country currently depends on imported goods for its collagen supply. Wang
et al. (2014) reported that the use of raw materials from pigs’ skin and bones as a source of
collagen is an issue for Muslims, even though the use of local materials other than pork is
an alternative source for collagen production. Some industries make halal collagen due to
Muslim consumers' growing awareness of halal food. Furthermore, collagen, the primary
component of capsule shells used in the pharmaceutical business, is an imported good
(Hidaka & Liu, 2003), mostly from the United States and Europe. These countries often
use pig skin (46%), cow bones (23.1%), and other sources (1.5%) to isolate collagen. It
has occurred because of the low cost of raw materials (Karim & Bhat, 2009). Additionally,
some countries have high cases of foot and mouth disease (FMD) (Huang et al., 2011).

The "Kacang” goat skin holds great promise as a source of collagen in Indonesia.
There are various local livestock species spread over Indonesia. Goat skin is typically a
by-product used to make jackets and gloves. For best usage and to maximize its worth and
reduce disposal costs, this by-product should be converted into a source of collagen. A
chemical substance and a skin protein react during the collagen isolation process. Pepsin
and materials derived from acids are still used as pre-extraction agents in collagen isolation.
Animal collagen can be isolated through salting out, alkaline, acid, and enzymes (Yang
& Shu, 2014). The acid and enzyme procedures are the ones that scientists like to use.
Collagen can be extracted using the acid method using organic acids like citric, lactic, or
chloroacetic acid (Skierka & Sadowska, 2007).

The results of isolating collagen from a material are then physically and chemically
characterized to determine the properties of the collagen obtained. Protein concentration,
moisture, ash, soluble protein, and fat content are examples of chemical properties. Physical
characterizations include viscoelasticity, thermal stability, functional group, and solubility
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(Matmaroh et al., 2011; Singh et al., 2011; Wang et al., 2014). As a result, this study's
objectives are to isolate acid-soluble collagen (ASC) from "Kacang” goat skin and define
its chemical composition.

MATERIALS AND METHODS

Materials

Collagen was prepared from goatskin at the age of one year. It was carefully removed
by hand, cleaned with distilled water, and removed manually. We purchased acetic acid,
sodium hydroxide, sodium chloride, HCI, methanol, BSA, and commasie blue from Merck
in Darmstadt, Germany. In this study, only analytical-grade reagents were employed.

Method
Chemical Composition of Raw “Kacang” Goat Skin

The chemical compositions of “Kacang” goat skin, such as moisture, protein, fat, ash
content and isolated collagen, were analyzed and determined according to AOAC (2000).

Condition for the Optimum Process of Isolation of Collagen

In the extraction process, 0.1 M NaOH was used to isolate and optimize collagen and
acetic acid for 24, 48, and 72 h. Each treatment in the study was carried out five times. The
experimental design extracted collagen using a slightly modified technique (Wahyuningsih
etal.,2018). The local slaughterhouse provided "Kacang" goat skin. Figure 1 shows a flow
diagram of the collagen extraction procedure. The cleaned skins were trimmed to a length
of around 10 cm. The treated skins were washed and placed in 0.1 M NaOH at a ratio of
1:10 (w/v) for 0, 24, and 48 h at 4°C. After the alkaline treatment, the skin was cleansed
and neutralized with distilled water to a pH of 7. For 24, 48, and 72 h at 4°C, the skin was
extracted with 0.5 M acetic acid at 1:10 (w/v). The extract was filtrated with filter paper,
and then it was precipitated with 2.6 M NaCl. At 4°C and 10,000 g, the sample solution
was centrifuged for 30 min. Total precipitates were collected, dialyzed with 0.1 M acetic
acid, and then mixed with 0.5 M acetic acid a ratio of 1:5 w/v). The highest yields of the
freeze-dried collagen that had been isolated were employed in the tests. Figure 2 displays
the collagen from “Kacang” goat skin.

Characterization of “Kacang” Goat Skin Extracted Collagen
Protein Concentration

Lowry's method is used to calculate the protein concentration of ASC (Ledward, 2000).
As a protein standard, 10 ml of distilled water was mixed with about 100 mg of bovine

Pertanika J. Sci. & Technol. 32 (6): 2541 - 2559 (2024) 2543
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serum albumin (BSA). The biuret reagent was added and allowed at room temperature for
30 min, and with a spectrophotometer (Shimadzu, United States), absorbance at 570 nm
was determined. The absorbance at 570 nm was graphed against the volume of the protein
standard solution. The collagen powder was then diluted 1:5 with distilled water. As a
result, the final protein concentrations in the calibration curve’s range were established.

"Kacang" goat . . : Pre-treatment
skin > Cleaning —| Size reduction > NaOH
\
Extraction of I s .
collagen > Filtration —| Precipitation >/  Centrifuge

Dialysis —| Freeze drying

Figure 1. The process flow diagram for collagen extraction

Figure 2. The collagen freeze-dried from “Kacang” goat skin
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Solubility determination

With a few minor modifications, Jongjareonrak et al. (2005a) and Corre-Bordes et al. (2018)
used varied pH levels to test the solubility of isolated collagens. The lyophilized collagen
was dissolved in 0.5 M acetic acid with moderate stirring for 24 h to achieve a final 3 mg/
ml concentration. The sample was transferred to a centrifuge tube with a volume of around
8 ml with 6 N NaOH or 6 N HCI; the pH values were changed from 1 to 10 across the
pH scale. Distilled water was used to increase the volume to 10 ml. The solutions were
agitated for 30 min at 4°C, followed by a 30 min centrifugation at 4°C. Lowry's method
determined protein concentrations in the supernatant (Lowry et al., 1951). Calculations of
protein solubility were made using data from the pH level with the highest protein content.
Equation 1 was used to determine the relative solubility of collagen.

. . Protein concentration of supernatant
Relative solubility (%) = - - - x 100 [1]
The highest protein concentration

Differential Scanning Calorimeter (DSC)

Liang et al. (2014) and Jeevithan et al. (2014) employed the differential scanning calorimeter
with minor adjustments. The samples were sealed after being weighed on an aluminum pan.
Temperature calibrations were done using an indium standard. Denaturation and melting
temperatures are determined using DSC heating patterns. The first endothermic peak (Td),
or thermal denaturation of collagen and the second peak (Tm), or melting temperature,
were measured.

Protein Molecular Weight by SDS-Page Electrophoresis

SDS-PAGE electrophoresis was used to determine the proteins' molecular weight.
Following the Laemmli (1970) method, SDS-PAGE was carried out using 5% stacking
gels and 7.5% separating gels. The gels were separated and connected to the power source
at 10 mA to track the dye introduced into the bromophenol blue. Gel staining was done
using Coomassie blue and a 2:1 methanol to the acetic acid solution. The separated protein
bands were recognized using a typical Sigma molecular mixture marker (protein marker).

Statistical Analysis

The condition optimization of collagen was analyzed using SPSS 16.0 with the General
Linear Model (GLM) factorial pattern with each of the three replicates. The chemical and
solubility collagen of the ASC “Kacang” goat collagen was analyzed using SPSS 16.0 with
a one-way analysis of variance (ANOVA) design for each of the three replicates. Each
analysis result was presented as a mean (SD). ANOVA and mean were compared statistically
using SPSS to determine whether any differences were statistically significant (p < 0.05).
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RESULTS AND DISCUSSION
Chemical Composition

The analysis objectives in this study are to determine the chemical composition of raw
material and compare it with raw material extracted into ASC. Table 1 presents the
chemical compositions of raw skin and ASC. The result showed raw skin has moisture
(29.81 £2.31%), protein (31.05 = 0.21%), and ash (0.36% + 0.03), whereas the chemical
composition of ASC is moisture (11.15 £ 0.08%), protein (9.04 £ 0.32%), and ash (0.052
+ 0.09%), the raw material has it higher than ASC. Collagen isolated by acid treatment
contained higher fat (0.98%) than raw material (0.52%). The separate collagen's high-fat
content demonstrated an effective defatting process. Silver catfish collagen only included
0.81 + 0.32% ASC and 0.92 + 0.08% fat, according to research by Sarbon et al. (2013).
Ash content indicating low value also provides well on the collagen produced. The protein
content of ASC was 9.04% lower than the raw skin material (31.05%). The extraction
process may have failed, so the extracted protein was not optimal, and there was still much
left in the raw material. Therefore, further study is needed to obtain optimal results so that
the extracted protein can be optimal.

The moisture content of the raw skin of the “Kacang” goat and extracted collagen
differs significantly (p < 0.05). Li et al. (2020) reported that collagen from the carapace
tissue of a Chinese soft-shelled turtle (Pelodiscus sinensis) contains moisture (14.21%),
protein (32.02%), fat (0.40%), and ash (48.6%). The extracted collagen of ASC showed
low moisture, protein, and ash but high fat. High-fat content in the raw material can
interfere with collagen extraction, so the yield cannot be optimal. It was removed before
collagen extraction with NaOH, and this also indicates that the NaOH curing process before
extraction in this study was not optimal, or the pre-treatment of NaOH was not long enough
because there was still much fat involved during extraction.

Table 1
Chemical composition and soluble protein concentration of ASC
Samples Chemical composition (%)
Moisture Protein Fat Ash
Raw skin 29.81 +£2.31° 31.05+0.21¢ 0.52 £0.07* 0.36 £ 0.034
ASC 11.15 +0.08° 9.04 +£0.23" 0.98 +£0.32° 0.052 £ 0.09*

*Different superscripts (*) in the same column of collagen are the significant differences (p < 0.05)

Condition for Optimum Process of Isolating Collagen

Optimization of collagen isolation was analyzed using the General Linear Model (GLM)
factorial pattern (Table 2). Pre-treatment with NaOH is followed by collagen extraction in
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two phases (Pal & Suresh, 2016). The optimization of collagen isolation is based on the
highest yields. Yield is the final result obtained from collagen extraction in the method is
the more effective or not used (Alhana et al., 2015). Yield shows the effectiveness of raw
materials in converting into products (Wulandari & Suptijah, 2015). Wet yield data of acid
extraction was used to analyze the optimum method for isolating collagen from Indonesia's
local goat skin. The optimum process of isolating collagen in this study was at 0 h pre-
treatment of NaOH and extraction 48 h at 4°C with yields of 21%. Treatment extraction
collagen without NaOH has the highest yield and was significant to the pre-treatment of
NaOH in 24 and 48 h. Long pre-treatment NaOH and acid extraction time is known to
impact the yield of acid-soluble collagen. Decreasing collagen yield can impact the pre-
treatment time of NaOH and the extraction process. Based on the data analysis results in
this study, pre-treatment time with NaOH and acid extraction can impact the yield produced.

Table 2
Yields of acid soluble collagen from “Kacang” goat skin
Prect ¢ Yield (%)
re-treatment o . .
NaOH (h) Time to extraction (h)
24 48 72
0 11.40 £4.39 21.00 + 8.34° 17.8 +£2.78*
24 18.20 £4.15° 8.89 £ 2.34° 6.45 £ 3.20°
48 3.60 + 1.14¢ 3.20 + 1.64¢ 4.80 + 1.64°

*beDifferent Superscript differences in some letters indicated significant differences (p < 0.05)

The optimum conditions in this study were different from previous studies by Woo et
al. (2008), who explained that the optimum condition for collagen extraction from yellow
tuna skin was 24 h NaOH pre-treatment time and collagen extraction time was 23.5 h with
a yield of 27.1% using NaOH concentrations of 0.2 and 0.5 M, but if NaOH is used with
a concentration of 0.05 and 0.1 M is only a small amount of protein dissolves. So, in this
study, a concentration of 0.1 M NaOH only caused slight swelling of the goat skin, but
the longer the soaking, the greater the yield produced. Yoshimura et al. (2000) stated that
soaking using NaOH in collagen extraction can affect swelling on the skin of C. striata
fish. The telopeptide region of the collagen molecule can be damaged by alkaline treatment
with NaOH during the pre-treatment method, which results in the soluble OH group that
binds to the protein (Jaswir et al., 2011). The process can be caused by the migration
of non-protein collagen and other components in the collagen matrix so that it is easily
detached (Cho et al., 2005). Time, temperature, concentration of NaOH, and the type of
raw material utilized impacted how effective the NaOH pre-treatment time was (Liu et al.,
2015)—the period of hydrolysis impacted the extraction method because the mass transfer
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rate was regulated by the duration of the diffusion process, which in turn impacted the
total yield. The type of solvent, solvent concentration, temperature, and the raw material
utilized can all impact the variations in ideal circumstances in the extraction process. The
most often used organic solvent for collagen extraction was acetic acid. pH is linked to
changes in protein density, which can affect electrostatic interactions and protein structure.
At the same time, the solubility of collagen in acetic acid can impact the pH value during
the extraction process (Verheul et al., 1998). When the pH is lower or higher than the
isoelectric point (pl) of protein, the solubility of protein will increase due to the repulsive
force between charges (Chi et al., 2014). The pl value of collagen is usually between pH
6-9 (Li et al., 2013; Wu et al., 2015). in addition, collagen solubility was affected by the
number and sequence of amino acids, molecular weight and conformation. Environmental
factors also play an important role, such as pH, type of solvent, ionic strength, temperature
and extraction process (Li et al., 2018; Zayas, 1997).

Characterization of Extracted “Kacang” Goat Skin Collagen
Soluble Protein Concentration

NaCl Effect on the Solubility of Collagen. The precipitation process greatly influences
the total amount of soluble collagen. Collagen can be precipitated using NaCl. Adding
salt in high concentrations causes protein aggregation through salting out, where the salt
binds to water and precipitation occurs. The precipitation can happen because the ionic
strength of the salt is higher than that of protein, so water is easily bound. The decrease in
total protein bonding in water can cause the protein to precipitate easily (Winarno, 2008).
Figure 3 shows ASC solubility with various concentrations of NaCl (1%, 2%, 3%, 4%,
5%, 6%). This study showed collagen solubility of ASC at 1% NaCl was significantly
lower to 5% and 6% NaCl concentration treatment but similar with NaCl 2%, 3%, and
4% concentrations. The collagen solubility of ASC at 5% NaCl was significantly higher at
1% and 2% NaCl concentration treatment but showed similar results to NaCl 3%, 4%, and
6%. ASC solubility decreased and gradually declined from 1 to 5% NaCl concentration.
ASC was more soluble in treatment NaCl 5% (580 + 0,11 ppm).

The higher solubility of ASC with treatment NaCl 5% is 580 + 0,11 ppm, which was
significant with 1% NaCl. The collagen solubility of ASC in this study generally decreases
at a 6% increase in concentration of NaCl. According to the research by Li et al. (2020),
the collagen of the skin of the Nile tilapia by chemical and fermentation has a solubility
of collagen at 1% and 2%. Other studies have also been reported by Li et al. (2013) on
collagen solubility of ASC from bone and skin of Spanish mackerel (Scomberomorus
phonics) constant of NaCl up to 2% (w/v) and decreasing of NaCl concentration is 3% (w/v).
According to research by Woo et al. (2008), collagen solubility of ASC from yellowfin
tuna dorsal skin collagen decreases when the concentration of NaCl increases at 2% (w/v).

2548 Pertanika J. Sci. & Technol. 32 (6): 2541 - 2559 (2024)



Chemical Composition of Acid Soluble Collagen (ASC)

In Song et al. (2021), FASC and CASC from Nile tilapia skin have high solubility at 3%
and decrease at 4% (w/v) NaCl. It is probably caused by the structure of ASC from the
Indonesian local Kacang” goatskin, which is different from the structure of collagen from
fish. The protein solubility of ASC in this study was relatively stable, increasing at over
a concentration of NaOH 2% and slowly decreasing at a concentration of 6% NaCl. The
collagen structure of ASC in this study was relatively stronger and resistant to NaCl at
above 2%. The salting-out phenomenon was affected by collagen solubility when NaCl
concentration was increased. The collagen solubility decreases because of increasing ionic
strength, so salt ions compete with water and protein precipitates (Vojdani, 1996). Collagen
solubility declines when an increase in NaCl concentration causes the protein to precipitate
by combinations of chains and the competition with salts ionic water and enhancing
hydrophobic-hydrophobic interactions (Bae et al., 2008; Jongjareonrak et al., 2005b).
NaCl with high concentrations causes the hydration layer on the collagen surface to be
destroyed and hydrophobic sites to be exposed, thereby causing increased interactions and
hydrophobicity collagen precipitation and aggregation (Woo et al., 2008; Yu et al., 2014).
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Figure 3. ASC solubility with variation concentration of NaCl

PH Effect on the Solubility of Collagen. pH conditions highly influence the collagen
solubility of the solution. ASC samples were observed at pH 1-10. Figure 4 illustrates
how pH affects ASC collagen solubility. In this study, collagen solubility was pH neutral,
and the level of solubility of collagen in each sample experienced a decrease. However,
the solubility of collagen increased once again when the pH was increased to an alkaline.
Dissolved collagen levels in this study showed that the solubility of collagen in the treatment
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Figure 4. ASC solubility with variation pH

at pH 2 with a value of 300 ppm was significant to the treatment at pH 1, 4, 5, 6, 7, 8, 9,
and 10 but not significant with treatment at pH 3 (Figure 4). The higher collagen solubility
of ASC in this study was at pH 2 (300 £ 0.03 ppm). Collagen is easily dissolved in acid
conditions. Protein can be positively or negatively charged if the pH value is above and
below the isoelectric point, which causes protein solubility to increase due to repulsive
forces between protein chains (Vojdani, 1996).

Based on research, the higher collagen ASC solubility in acidic conditions at pH 3 is
300 + 0.03 ppm and decreases at pH 3 to 7. In a different study from Li et al. (2013), the
collagen solubility of ASC from the skin of Spanish mackerel reduced at pH 7 and increased
at a pH range between 1-4. Woo et al. (2008) reported that higher ASC solubility in the
dorsal skin of yellowfin tuna at pH 4 slowly decreases at pH 5 to pH 6, then increases at
pH 7 and becomes relatively stable to pH 9. In Kittiphattanabawon et al. (2005), collagen
from Bigeye snapper fish (P. Tayenus) skin is pH 7-8 and has low solubility and higher
collagen solubility in pH 2 and 5. In Song et al. (2021), FASC and CASC from Nile tilapia
skin are highly soluble at pH 1-4 and increase at pH 7—11. Increased protein solubility can
be caused by an increase in the negative charge of collagen molecules and repulsive forces
between chains (Jongjareonrak et al., 2005b). ASC's higher average collagen solubility
in acidic conditions decreases in alkaline conditions. The point of isoelectric (p/) value is
affected by protein solubility. When p/ is lower or higher than pH in a protein solution, it
will cause protein solubility to increase due to an increase in the attraction between protein
molecules net positive or negative charge residues. In contrast, p/ induces aggregation,
and precipitation causes the protein's overall charge to be almost zero because it increases
as interactions between hydrophobic sites occur (Wong et al., 1989). Collagen has the p/
range of pH 6-9 (Foegeding et al., 1996).
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Differential Scanning Calorimeter (DSC)

Based on changes in physical and chemical properties, thermal analysis can characterize
materials and determine their thermodynamic properties (Klancnik et al., 2010). The glass
transition (Tg), melting point (Tm), and temperature in the polymer (Td) are three thermal
properties that can be measured using DSC of the thermal analysis. The DSC thermograms
of ASC from Indonesian local goatskin are shown in Figure 5. A sample of ASC from
“Kacang” goatskin was used and rehydrated before DSC analysis using 0.05 M acetic acid.
ASC has one endothermic peak (T,.x) at 99.92°C, which means thermal denaturation of
collagen and heat resistance at 99.92°C. ASC's temperature starts at 30.34°C, and the final
melting temperature is 153.71°C. Thermal denaturation is related to the first endothermic
peak, with maximum peak denaturation temperature (Td) of 30.3°C and 99.9°C. Td is
indicated as an amino acid composition from the compact structure of collagen (Zhang et
al., 2016). The number of amino acids has intramolecular and intermolecular cross-linking,
correlated with the Td of collagen (Veeruraj et al., 2013; Zhang et al., 2016). The second
peak is a melting temperature (Tm), which destroys material due to structural damage to the
peptide crystal by high temperature (Liang et al., 2014). Kozlowska et al. (2015) reported
in ASC that the fish skin of the Northern pike has an exothermal peak; T1 is 79.3°C, and
T2 is 198.4°C. The first peak is related to the temperature at collagen denaturation, and
water is bonding with protein molecules. The second exothermal peak describes the change
in the structure of complex collagen parts into protein, which is destroyed. Based on this
literature, ASC in this study at a temperature of 99.92°C and changes in collagen structure
were denatured.
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Figure 5. The DSC thermograms of ASC from Indonesian local goatskin

Pertanika J. Sci. & Technol. 32 (6): 2541 - 2559 (2024) 2551



Dita Prameswari Trenggono Putri, Rina Wahyuningsih, Rusman, Nurliyani and Yuny Erwanto

ASC from Indonesian local racing goatskin has thermal stability (Td and Tm) was lower
than ASC from turtle carapace (40°C and 125°C) (Li et al., 2020), Chinese soft-shell turtle
calipash collagen (between 35°C and 105.14°C) (Zhang et al., 2016), and CASC and FASC
from Nile tilapia skin has Td values was 36.8 and 36.5 (Song et al., 2021). Different tissues
in collagen feed and the animal’s environment suggest the difference in thermal stability.
Bae et al. (2008) said collagen with a high amino acid (proline and hydroxyproline) would
be more heat-resistant. Besides that, the amino acid composition of collagen varies between
species because it depends on the habitat, especially the temperature of the initial habitat.
The collagen derived from a habitat with high temperatures will have a higher amino acid
compared to the collagen derived from species in a habitat with low temperatures, so it
has a higher melting temperature and thermal stability. Td of collagen is related to amino
acid composition and non-helical regions with more regular regions and compact collagen
structure (Ali et al., 2017; Zhang et al., 2016). In addition, collagen Td also directly
correlates with the number of amino acids related to intra-molecular and intermolecular
cross-link, and collagen stability is greatly influenced by the number of amino acids (Song
et al., 2021; Veeruraj et al., 2013; Zhang et al., 2016). Besides that, collagen molecular
weight also influences the thermal stability of collagen (Pal et al., 2015).

Protein Molecular Weight

SDS-PAGE profiles ASC's protein patterns and assesses collagen's type and composition
(Figure 6). In this study, the protein pattern in ASC for each step of the collagen extraction
process (Step 1), the initial screening after each sample extraction did not look clean,
and other bands were still visible. It may be due to the initial step of extraction being
contaminated with other materials besides collagen. However, after the precipitation step,
until freeze-drying, the bands formed were clear, and no other material was contaminated.
ASC has al-chain, a2-chain, and B-chain. The molecular weight of ASC was between
57.82 and 162.06 kDa, with the al-chain being 57.8 kDa and 71.83 kDa for a2-chain.

There are cross-linked collagen molecules because of the collagen structure's high
molecular weight component. The high amount of cross-linked collagen is indicated by
the thickness of structural protein band intensity in  structure (Singh et al., 2011). In
general, the structure of ASC from Indonesian Local “Kacang” Goat Skin is indicated as
Type 1 collagen. Damodaran (2017) stated that Type 1 collagen has a triple helix structure
with a molecular weight of around 100 kDa on the al and a2 chains. Giraud-Guille et al.
(2000) said the collagen derived from bovine and fish skin consists of 2 a-chains (al and
a2 chains). Woo et al. (2008) added collagen derived from yellowfin tuna dorsal skin also
consists of 2 a-chains (ol and a2 chain). Saito et al. (2002) reported that Type 1 collagen
consists of heterologous a1 and a2 chains forming a triple helix (a1)2a2, where the dimers
and trimers of the chain are high molecular weight components.
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The ASC from Northern fish pike skin
has a molecular weight of 118 kDa for the

245 kDa
ol and 108 kDa for the a2 chain (Kozlowska
L0 kDa etal., 2015). In a study by Li et al. (2020),

~100 kDa  collagen ASC from the carapace tissue of
75 kDa a Chinese soft-shelled turtle (Pelodiscus
sinensis) has a molecular weight between
100 kDa and 135 kDa and suggests Type
45kDa 1 collagen. A comparable study from
Martinez-Ortiz et al. (2015) used collagen

-25kDa derived from rabbit skin. The collagen has a
molecular weight of 118 kDa for al and 102

—10 kDa kDa for the 02 chain, so ASC in this study

60 kDa

was lower than the molecular weight from
fish, turtle, and rabbit skin. The difference in
molecular weight can occur due to several

Figure 6. SDS-Page patterns of ASC from Indonesia’s

local “Kacang” goatskin. (1) step of freeze-drying, . .
(2) step of dialysis, (3) step of centrifugation, (4) factors, such as the type of species, habitat,

step of precipitation, (5) step of filtration, (6) marker  feed, and age of species. Collagen has two
of protein. bands, al and a2 chains. Type 1 collagen
found in bones, dermis, tendons, ligaments,
and cornea has a molecular composition [al(I) 2a 2(I)]. ASC-SK and ASC-SP from
spines and skulls of skipjack tuna (Katsuwonus pelamis) are Type 1 collagen because
it has heterotrimers containing two identical al chains and one a2 chain in the form of
[a1(I)]2a2(1) molecules (Sato et al., 1989). In general, the Type I collagen consists of two
al chains and one a2 chain as the main component ([a1]202). Hwang et al. (2007) stated
that the intensity of the a2 chain band is lower due to the presence of components dimerized
into § components and forming f12 dimer. Kimura et al. (1991) reported that the Type |
collagen from lathyritic carp bones had two molecular forms: the first molecule [o1]202
is the main component. The second molecule ala2a3 is minor, and Ogawa et al. (2004)
reported that the Type I collagen heterotrimer (a1 a2a3) was found as the main component
of ASC from sheep head bone and black drum. The a3 chain has the same molecular weight
as the a1 chain using electrophoresis (Di et al., 2014).

The study of Han et al. (2011) showed that collagen derived from bluefin tuna skin
has a molecular weight of a1 chain in 120 kDa, a2 chain in 112 kDa, and B-chain in 205
kDa, whereas Type 1 collagen carp scales have al chain in 117.3 kDa and a2 chain in
107.4 kDa. In this study, ASC was known to have a higher molecular weight found in
the structures and high cross-linking, as in Type 1 collagen. The research from Singh et
al. (2011) showed that the structure in B and y chains is a cross-linked collagen molecule
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forming dimers and trimers. The higher the number of collagen molecules, the thicker
the intensity in the protein structure band. Thermal stability also has a relationship with
molecular weight. The result of the previous characterization stated that ASC had high
thermal stability. According to Duan et al. (2009), high molecular-weight collagen has
more stable heat resistance than low molecular-weight collagen. ASC in this study was
higher in solubility at acidic pH conditions. When the pH is higher or lower than p/, it
causes protein molecules to be greater, and the solubility of collagen increases as the
repulsive force between the chains increases. Collagen stability decreases, possibly due to
increased NaCl concentration, which is affected by protein precipitation and salting-out.
The changes in collagen solubility in several types of fish can be caused by changes in
structure, molecular weight, and number of amino acids (Li et al., 2020).

CONCLUSION

ASC from Indonesia's Local “Kacang” goat skin has a high moisture content but a low fat
level. Additionally, collagen has an optimum process at 0 h pre-treatment of NaOH and
extraction time of 48 h at 4°C with yields of 21%. Collagen has higher solubilization in
NaCl 5% and at the acid pH ranges; besides, it has a temperature thermal stability with
low molecular weight. Therefore, this study suggested that “Kacang” goat skin might be
used to manufacture a product that has added value. Therefore, it is necessary to carry out
further studies on the functional properties of this collagen.
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ABSTRACT

This article describes the process of fabricating an integrated all-solid electrode (IASE)
by integrating thin films of titanium dioxide (TiO,) and silver/silver chloride (Ag/AgCl)
onto an indium tin oxide (ITO) substrate. The fabrication of a pH sensing electrode (SE)
involved utilizing a spin-coated thin film composed of TiO,. Thermally produced thin
films of Ag/AgCl were used to develop solid reference electrodes (RE). The present work
examined the impact of the drying process on the pH sensitivity and linearity of the low-
temperature deposited IASE. The drying procedure was carried out within a temperature
range from room temperature to 100°C. The investigation involved the examination
of crystallinity, surface morphology, and thin film composition through the utilization
of field effect scanning electron microscopy (FESEM), X-ray diffraction (XRD), and
energy-dispersive X-ray (EDX) methods. In addition, a comparison was made between
the pH sensing performance of the IASE and a commercially available Ag/AgCl RE. The

findings of this research demonstrate that
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INTRODUCTION

pH is an essential parameter in various fields, including agriculture (Gao et al., 2022;
He et al., 2022), medical applications (Chalitangkoon & Monvisade, 2021), and food
processing (Fathi et al., 2022; Zou et al., 2023). The ability to determine the level of acidity
or alkalinity in a solution is significantly influenced by the pH value. The conventional
method of pH measurement involves using glass electrodes, which have gained widespread
popularity. However, the fragility of glass-based electrodes limits their utility and hinders
their miniaturization for certain applications, particularly in the medical field (Manjakkal
et al., 2020). Additionally, the maintenance of such pH sensors is labor-intensive due to
the requirement of an internal solution, typically saturated potassium chloride (KCI).
Consequently, there is a need for alternative pH sensing approaches that offer improved
durability and reduced maintenance.

In 1972, P. Bergveld introduced a novel solid-state pH sensor, the ion-sensitive field
effect transistor (ISFET), in response to the challenges associated with glass electrode
fragility and maintenance requirements (Bergveld, 1972). The utilization of ISFETs
enabled the quantification of ionic reactions occurring in electrochemical and biological
surroundings. Nevertheless, certain drawbacks were discovered upon its implementation,
particularly in relation to temperature sensitivity, susceptibility to light interference, and
ionic penetration issues. To address these challenges, Spiegel proposed an alternative
solution in 1983: the extended gate field effect transistor (EGFET) detection method
(Spiegel et al., 1983). The EGFET pH sensor offered several notable advantages over the
ISFET, including enhanced stability in varying light and temperature conditions, heightened
sensitivity, reduced impedance, cost-effectiveness, and simplified packaging (Mokhtarifar
et al., 2018; Pullano et al., 2018).

Various metal oxides, including tantalum oxide (Ta,Os), zinc oxide (ZnO), copper oxide
(Cu0), tin oxide (SnO,) and titanium dioxide (TiO,) have found widespread applications in
diverse fields (Beale et al., 2022; Khizir & Abbas, 2022; Palit et al., 2020; Ramakrishnappa
et al., 2020; Sharma & Kumar, 2022). Among these metal oxides, TiO, has emerged as a
highly promising material, demonstrating significant potential in various applications such
as memristors, dye-sensitized solar cells, photocatalysts, capacitors, gas sensors, pH-sensing
electrodes (SE) and tailoring the charge storage properties (Krishnan et al., 2016; Ozdemir
et al., 2022; Pal et al., 2018; Sadig et al., 2019; Tayeb et al., 2022; Zamiri et al., 2022;
Zulkefle et al., 2021). When employed as a SE, TiO, offers exceptional attributes, including
excellent chemical stability, flexibility, robustness, and a high dielectric constant. Several
fabrication techniques for TiO, SE have been documented, including sputtering, spin
coating, physical and chemical vapor deposition, immersion techniques, spray pyrolysis,
electron beam deposition, and pulsed laser deposition (Dave & Chauhan, 2022; Radha et
al., 2022; Song et al., 2023; Yang et al., 2023). The sol-gel spin coat process is the simplest
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and least expensive of these options. It makes it easier for chemicals to react evenly with
the thin films and the substrate, especially when the temperatures are high.

The primary aim of this investigation is to examine the performance of sensitivity
for integrated all-solid electrodes (IASE) through the application of a TiO, SE and an
Ag/AgCl reference electrode (RE) onto a singular indium tin oxide (ITO) substrate. It is
hypothesized that utilizing TiO, as the SE and Ag/AgCl as the RE will result in enhanced
durability, potential for downsizing, and reduced maintenance demands compared to
conventional glass-based pH sensors. In this study, we analyzed the operational efficiency
of the developed IASE system and compared it to a TiO, SE paired with a commercially
available RE. The present studies are anticipated to provide an important and useful addition
to the advancement of pH sensing devices that are both efficient and dependable, hence
enhancing their applicability across several domains.

MATERIALS AND METHODS
Sample Preparations

The TASE was fabricated by constructing an SE and a RE on a single ITO-coated glass
substrate. Figure 1 shows the top view configuration of the IASE, with the Ag/AgCl RE
and TiO, SE occupying an area of 0.35 cm? and being separated by 0.6 cm? of the insulation
region. The insulation region was created by removing the conductive ITO coating using
zinc powder and hydrochloric acid (HCI). This removal was crucial to prevent electrical
linkage between the SE and the RE.

Prior to fabricating the IASE, the ITO substrate underwent ultrasonic cleaning using
Hwashin Technology Powersonic 405. The substrate was cleaned by submerging it for
ten minutes at a time in a solution of ethanol and deionized water and then drying it with
inert nitrogen gas.

To produce TiO,, a solution containing mixtures A and B was combined. Mixture A
comprised absolute ethanol as a solvent, glacial acetic acid as a stabilizer, and titanium
(IV) isopropoxide as the precursor. In contrast, mixture B consists of deionized water,
Triton X-100 utilized as a surfactant and absolute ethanol. Both mixtures were organized
separately, each undergoing a one-hour stirring process. Subsequently, the mixtures were
combined and subjected to an additional hour of stirring at room temperature.

The sol-gel spin coater (Laurell Model WS-650MZ-8NPP/LITE) was used to deposit a
thin film of TiO, from the TiO, solution that had been prepared. This spin-coating method
has been recognized to yield uniform thin films. The deposition process was initiated by
carefully positioning the cleaned ITO substrate onto the spin coater's chuck and dispensing
10 drops of TiO, solution onto the substrate. Initially, the substrate was rotated at 500 rpm
for 10 seconds, after which the rotational speed was increased to 3000 rpm for one minute.
High-speed spinning evenly dispersed the solution across the substrate surface, creating
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a thin coating with consistent thickness.
After that, the film was dried at 100°C for 10
minutes to remove any remaining solvents,
including ethanol and water, thus leaving
behind a pure TiO, thin film. A single layer
of TiO, thin film with an approximate
thickness of 23 nm was produced on the
substrate by annealing the sample for 15
minutes at 400°C after drying it.

A thermal evaporator (TE) was employed
to deposit the Ag layer, a commonly utilized
thin metal film deposition method. Figure
2(a) shows the opening area for the deposited
Ag. In this process, the Ag material was
heated to a high temperature, causing it to
evaporate and subsequently condense onto

the substrate, forming a thin film. The process was carefully handled to ensure that the

thickness of the Ag layer was roughly 300 nm.

After the deposition process, a 5-second chlorination step was carried out using FeCl; to

form the Ag/AgCI RE. This process involved the reaction between Ag and FeCl;, forming
AgCl on the surface of the Ag layer. The Ag/AgClI RE provides a stable potential for pH-
sensing measurements. After forming Ag/AgCl, the area of Ag/AgCl was covered using

Kapton tape, as shown in Figure 2(b), for deposited TiO.,.
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\

/
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Figure 2. Schematic diagram during (a) Ag layer

and (b) TiO, deposition process
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Measurement Setup

Figure 3 illustrates the experimental
arrangement employed for conducting
EGFET measurements, comprising the
integration of an IASE and TiO, SE with
a commercialized RE connected with a
semiconductor device analyzer (SDA).
Furthermore, the commercialized RE was
linked to SMU 3, while the TiO, SE was
connected to the pin gate of a commercially
available CD40007UBE

MOSFET, serving as the extended gate
SE. This transistor was used as a readout to
extract a potential change on the gate site
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by converting it to drain current. This commercialized transistor can be assembled on a
printed circuit board (Kwon et al., 2019).

MOSFET D SMU 3 Semiconductor Device Analyzer

CD4007

SMU 2 Maodel: Keysight B1500A

SMU 1

Commercialize RE =

pH Buffer Solution —

[
U
1035, 03, 035 |
—
lem

Commerc‘%lize RE
L: 78 mm
Figure 3. EGFET measurement setup (a) TiO, SE and commercialize RE (b) IASE

Various pH buffer solutions were employed to explore the sensor's response capabilities.
The IASE was immersed in different pH buffer solutions, including those with 2, 4, 7, 10,
and 12 pH values. The transfer characteristic (drain current, I, versus reference voltage,
Vier) and the output characteristic (drain current, I, versus drain-source voltage, Vpg) were
obtained from these measurements. During transfer characteristic measurement, the V, was
set at 100 mV, and Vygr sweeps from 0 to 3 V. To assess the pH sensitivity performance
of the fabricated IASE, a graph depicting the relationship between the drain current and
the reference voltage was evaluated. The output voltage was extracted from the I, versus
Vier curve as the obtained I, of 100 pA corresponding to an applied reference voltage.

RESULTS AND DISCUSSION

Figures 4 to 8 show the transfer characteristics (left) and output voltage graphs (right)
for fabricated IASE at room temperature, 30°C, 50°C, 70°C, and 100°C, respectively.
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All transfer characteristic graphs exhibit similar patterns from the result obtained with
the threshold voltage shifted from a rightward direction. As can be seen on the graph, by
increasing the pH value from pH 2 to pH 12, the threshold voltage shifted from the left to the
right direction due to a decrease in hydrogen ion concentration, which reduced the surface
potential (Das et al., 2014). The sensitivity and linearity were recorded at 66.1 mV/pH and
0.9561 at room temperature deposition. As the deposition temperature increased to 30°C,
the sensitivity and linearity were around 64.2 mV/pH and 0.9423, respectively. Further,
the temperature was increased to 50°C, and the sensitivity increased to 67.3 mV/pH, but
the linearity slightly decreased to 0.9211. The sensitivity and linearity were around 66 and
66.7 mV/pH and 0.9343 and 0.9287, respectively, for temperature deposition at 70°C and
100°C. This result investigates site binding theories to explain how the oxide surface of a
gate electrode detects the pH. The surface of the metal oxide goes through a process that
causes it to create hydroxyl groups when immersed in a solution. These hydroxyl groups
In general, the oxide surface is composed of a hydroxyl group, OH-.

Thus, when the metal oxide surface comes into contact with a solution, the surface
reaction could be protonated by acidic or deprotonated ions in an alkaline solution, thus
leaving positively or negatively charged ions on the surface of the sensing electrodes
can either donate or accept a proton as shown in Figure 9. The surface of the sensing
membrane denoted Ti can be in three different forms: neutral (TiOH), negative (TiO"),
and positive (TiOHZ ). The changes in the surface potential depend on the value of the pH
buffer solution. At a lower pH (acidic), hydrogen ions concentration is high, where more
positive charges accumulate near the extended gate (SE) and attract more electrons to the
interface between the gate and the substrate, allowing current to flow from the source to
drain. However, a higher pH (alkaline) indicates low hydrogen ions concentration; the
decrease in positive charge near the gate causes the threshold voltage to shift positively. In
other words, the voltage required to turn on the MOSFET is increased (Sabah et al., 2017).
The dependency of threshold voltage on the pH value can be illustrated using Equation 1.

[H*]s = [HT], exp(—qpo/kT) [1]

Where the [H'], and [H"], are the bulk and the surface activity of the H" ions, ¢ is the electron
charge, ¢,1s the potential on the gate of the transistor, k is the Boltzmann constant, and
T is the absolute temperature. It was discovered that a lower value of ¢, leads to a lower
output voltage based on Equation 1.

Table 1 presents a comparative analysis of the sensitivity and linearity values of the
IASE and TiO, SE compared to a commercially available RE. The impact of increasing
drying temperature on these parameters was examined. The findings indicate no significant
alterations as the drying temperature was raised. The average sensitivity of the IASE
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electrode was approximately 66.12 mV/pH, with the highest sensitivity of 67.3 mV/pH
recorded at a drying temperature of 50°C. In the case of the TiO, SE and commercialized
RE, the sensitivity increased from 46.3 mV/pH to 56.3 mV/pH as the drying temperature
rose from room temperature to 70°C. Subsequently, it decreased to 52.7 mV/pH when
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the drying temperature reached 100°C. Table 1 demonstrates that the TiO, SE and the
commercialized RE exhibited superior linearity compared to the deposited IASE, albeit

the disparity was still within an acceptable range.

Table 1

Comparison sensitivity and linearity value of IASE and TiO,SE

Temperature (°C) IASE SE+Commercialize RE
Sensitivity Linearity Sensitivity Linearity

Room Temperature 66.1 0.9561 46.3 0.9565

30 64.2 0.9423 48.8 0.9935

50 67.3 0.9211 55.7 0.9999

70 66 0.9343 56.3 0.9994

100 66.7 0.9827 52.7 0.9947

The X-ray diffraction (XRD) pattern of TiO, thin films at various temperatures is

shown in Figure 10. Based on the XRD analysis, it shows clearly notable peaks at 20
values of approximately 26.24°, 35.41°, and 50.81° corresponding to the (101), (110), and
(202) orientations, respectively. These peaks show similarity with several reported works
(Abdullah et al., 2019; Bakri et al., 2017; Yao et al., 2014). The XRD peaks demonstrate
that increasing temperature results in higher intensity of diffraction peaks. The intensity

of XRD peaks reflects the amount and orientation of crystalline material in the thin film.

The intensity of the TiO, redox peak increased with increased temperature, indicating a

higher degree of crystallinity.
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Figure 10. XRD pattern of TiO, thin films at
different temperatures

80

Figure 11 shows the field effect scanning
electron microscope (FESEM) images
of TiO, thin film on an ITO-coated glass
substrate at different deposition temperatures
from RT to 100°C. As can be observed, the
images at lower temperatures indicate a
substrate covered in an uneven shape that
contains a few gaps or cracks between TiO,
particles. It shows that the TiO, particles are
not sufficiently mobile to migrate and form
a more compact structure during the first
stages of heating. When the temperature is
increased, a noticeable change can be seen in
the FESEM images, in which fewer cracks
were observed, and TiO, covered a larger
surface area as the temperature increased
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from 50 to 100°C. From Figure 11, the temperature also influences the grain size of
Ti0,. As the temperature increases, the grain size becomes larger. Kamrosni et al. (2022)
have discussed the effect of the annealing temperature of TiO, on the SEM images. This
observation agrees with the hypothesis that higher temperatures promote denser coverage
on the ITO-coated glass substrate by increasing the diffusion and aggregation of the TiO,
particles.

10nm  UiTM 5/11
SEM WD 6.0mm 15

Figure 11. FESEM images of TiO, thin film on ITO-coated glass substrate at different temperatures (room
temperature—100°C)

The connection between the FESEM observations and the XRD results depicted in
Figure 10 is particularly intriguing. It is believable to suggest that the increased coverage
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and combination of TiO, particles at higher temperatures, as seen in the SEM images,
may be responsible for the structural changes reflected in the XRD data. Specifically, the
XRD patterns may reveal shifts or alterations in the crystalline phases of the TiO, thin
film as a consequence of the temperature-dependent structural evolution witnessed in the
SEM images.

The energy dispersive x-ray (EDX) spectra of the TiO, thin film are depicted in Figure
12. Figure 10 displays the peaks representing the elements found in the sample. It was
determined that titanium (Ti) and oxygen (O) were present in the sample. This peak's
energy is associated with the Ti electron shells, which were found to be between 4.5 and
5.0 keV, and O, which was seen to be at roughly 0.5 keV. The table in the inset illustrates
the percentages of each element's atomic weight as well as its relative weight. Ti has the
highest weight percentage at 54.6%, followed by element O with 31.4%, and both come
from the ITO substrate and TiO,, respectively.

EDS Spot 1
Element Weight % Atomic %
CK 7T 17.0
OK 314 519
PtM 43 06
InL 1.7 04
SnL 03 0.1
TiK 546 301
bl Rt bk e st bk i s ) A bt B ad
000 1.00 200 3.00 400 5.00 6.00 7.00 800 9.00

Figure 12. EDX spectra of TiO, thin film

CONCLUSION

In conclusion, the IASE-based TiO, SE and Ag/AgCI RE have been successfully fabricated
on an ITO-coated glass substrate and are being compared TiO, SE with commercialized
RE. The deposited IASE was more sensitive to pH measurement than TiO, SE with
commercialized RE. However, the drying temperature does not show significant changes
in IASE performance as the drying temperature increases. In addition, the TiO, SE and
the commercialized RE's linearity were better than that of the deposited IASE. Although,
the linearity of the IASE was still considered acceptable.
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ABSTRACT

One of the problems farmers face is the inability to make complete, real-time, and accurate
observations of their farmland. The system proposed in this paper helps farmers to know
the condition of farmland from anywhere and anytime by using a web-based application.
The main objective of this prototype is to reduce the failure of the growth process of
farming commodities by knowing the conditions inside and outside the soil with a total
of 14 parameters. Internet of Things (IoT) technology is used to implement the prototype,
which consists of Sensor Panels, Controllers, Message Broker, and Backend Service. All
obtained data, created and tested in real-time, are displayed on the application. In addition
to real-time data display, the system also includes monitoring history, alerts, and site
location management.

Keywords: Agricultural, environment, Internet of Things, monitoring system, soil

INTRODUCTION

Soil and environmental monitoring in agriculture is essential to improve the effectiveness
of agriculture itself (Huang & Hartemink, 2020; Tahat et al., 2020). By understanding
soil conditions such as fertility levels, soil
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farming practices, reduce the risk of crop failure, and increase the effectiveness of
agricultural production (Ahmad & Pothuganti, 2020; Huang & Hartemink, 2020; Popescu
etal., 2020).

In traditional agriculture, farmers often face obstacles in monitoring the condition of
their farmland. Farmers only conduct limited visual monitoring of their land (Sahbeni et al.,
2023). Limited visual observations can hinder early identification of changes that may occur
in the farm environment. The inability to obtain accurate and up-to-date information on
parameters such as temperature, soil moisture, nutrient availability, and other environmental
factors often makes it difficult for farmers to manage their land effectively (Sudharson et
al., 2023).

If these conditions continue, it can lead to failure in the growth process of farming
commodities and even result in crop failure. In addition, agricultural yields will not be
maximised. Therefore, there is an urgent need to develop solutions that allow farmers to
monitor and manage their farms more effectively and efficiently. Internet of Things (IoT)
technology is emerging as a promising solution to help address this challenge (Ahlawat &
Rana, 2021; Boddu et al., 2023; Rehman et al., 2022). By utilising sensors embedded in
the fields, data can be collected continuously. Sensors can accurately record agricultural
parameters (Billa et al., 2023). The data will then be processed and displayed on a digital
platform for easy understanding. Farmers can access the sensors' data remotely through
the digital platform. Thus, problems in monitoring agricultural land will be resolved.

The main contribution of this research is to present the design and development of a
monitoring system that uses a soil data and environmental data approach. The developed
approach can collect and display data in real-time. The hardware component includes a
control box that connects and acquires soil data such as NPK levels, acidity, temperature,
moisture, conductivity, salinity, and TDS, and environmental data such as wind speed,
rainfall, temperature, humidity, and brightness. It allows farmers to respond quickly to
changes in soil and environmental conditions and take necessary measures. The system also
stores historical data. It allows farmers to track changes in conditions over time, identify
patterns, and make decisions based on long-term trends.

RELATED WORKS

IoT in agriculture uses sensors for field monitoring and control to learn about the agricultural
sector (Rifat et al., 2022). According to Dhal et al. (2023), the application of various [oT
platforms, wireless sensor networks, and other related technologies, including remote
sensing, cloud computing, and big data analytics in digital agriculture. Shafira et al. (2023)
have designed a simple monitoring tool and made automatic irrigation systems that measure
soil moisture, temperature, and water distance in reservoirs in urban agriculture. It used
an Internet of Things (IoT)-based design developed using the Solar Cell as an energy
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source and could be monitored with a smartphone/PC. According to Shafique et al. (2020),
IoT technology is from a top-down perspective, outlining its statistical and architectural
trends, application cases, difficulties, and hopes for the future. The report also provides a
comprehensive and in-depth assessment of the new 5G-1oT situation. Cellular networks
of the fifth generation (5G) offer essential enabling technologies for the widespread
adoption of IoT technology. However, findings and analysis revealed that the Basic loT
system is reasonably priced for agricultural farms; however, the cost is greatly increased by
incorporating specific features in the smart sensors. Additionally, the internet connectivity
in farms and communities is subpar, hindering information exchange between farmers
and agricultural professionals (Kumhar et al., 2022). As stated in the research of Yang et
al. (2021), one implementation of the IoT system is NB-IoT, which is utilised in creating
a monitoring system for the greenhouse environment (Narrowband Internet of Things).
The system can wirelessly communicate data to the OneNET cloud platform and monitor
the greenhouse's air temperature, relative humidity, light intensity, and carbon dioxide
concentration. Additionally, the device can measure the greenhouse's air temperature.
Growers may access the website and obtain information on the conditions in the greenhouse
using a mobile phone or any portable device of their choosing.

The soil's moisture has a direct bearing on the growth and yield of the crop, which
is an essential component of plant life. The soil's moisture is an important aspect of the
plant that directly impacts how it develops and how much harvest it produces (Sankar et
al., 2023). In addition to monitoring the environmental parameters such as Temperature,
Humidity, Soil Moisture, Rain level and Light Intensity to monitor the conditions of
agricultural farmland (Babu et al., 2023). Hossain et al. (2023) proposed an effective
Internet of Things (IoT)-based soil nutrient monitoring and machine learning-based crop
recommendation system. This system is intended to assist farmers by providing crop-
related details and recommendations for crops based on various soil and weather attributes.
The machine learning approach will recommend what kinds of crops have the greatest
production potential for this land by monitoring N, P, K, temperature, pH, humidity, and
rainfall values and analysing the permanent and temporary behaviour of the soil N, P, K,
temperature, pH, humidity, and rainfall values. They studied how the Internet of Things
(IoT), machine learning, and other sensor-based improvements have made environmental
monitoring smart (Pal et al., 2023). Nalendra et al. (2022) developed loT-Agri to assist
farmers in monitoring soil, water, and environment data. IoT-Agri comprises several
components, including sensors, applications, network elements, and other electronic
devices. [oT-based soil nutrient monitoring and analysis systems employ Arduino and
ESP8266 (Gomathi et al., 2022).
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MATERIALS AND METHODS

Hardware Design

The hardware used in the research includes soil sensors and sensor stations. The main

function of these sensors is to monitor the progress of the crops grown in the area, as well
as to capture relevant data. The sensor system installed on the farm is designed to ensure
efficient monitoring and surveillance of the crops. The devices installed in the farm area
include various components, as shown in Figure 1. This system of sensors is capable of
optimising agriculture and can accurately monitor and regulate the environmental conditions

of the farm.

Rain
e

Wind speed _—"" Sensor

e

Temperature &
Humidity

Controler Panel

Soil
Sensor

Figure 1. Controller and sensor panel

Table 1

Farmland data collection parameters

Table 1 shows the parameters and units
related to data collection based on the sensor
installation results.

Software Design

The software design of the proposed 1oT-
based farmland information system can be
seen in Figure 2. First, each sensor collects
data from the physical environment or
monitored device, such as temperature,
humidity, pressure, and other devices. This
data is transmitted via the RS485 Modbus
connection. Second, the controller acts as
an interface between the sensor and the
message broker. It collects data from various
sensors connected using the RS485 Modbus

No Parameters Unit Symbol
1 Environmental humidity Per cent %
2 Environmental temperature Degree Celsius °C
3 Rainfall Millimetres mm
4 Brightness Lux Ix
5 Wind speed Meter/Second m/s
6 Soil Moisture Prosen %
7 Soil Temperature Degree Celsius °C
8 Conductivity Micro siemens per centimetre us/cm
9 Soil acidity Part per million ppm
10 N content Part per million ppm
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Table 1 (Continue)

No Parameters Unit Symbol
11 P content Part per million ppm
12 Potassium Content Part per million ppm
13 Salinity Milligrams per Liter mg/L
14 TDS (soluble solids) Part per million ppm

Dashboard
—RSASS— Message Backend ’
Broker Service
SENSOR

I Device
Management

Database

Figure 2. Data flow architecture

protocol and sends it to the message broker. This controller can also organise sensors
and apply simple logic before sending data. Third, the message broker is responsible
for receiving and distributing the data sent by the controller. The message broker is an
intermediary between the controller and the backend service. When data is received from
the controller, the message broker will send it to the backend service. Finally, the backend
service is the core of the IoT application. Here, data from the message broker is received
and processed. The backend service contains the business logic and algorithms required
to process sensor data and generate useful information. Some of the main tasks of the
backend service include:

a. Database Management

The backend service will store the accumulated data in the database. The stored data
includes raw data from sensors as well as processed data.

b. Device Management

The backend service is also responsible for organising and managing [oT devices with
device management.
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¢. Dashboard

The backend service will apply the appropriate algorithms and logic to process the data
received from the sensors or database. The results of this processing will be displayed
on the dashboard. Users can view the data in visualisations such as graphs and tables.

RESULTS AND DISCUSSION
Results in Proposed System

The prototype of the proposed IoT-based farmland information system can be seen in Figure
3. It is a web-based application designed for farmers who want real-time information about
farmland conditions. The application will display information about soil conditions and its
environment, such as soil temperature, temperature, moisture, humidity, rainfall, light, wind
speed, soil acidity, conductivity, N content, P content, K content, TDS, and salinity. The
proposed system includes a sensor panel, controller, message broker, and backend service.

TYCT WY
I.n - _ Administrator

Petugas Internet E—

Lapangan
MQTT 4
Broker Server b
[ DB

P

Router
Soil Sensor

Iy

7
| s
\

Figure 3. Prototype of farmland information system architecture

The installed sensors consist of two parts (Figure 3). The lower part contains soil
sensors embedded in the ground to monitor conditions in the soil. In contrast, the upper
part contains rain sensors, wind speed, and temperature and humidity sensors to measure
environmental conditions above ground. All these sensors will be connected to the router
via the Internet. Internet from the sensors will be collected and directed to one controller,
and then from the controller, the data will be sent via the Internet to the router stage. After
that, the data will go through the Internet and be received by the server, which is then
stored in the database and displayed on websites or mobile phones. The MQTT Broker
mechanism is used in this study to transmit the data on the Internet of Things (IoT). MQTT
is a lightweight protocol, so it is suitable for [oT, which uses limited power.
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In addition, the data from the database is accessed using SSH (secure shell). The SSH
allows backend services to connect securely to the database. The backend is required to
enter the appropriate SSH server IP address and password to connect. Furthermore, enter
the appropriate information to connect to the database.

d. Soil Sensor

Soil sensors embedded in the farming area measure the soil conditions around the
plants. The sensor can retrieve seven important parameters about the soil, such as
moisture level, pH, and nutrient level. The system can use the data to regulate crop
fertilisation appropriately and prevent soil quality problems.

e. Sensor Station

Sensor stations are important in capturing information about wind speed, rainfall, and
air temperature and humidity around the plantation area. Data from various sensors,
including soil sensors and controllers, will be sent through the internet router network.

f. Router

Data from sensor stations and controllers are collected and routed to one controller. The
controller sends the data over the Internet to the stage. Next, the data passes through
the Internet to the server, which is stored in the database.

g. Internet

The Internet is a medium for transmitting data from each stage installed on the sensor.
It ensures the creation of accurate data, which will be stored in the DB Server.

h. MQTT Broker

The MQTT Broker mechanism is used to transmit data on the Internet of Things (IoT),
but other messaging mechanisms can also be used.

i. DB Server

The DB Server is responsible for storing all farm-related data. The administrator can
access this server database to monitor soil and crop conditions efficiently.

j-  Admin

Administrators can monitor soil conditions on farmland through the database server.
With the right information, farm officers can optimise crop growth and accurately
manage farm environmental conditions for better results.
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Implementation of the Proposed System

The implementation of the proposed system in this research is shown in Figure 4. The
prototype is installed in one farming area, and the Internet is provided to monitor the soil
and environmental conditions of the farming area using the Internet of Things. As an
observation location, this research was conducted in 110 square meters of rainfed land in
Garut district, West Java, Indonesia. The agricultural commodity observed is the Balinese
Shallots. The duration of observations was carried out during two planting cycles. The
first planting cycle was carried out from May to July 2023, while the second was carried
out from August to October 2023.

Figure 4. Implementation of the prototype on limited land

Soil sensors and sensor stations are installed to collect and record data from when the
seeds are planted until harvest time. This information is sent via the Internet to the server
and the application. Figures 5 to 8 show the results displayed in the end-user application
for the loT-based farmland information system.

Real-time Monitoring

Real-time monitoring directly monitors the condition of the agricultural environment and
related elements. The sensors that have been installed will generate data or information
about soil temperature, ambient temperature, soil moisture, ambient humidity, rainfall, light,
and wind speed, and then the data is retrieved and displayed instantly. So that farmers and
agricultural administrators can access the latest information and make decisions based on
accurate data. Overall, real-time monitoring provides accurate data to improve agricultural
production and management while helping to reduce risks and increase efficiency.

2582 Pertanika J. Sci. & Technol. 32 (6): 2575 - 2589 (2024)



Soil and Environment Monitoring System

Menu | Realtime

Soil & Environment
MONITORING SYSTEM

MENU Monitor Realtime

@ Realtime

bz Riwayat

PENGATURAN - I

S Pengguna

Tanah

Soil & Environment Monitoring System

Update terakhir: 2023-08-07 01:00:00

[ Keluar m . L = - - o ey "
a1 85 a0 wo s o o 1250 Z0 20 1250
205°C 55.0% 5.9pH 130.0 ppm 180.0 ppm 70.0 ppm

Suhu Tanah Kelembaban Tanah Keasaman Tanah Nitrogen Phosphat Kalium
s00 100 2 0 1500
2000
63.0 ppm 02mgiL 126.0 usiom
TDS Salinitas Konduktivitas
Lingkungan

20 20 w0 700 ‘3)5:7‘”«: a0 ?5: 0 ?-ac
a1 %5 w0 0o 700 700 30 0 oo 1000

310°C 468% 1398.0 mm 3.0mss 400%

Suhu Lingkungan Kelembaban Lingkungan
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History monitoring has the function of storing historical data and information collected
from monitoring processes in agricultural areas. It involves recording and storing data
relating to environmental conditions, crop development, and other factors that affect the
farm over time. This monitoring history describes the data obtained from the sensors that
have been installed. The user is then given the option to activate specific sensors to compare
parameters, which provides flexibility in making comparisons. The information displayed
includes the date, hour, minute, and second when the data was collected. Users also can
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Notifications

The notification function here is to provide information to the administrator regarding sensor
values that do not meet the standards or exceed normal limits. This notification is important
in ensuring a quick and responsive response to situations affecting the farm environment.
In addition, notifications can also monitor weather temperature, soil moisture, and the
condition of the farm environment area. Overall, notifications in agricultural monitoring
provide the ability to adapt to changing environmental conditions in real-time, ultimately
enabling a faster and more efficient response to situations that impact agricultural yields.
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Figure 7. Application for notification

This dashboard shows the last update on the date, month, year, and time to second.
It also shows the number of locations, devices, and sensors. In the bottom left corner are
notifications indicating any sensor values that are out of standard or over normal limits.

Site Location

Site location plays an important role in displaying sensor positions and server locations.
Furthermore, it enables the selection of the most optimal place to set up a facility or carry
out agricultural activities. This process involves in-depth study and analysis of various
factors that affect agricultural productivity and sustainability.

The location details page provides complete information about the location ID, location
name, and address and contains a highly accurate location map.

In sum, the IoT-based land monitoring system that we have proposed has several
advantages compared to other loT-based agricultural monitoring options, including three
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main features: (1) real-time monitoring of various parameters, (2) historical monitoring
that stores data from the monitoring process, and (3) warnings about sensor values that
do not meet standards or exceed normal limits. Scalability is also a key focus, possibly
adding additional sensors or integrating new technology in agricultural recommendation
systems. The significance of attributes like adaptable sensor integration, expandable system
capabilities, and effortless setup was underscored when selecting a monitoring solution
that aligns with the agricultural sector's demands. We compare the results of this study to
assess the benefits of the suggested system within the larger framework of the advancement
of Internet of Things-based agricultural monitoring technologies.

User Perception and Feedback

The prototype was demonstrated and tested by the relevant Agricultural Extension officers.
This prototype has received very positive reviews during testing. The staff were enthusiastic
during the test and were actively involved in the question-and-answer session. One thing
we learned during the trial was that the staff said that this system would help monitor
agricultural land conditions effectively and help make better decisions to ensure crop
productivity was as planned. Also, the intuitive system design allows decision-makers to
quickly understand how to use the system without experiencing difficulties in the form
of colour on the real-time monitoring feature, which states that red indicates that sensor
parameters do not meet standards or exceed normal limits.

Pertanika J. Sci. & Technol. 32 (6): 2575 - 2589 (2024) 2585



Bayu Rima Aditya, Elis Hernawati, Tedi Gunawan and Pramuko Aji

CONCLUSION

This research proposes a prototype farmland information system designed and implemented
using loT technology. The system features real-time monitoring. Through sensors connected
to the [oT network, data on soil and environmental conditions can be collected and displayed
in real-time. It allows farmers to respond quickly to environmental changes and take
necessary measures. Furthermore, the system has a Historical data Monitoring feature. The
system also stores historical data on land and environmental conditions. This feature allows
farmers to track changes in conditions over time, identify patterns, and make decisions
based on long-term trends. In addition, the system has a Dashboard page. The Dashboard
page displays a summary of data from the system, a map of sensor locations, and a list of
monitored locations. It provides a visual understanding of where each sensor is located
and the area covered by each device, allowing farmers to understand the geographical
distribution of data. The Dashboard page can also display notifications to anticipate unusual
or abnormal situations. When the data collected from the sensors shows values outside
the normal limits, the system will notify the farmer. It allows for quick action to address
any issues that may arise.

In conclusion, this system will help them reduce crop failures by providing farmers with
the necessary information about their crops' growth. The system is practical and accurate
for transmitting data using Wi-Fi. Further studies can focus on analysing the data collected
using Machine Learning, such as farmland classification and recommendations. In addition,
other parameters, such as special crop treatments, could be included for further study.

Data incompatibility is one of the problems or constraints that can occur during system
setup or field use. To address this issue, ensure that there is an accessible tool for data
transformation so that data from different sources can be converted into a format that the
system can understand. If possible, standardise the form of data. Security vulnerabilities
and system performance bottlenecks are additional challenges that need to be addressed. To
find hardware or system code bottlenecks, use profiling tools. If necessary, fix the hardware
or optimise the code. If possible, consider scalable cloud-based solutions. Conduct regular
security audits to find and fix vulnerabilities. Implement strict access control and security
measures. Keep up to date with the latest security risks.
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ABSTRACT

Houseplant cultivation has become increasingly popular, allowing individuals to bring
nature into their homes. However, successful indoor gardening requires careful monitoring
of soil parameters to ensure optimal plant growth. To address this need, sensor technology
and Internet of Things (IoT) devices are utilized to monitor soil temperature and moisture
levels, which play crucial roles in plant growth. Various soil factors are sensed and collected
using an loT-based microcontroller, with data transmission facilitated by a Message
Queue Telemetry Transport (MQTT) broker. Visualization of the data is achieved through
the Node-RED programming tool, simplifying dashboard creation for easy monitoring.
Furthermore, the collected data is stored in a MySQL server, enabling further analysis
through SQL queries. The day is divided into four quarters with six-hour intervals,
allowing for soil data collection using temperature and moisture sensors. The resulting

information on the dashboard facilitates
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Experimentation has revealed a reduction
in soil temperature of 3°C during daytime
due to air conditioning operation, while
soil moisture content remains consistently
between 60 to 65% during early mornings
and late evenings. Additionally, emphasis
is placed on remote management using
IoT systems, enabling monitoring of plant
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growth even when access is limited. Overall, monitoring soil factors using loT technology
offers a promising approach to optimizing indoor gardening practices and minimizing
environmental resource consumption.

Keywords: In-house plantation, internet of things, MQTT, sensor, soil factors

INTRODUCTION

Farm industries continuously seek ways to improve operational efficiency, fast production,
cut costs, and maintain good quality products in today's competitive world. One prominent
method is the concept of "in-house forming." This method entails bringing agricultural
products or in-house forming rather than growing forma products outside the land, which
takes longer, is more expensive, takes more time to reach consumers, and many more. The
advantages of in-house forming are numerous. Organizations have more control over every
aspect of production by creating and managing forming activities within their facilities.
They may tune processes to fulfill precise design specifications, assure product quality, and
adapt quickly to changing market demands. In-house forming also provides cost savings
by eliminating the requirement for price hikes associated with outsourcing. Further, there
is a potential that the amount of water utilized or the time it takes for the water to arrive
might be excessive during a conventional method of agriculture, causing the crops to
dry up. Real-time temperature and humidity monitoring are critical in many agricultural
applications (Prathibha et al., 2017; Kassim, 2020; Bittner et al., 2019).

Recently, researchers have explored agriculture using loT technology, which has
addressed various challenges and proposed different approaches to the faster development
of agricultural products (Abbasi et al., 2022; Xu et al., 2022). The key challenges in
implementing [oT systems in agriculture include high investment costs, connectivity issues,
and needing trained personnel. Also, the main focus is scalability, affordability, and robust
models in designing loT-based agriculture (Dhanaraju et al., 2022). The system requires
different assembling units like sensors, controllers, actuators, and software to develop
code for appropriate tasks. A few research studies have shown that the IoT-enabled plant
watering system uses a different controller and sensors for soil moisture observation
(Sheth & Rupani, 2019; Al-Omary et al., 2018). The soil is an important constituent for
any growth of agricultural production. Thus, soil-related parameters such as moisture,
pH, and temperature were appropriately monitored to boost soil potency (Nguemezi et al.,
2020). Also, improving soil productivity is critical for long-term agricultural sustainability
and healthy ecosystems. Different sensor technology is used to monitor soil parameters
sensibly and accurately. The same concept was adopted in-house forming, which can
regularly monitor soil factors and improve the richness of the plant. In-house agriculture
can provide a more stable and sustainable source of fresh produce, as well as financial
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savings, educational possibilities, and environmental advantages. It frequently corresponds
to bigger concepts such as urban farming, local food production, and sustainability (Specht
etal., 2014).

Pechlivani et al. (2023) have used 3D printing technology to develop an agro toolbox
to access the soil parameters using IOT technology. The toolbox is used to integrate the
different soil monitoring sensors that are deployed across the farmland. A continuously
monitored soil key parameters such as temperature, humidity, intensity of visible light, and
other parameters were gathered through IOT technology. Researchers have replaced the
manual filed inspection with mobile applications (Ngoc et al., 2023). They have developed
embedded technology for monitoring soil nutrients, moisture, organics, Matera, and clay
parameters. Different techniques are used to link the sensor located in the diverse places
of the farmland. The sensor data were continuously recorded utilizing Wireless Fidelity
(Wi-Fi), Low-Power Wide-Area Network (LPWAN), Long Range (LoRa), and Bluetooth
before broadcasting to the base station (Nedham & Al-Qurabat, 2023). This method helps
lower the agricultural costs related to labor and other expenses.

Jain et al. (2023) studied soil monitoring systems using [oT technology, showing that
automatic irrigation is used in agriculture. They have built a system architecture for soil
monitoring and controlling irrigation using [oT technique, where the different sensors
and actuators like humidity, soil moisture, temperature, and pump are connected with a
node microcontroller unit and message queuing telemetry transport (MQTT) protocol for
enhancing communication capabilities. The sensor data is displayed on a PC or mobile
phone through wireless communication and an IoT cloud platform. Luo and Pu (2024)
have used the Underground Internet of Things (UloT) for soil monitoring using ultra-
high-frequency (UHF) radio energy. The UloT nodes utilize harvested energy to measure
soil parameters and transmit data to the Unmanned aerial vehicle (UAV) via the ZigBee
protocol. Once the data is collected from the UloTs, the UAV uploads it to a cloud server
for real-time soil quality analysis. Sumarsono et al. (2024) have used an IOT webserver
android and machine learning approach to monitor the soil PH factor.

Multiple sensors were used to monitor soil parameters like pH-moisture, Temperature-
Humidity, and Sunlight. Arduino Uno microcontroller for serial communication with the
ESP 8266 microcontroller for the Wi-Fi module was used for sensor data collection. The
collected data was monitored using the web application containing a MySQL database and a
local web page. Some of the research has shown that in-house crop monitoring has involved
different technologies such as sensor modules, communication, web servers, and controllers,
which provide the moisture content and temperature of the soil in hand (Obaideen et al.,
2022; Rao & Sridhar, 2018). Based on this monitoring system, an automated watering
system and ingredients can be provided to the soil to improve crop growth.
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In recent years, Internet of Things (IoT) technologies have developed a system for
plants for life, where the automated care of potted plants improves the air quality and
makes the indoor environment healthier (Guerrero-Ulloa et al., 2023). Most in-house
systems rely on manual temperature and humidity monitoring, which can be inconvenient
for personnel who are required to visit the greenhouse daily and manually control it.
Riskiawan et al. (2024) have automated the process using the Internet of Things (IoT) and
artificial intelligence systems to independently predict and control [oT devices. Also, the
intelligent platform based on IoT and low-cost wireless sensors based on radio frequency
communication for collecting and sending greenhouse data like temperature, humidity, and
soil moisture is used for smart and optimum management of in-house irrigation (Benyezza
et al., 2023). Wireless Sensor Network (WSN)--based Internet of Things (IoT) networks
are used for clustering methods to optimize energy efficiency while collecting the sensor
node data (Mohammed et al., 2022; Nedham & Al-Qurabat, 2022). Furthermore, the author
has discussed the agricultural challenges while collecting field data, such as soil conditions
and meteorological data locally to accelerate the adoption of appropriate decisions that
help the growth of the product (Al-Qurabat et al., 2021; Al-Qurabat et al., 2022). Also, the
position of the sensor and the efficient way of collecting the data is another challenging
task. Thus, recent studies have shown that it is possible to collect data in an efficient way
to improve agriculture environmental conditions using IoT and WSN (Al-Qurabat, 2022).

Nowadays, most plant monitoring systems consider internet-enabled microcontrollers
with sensor units leading to soil parameters and crop yield; in one of the recent developments,
Message Queue Telemetry Transport (MQTT) protocol was used to transfer the sensor data
to a remote server instead of using Hyper Text Transfer Protocol (HTTP). MQTT has
been designed to be lightweight and efficient, which makes it ideal for bandwidth-limited
real-time applications. Also, it uses the publish-subscribe model, which reduces the data
transfer size and makes it ideal for [oT-based applications (Morchid et al., 2024; Min &
Park, 2018; Kodali & Sarjerao, 2017).

Further, compared to conventional farming, smart and precision farming produces
higher productivity at a lower cost. It requires the proper communication methods and
online interfaces for efficient improvement in smart framing systems. Hence, the MQTT
is used to communicate with the Node.js server worker. The system directly processes
data from numeric image feeds and images. The server would store all received data,
including numeric data and live feeds, for future use (Turnip et al., 2023). Also, the author
has used monitoring soil properties, like soil pH, electrical conductivity, soil humidity,
and temperature, through cloud MQTT (Aarthi & Sivakumar, 2023), which has shown an
effective way of communicating with field data.

In addition, [oT systems may have limitations in terms of scalability, making it difficult
to deploy them across large agricultural fields or indoor environments with numerous
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plants. In environments with poor network coverage or interference, such as indoor spaces
with thick walls, connectivity issues may arise, leading to data transmission failures or
delays. The accuracy and reliability of loT sensors can vary, leading to discrepancies
in the collected data. Factors such as sensor calibration, environmental conditions, and
sensor degradation over time can affect data accuracy and reliability. Implementing an
IoT-based soil monitoring system requires an initial investment in hardware, software,
and infrastructure setup, which may be prohibitive for some users, especially small-scale
in-house farming. The in-house plantation data monitoring lacks real-time, comprehensive
monitoring systems that can continuously track key soil parameters where the plants are
grown in the closed area. Current methods often rely on manual data collection, which
can be time-consuming, need continuous observation, and are prone to human error.
Additionally, existing monitoring systems may not provide sufficient data granularity or
frequency, limiting the ability to detect subtle changes in soil conditions. As a result, there
is a need for more advanced, automated monitoring solutions that leverage [oT technology
to provide continuous, high-resolution data collection and analysis for optimal plant growth
and resource management.

The study investigates soil suitability for indoor plant growth by employing loT
technology as a novel method used to assess real-time soil data. Real-time sensors, including
those for temperature and soil moisture, were utilized to monitor soil conditions. Data
collected from these sensors was transmitted to an MQTT broker and stored ina MYSQL
database. Node-RED was employed to develop a monitoring system with low-code
capabilities, enabling analysis of soil parameters for optimal plant growth in an indoor
environment. This approach offers a cost-effective solution that can be implemented in
farms or homes to enhance crop irrigation efficiency, minimize water usage, and optimize
plant growth.

METHODOLOGY

The study was designed to investigate plants' indoor growth using loT technology. It involved
designing an experimental setup where internet-connected devices and technologies could
monitor and manage the growth of plants in an indoor environment. The design focused on
creating a controlled and automated system that could provide optimal conditions for plant
growth, including soil type, pot size, and environmental factors. The study was carried out
by setting up an experimental environment where plants could be grown indoors under
controlled conditions (i.e., indoor air conditioner room). Various soil types with different
grain sizes were used to determine their impact on plant growth. Different pots or containers
were also selected to assess their effect on soil moisture retention and plant growth. IoT
devices were installed to monitor and collect data on environmental parameters such as
temperature, humidity, and soil moisture levels.
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The data collected from the [oT devices were analyzed to assess the growth of plants
under different soil conditions. Based on these variables, the collected data analyzed
the effect of soil and indoor room conditions on plant growth. Additionally, correlations
between environmental parameters and plant growth were examined to understand the
factors influencing indoor plant growth. Overall, the data analysis aimed to provide insights
into the optimal indoor conditions for indoor growing plants using loT technology.

Layout of Soil

Adopting a systematic and careful approach is necessary to create an environment for
controlled plant growth in pots. Based on the plant's requirement and its intention to grow
in a controlled environment, they are arranged in such a way as to influence soil factors. It
will ensure consistency and fairness in the experiment, which can provide uniform growing
conditions for all plants. The pots used in the current process are transparent polyethylene
terephthalate (PET) bottles, which can help monitor and easily arrange the sensor per the
requirements. Each pot was equipped with equal drainage holes made using identical drill
bits. Proper drainage is crucial for preventing waterlogging and root rot. The soil used in
the pots was divided into four layers, emphasizing maintaining consistent granule size and
volume for each layer in every pot. This standardization helps ensure that each plant has
access to the same amount and type of soil. The use of a layering technique in the present
work demonstrates a thoughtful approach to replicating natural growing conditions for
the proposed plants. With objectives of effective drainage and aeration by prioritizing the
primary goal to create a soil structure that would facilitate optimal drainage and aeration
for the plants. These factors are crucial for preventing issues like root rot and ensuring
that the roots receive sufficient oxygen by dividing the soil into distinct layers based on
granule size. This approach allows us to control the characteristics of each layer to meet
plants' specific needs by employing a manual multi-level sieving process to separate soil
based on its size. This process involved using various sieve sizes one at a time to isolate
materials with specific granule sizes.

The paces followed for arranging the pot with sieved soil have four sieved soils. There
were 2.36 mm sieves used to filter soil into two layers, and after the sieve, it was left with
more prominent granules in the sieve, and the large size granules for the bottom were
settled. Mid-size granules were sieved soil and were used for a second from the bottom
layer. The soil was sieved again with a sieve size of 1.18 mm, and the soil left in the sieve
was used for the third layer from the bottom, and the top layer had fine soil added into the
transparent bottle. Four sets with dimensions of 8cm height and 5.6 cm diameter, as well
as an overall volume of 217.5 cm size bottles, were used for the experiment. One of the
bottles with soil of different granular sizes is displayed in Figure 1.
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Fine soil

Small-size granules

Mid-size granules

Large-size granules

Figure 1. Soil profile after layering

Sensor and IoT Monitoring System

The virtual and real circuit connection for
monitoring the soil parameters is shown
in Figure 2. Four sets of temperature and
moisture sensors connected to an Arduino
UNO board could access continuous soil
data. The setup consists of four sets of
Dallas Semiconductor DS1820b sensors and
a Digital Temperature and Humidity Sensor
DHT11, which measures the temperature
and soil moisture. A resistor is required
between the power and data line of the
DS1820b sensor for proper functioning,
which is why four resistors were used. The

four analog capacitive moisture sensors were connected to four pins, with Analogue to
Digital Converter (ADC) inputs enabled on the ESP32. In the case of the Arduino UNO
board, the analog sensors would be connected to the analog pins, and the DS1820b sensors
would be connected to digital pins, respectively.

Figure 2. The virtual and real circuit connections
are used to monitor the soil parameters.

The overall flowchart of the soil
monitoring system is depicted in Figure
3 shows. The data collecting system is
assembled with sensors and a controller,
integrating the nodes with the database
and dashboard. The sensor sends the soil
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temperature and moisture to the ESP32 controller and then publishes those data through
the MQTT protocol. Once sensor data is in the MQTT protocol, which can help push it to
any other platform, node-RED is subscribed to access the sensor data. The IP address of
the MQTT broker must be provided to the “MQTT-in” node to subscribe to node RED.
The values received from these sensors are then connected to “graph” and “gauge” nodes,
which allows visualization of these values using the dashboard.

‘ Sensor 1 ‘ ESP32 gets the
\ / sensor reading
. and then
‘ Sensor 2 } publishes them PUBLISH

to MQTT broker MQTT Broker
via Wi-fiin a
Sensor 3 } certain topic

SUBSCRIBE

T )
e e I et [
database
[ s )
Live s Node-RED

dashboard
for data Node-RED

Create “flows” in

Figure 3. Flowchart used in the soil monitoring system

The nodes used in the Node-RED subscriber are displayed in Figure 4. Additionally, the
data from these sensors are combined into a single string separated by a chosen delimiter,
a comma mark. The data is joined to send the collected data to a MySQL database, which
runs as a service on the computing device. SQL queries must be made in such a way that
the entire table must get updated at the same instance to avoid null values in the table.

The data collected at varying times with short delay due to functional programming in
Arduino Integrated Development Environment (IDE) is joined into a single string separated
by a comma mark using the join node previously configured. This string is then fed into a
JavaScript function node, where JavaScript code is written to split the joined data into an
array of strings. These strings in the array then become the values to be updated into the
columns of the table. The SQL query is then written in the function node and fed into the
“MySQL” node in node-RED to update the table. Thus, it ensures that the data collected
from the sensors is stored in the table. The debug nodes are used to debug and check
queries. The email node is configured along with a JavaScript function node to send an
email notifying the soil moisture percentage going below a threshold that can be adjusted
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by the user in the JavaScript function node. Finally, the accuracy of the sensors should
be checked regularly, and any necessary calibrations or replacements should be executed.
Ascertain that the IoT system is functioning properly.

SR nsmpma |
Rl ) &
| sGLgeyfoinser
o
Pt e e
[

D

= T

Figure 4. The node-RED flow is used to connect the sensors to the database

RESULTS AND DISCUSSION

The subsequent discussion provides an in-depth exploration of soil health and its profound
impact on plant growth. The IoT system adeptly monitored soil moisture levels and
temperature throughout four quarters of the day. The output of this monitoring system was
meticulously crafted using Node-RED, and it was seamlessly connected to the Mosquitto
MQTT broker as a subscriber. Sensors interfaced with the ESP32 microcontroller diligently
published the readings acquired from the soil sensors to MQTT topics, meticulously
configured within the Arduino code programmed into the microcontroller. These MQTT
topics were then subscribed to by Node-RED using specialized "MQTT-in" nodes,
configured with precise details, including the MQTT broker's IP address, the port used for
connection, and other crucial parameters such as Quality of Service and Transport Layer
Security (TLS). Upon reception, the data from these sensors were intelligently amalgamated
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into a cohesive string, precisely separated by a selected delimiter, typically a comma,
leveraging the functionality of the "join" node within Node-RED. The configuration of
the join node ensured that the string output was synchronized with the reception of all
individual messages, a process facilitated by setting the join node to a "manual" mode
within its configuration settings. The chosen delimiter and formatting specifications, such
as a string separated by commas, were carefully configured within the "join" node.

Figure 5 vividly demonstrates the culmination of this accurate data processing effort,
showcasing the dashboard output of the soil parameters monitoring system. Here, a
comprehensive array of data is presented, including soil temperature, moisture levels,
ambient temperature, and relative humidity, captured by four distinct sets of sensors housed
within different containers. Each container hosts four sensors, transmitting continuous data
streams to the dashboard interface for real-time monitoring and analysis.

Soil Temperature 1 Sail moisture 1 Ambient Temperature 1 Relative Humidity Gauge 1

Soil temperature 1 Soil moisture 1 Ambient Temperature chart 1 Relative Humidity chart 1

Figure 5. The dashboard for monitoring the soil parameters

The sensor data is carefully collected column-wise and elegantly displayed through the
MySQL node, as showcased in Table 1. The abbreviations "ST" and "SM" in the table aptly
denote soil temperature and soil moisture, respectively. Notably, the column designated as
the serial number is crucial for the primary key in the MySQL table. Primary keys serve
as unique identifiers for individual rows within the table, necessitating that they remain
non-null and distinct. Consequently, the serial number column is thoughtfully configured to
automatically increment upon data insertion into the table, ensuring the dataset's uniqueness
and integrity. With the sensor data seamlessly integrated into the MySQL database, real-time
updates are effortlessly captured and reflected as time progresses. A noteworthy observation
emerges from the dataset: all four temperature sensors exhibit nearly identical readings
for soil temperature, closely mirroring ambient temperature fluctuations. Conversely, the
soil humidity readings consistently register marginally higher values compared to ambient
humidity levels. This accurate synchronization of sensor data underscores the accuracy
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and reliability of the recorded information, further reaffirming the seamless functionality
of IoT devices in capturing and presenting essential environmental parameters.

The sensor data is collected column-wise and displayed through the MySQL node
displayed in Table 1. ST and SM abbreviations stand for soil temperature and soil moisture,
respectively. The serial number column was chosen as the primary key in the MySQL table.
Primary keys are used to identify the rows in the table; hence, they cannot be null while
also being unique. Hence, the serial number column was chosen to be auto-increased upon
data insertion into the table. The sensor data is received and automatically updated in the
MySQL database as time passes. It is noticed that all four temperature sensors update soil
temperature nearly the same as ambient temperature. At the same time, the humidity of
the soil is slightly higher than that of the ambient humidity. It proves that data recorded by
sensors and displayed on the dashboard through [oT devices are synchronized properly.

Table 1
MySQL node data collected from sensors
ST1 ST12 ST3 ST4 SM1  SM2 SM3 SM4 AH AT

22.56 22.69 22.13 20.56 87 69 70 96 65 223
22.56 22.69 22.19 20.56 86 69 70 96 65 223
22.56 22.69 22.13 20.62 86 69 71 89 65 223
22.50 22.69 22.13 20.62 86 70 71 97 65 22.4
22.56 22.69 22.13 20.56 86 70 70 96 65 22.4
22.56 22.69 22.13 20.56 87 69 71 97 65 22.4
22.56 22.69 22.06 20.56 86 69 71 98 65 22.4
22.56 22.69 22.06 20.62 86 69 71 97 65 223
22.50 22.69 22.13 20.56 86 69 70 95 65 223
22.50 22.69 22.13 20.62 86 69 71 97 65 22.4
22.56 22.69 22.13 20.56 87 69 71 96 65 223
22.56 22.69 22.13 20.56 87 69 70 97 65 22.4
22.50 22.69 22.13 20.62 87 68 70 97 65 223
22.56 22.69 22.13 20.56 86 69 73 97 65 223
22.50 22.69 22.13 20.62 87 69 71 97 64 223
22.50 22.69 22.13 20.56 86 68 71 96 65 22.3
22.50 22.69 22.06 20.62 87 69 70 97 64 22.3
22.50 22.69 22.06 20.62 86 69 70 97 64 223

The ambient temperature and moisture fluctuations over four quarters across all days
are particularly delineated into six-hour intervals, as illustrated in Figures 6(a) and (b). In
the first quarter, ambient temperature remains relatively stable, attributed to the cessation
of air conditioning within the indoor environment. Subsequently, during the second quarter,
a noticeable decline in ambient temperature is observed, coinciding with the activation
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of the air conditioning system. Quarter 3 unveils an intriguing trend discernible from the
graph. On select days, the efficacy of the air conditioning appears diminished, resulting
in comparatively elevated temperatures. Notably, a temperature surge is evident around
5 pm, coinciding with the deactivation of the air conditioning system, as depicted in the
ambient temperature graph. Moreover, the moisture levels in the environment closely
mirror the ambient temperature trend. While the pot remains in the air-conditioned room,
the moisture content during early mornings and late evenings hovers between 60% and 65%
on varying days. A noteworthy observation emerges from the impact of air conditioning on
humidity levels. During the second and third quarters of the day, when the air conditioning
is operational, the dry air circulated within the room effectively diminishes heat and
humidity. This process entails the refrigerant absorbing heat and moisture from the indoor
air, thereby leading to a discernible reduction in room humidity during daytime, as evident
in Figure 6(b).

The four pots are equipped with individual soil temperature and moisture sensors,
continuously transmitting data throughout a 15-day experimental period. The study
reveals that all sensors exhibit closely aligned variations in soil temperature. Soil
temperature remains consistent when air conditioning is inactive in the first and fourth
quarters. Conversely, a decline in soil temperature is observed during the activation of
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Figure 6. The variation of (a) Ambient temperature and (b) Ambient Moisture

air conditioning, typically occurring between 9 am and 6 pm. Figure 7 illustrates the
comprehensive pattern of soil temperature fluctuations over a full day. Notably, a distinct
decrease in soil temperature is evident during quarters two and three, attributed to the
cooling effect induced within the soil. Subsequently, as air conditioning ceases in the room,
soil temperature stabilizes from the third quarter onwards. This stabilization is followed
by a temperature rise in the fourth quarter, aligning with ambient temperature.

The subplot depicted in Figure 7 highlights a three-degree Celsius reduction in soil
temperature during quarters two and three over the 15 days. Such temperature variations
hold promise for enhancing in-house plant growth.

Additionally, soil moisture plays a crucial role in herb growth. Throughout the day,
soil moisture levels exhibit an average increase ranging from 60 to 90% compared to
ambient moisture levels. Figure 8(a) provides an overview of the average soil moisture
data recorded by all sensors. The consistent maintenance of soil moisture within this range
throughout the day is a positive indication that the necessary nutrients for plant growth are
evenly distributed. Hourly variations in soil moisture content are depicted in Figures 8(b)
and 8(c) subplots. These variations, ranging from 2 to 4%, highlight the need for proactive
measures to prevent soil moisture depletion and subsequent plant dryness. Quarters two
and three consistently exhibit lower moisture levels compared to other periods of the day.
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The sensors' consistent detection of
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$
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3 soil moisture and temperature throughout

84 1 the day and over extended periods can

o ] significantly enhance plant growth potential

by optimizing soil conditions.

Q3_Time Span (Hr)
(c) CONCLUSION

Figure 8. Illustrates the recoded soil moisture data Monitoring soil parameters with IoT
forall the days technology effectively improves soil health
and promotes healthy plant growth. It
enables growers and cultivators to make informed decisions that improve soil health,
resulting in more successful and long-term in-house plant growth. Assembling recent
technology such as ESP32, node—RED, and MQTT protocol to record soil factors leads
to estimating in-house plantation. The different grain sizes of soil were considered for
monitoring soil temperature and moisture for crop growth. The four sensor data sets were
stored in a MySQL table using the “MySQL” through node-RED subscriber. The “email”
node was used to send email notifications regarding the soil moisture to a user-specified
email address. The temperature and moisture were recorded throughout the day, lasting
six hours of four quarters for fifteen days. Also, the study divides the day into quarters,
collecting soil data from various layers using temperature and moisture sensors. An in-
house experiment showed that the temperature of 30C was reduced during the day due
to air conditioning operation. The soil's moisture has changed to a 50% increment as the
day proceeds. Further, soil conditions were displayed continuously through a dashboard,
which helped to emphasize remote management via [oT in situations when physical access
to plants is limited, promoting efficient resource usage in indoor gardening.
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ABSTRACT

Convolutional Neural Networks (CNN) are widely used for image analysis tasks, including
object detection, segmentation, and recognition. Given the advanced capability, this study
evaluates the effectiveness and performance of CNN architecture for analysing Historical
Topographic Hardcopy Maps (HTHM) by assessing variations in training and validation
accuracy. The lack of research specifically dedicated to CNN’s application in analysing
topographic hardcopy maps presents an opportunity to explore and address the unique
challenges associated with this domain. While existing studies have predominantly
focused on satellite imagery, this study aims to uncover valuable insights, patterns, and
characteristics inherent to HTHM through customised CNN approaches. This study
utilises a standard CNN architecture and tests the model’s performance with different
epoch settings (20, 40, and 60) using varying dataset sizes (288, 636, 1144, and 1716
images). The results indicate that the optimal operation point for training and validation
accuracy is achieved at epoch 40. Beyond epoch 40, the widening gap between training and
validation accuracy suggests overfitting. Hence, adding more epochs does not significantly
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findings contribute to a better understanding of the strengths and limitations of the model,
providing valuable insights for future research and refinement of classification approaches
in the context of topographic hardcopy map analysis.

Keywords: Convolutional Neural Network (CNN), deep learning, feature map recognition, Historic Topographic
Hardcopy Map (HTHM)

INTRODUCTION

The digitisation of archive collections by heritage and library institutions has led to the
accessibility of vast amounts of historical data, including the topographic hardcopy maps.
Existing methodologies in historical map analysis have traditionally relied on manual and
semi-automatic procedures of feature extraction techniques for vectorisation. This process
is often labour-intensive, time-consuming, and prone to subjectivity (Anuar et al., 2021).
In contrast, CNNs offer the potential to automate and streamline the analysis process,
especially in object detection. According to research in the field of CNNs, increasing the
epoch number and the training dataset size can potentially enhance the accuracy of both
training and validation (Althnian et al., 2021; Barry-Straume et al., 2018).

However, the influence of these factors on accuracy may be contingent upon various
aspects, such as the specific dataset characteristics and the complexity of the problem at
hand (Ali et al., 2021). The number of epochs plays a crucial role in the learning process
of a CNN. By increasing the number of epochs, the model can iterate over the training
dataset multiple times, enabling it to capture more intricate patterns and improve accuracy
(Garbin et al., 2020; Kumar et al., 2024). Nonetheless, it is essential to strike a balance, as
excessively high epoch numbers may lead to overfitting (Chauhan et al., 2018; Poojary et
al., 2020). Overfitting occurs when the model becomes overly specialised in the training
data and fails to generalise well to unseen data. Monitoring the validation accuracy during
training is recommended to determine an optimal number of epochs. Once the validation
accuracy plateaus or begins to decrease, further training may not yield substantial
improvements (Dawson et al., 2023; Johny & Madhusoodanan, 2021).

The training dataset size also influences the CNN performance. Increasing the dataset
size gives the model a more diverse set of examples, enhancing its ability to generalise and
perform well on unseen data. However, ensuring that the dataset remains representative
of the problem domain and encompasses an adequate range of variations and scenarios is
essential. Acquiring or generating a more extensive dataset may entail additional costs and
efforts, necessitating careful consideration of the available resources. Increasing the number
of epochs and training dataset size generally positively impacts CNN accuracy (Kandel
& Castelli, 2020). However, finding the optimal values requires empirical investigation
and diligent monitoring of validation performance to prevent overfitting. Achieving the
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best possible accuracy necessitates carefully balancing model complexity, computational
resources, and data availability.

Thus, the evaluation results were presented, highlighting the CNN architecture
performance on the HTHM dataset. The relationship between epoch variation, dataset size,
and training and validation accuracy was analysed and discussed. The findings provide
insights into the effectiveness of the CNN architecture for analysing HTHM and offer
guidance for determining the optimal epoch value and dataset size for achieving satisfactory
performance. This study aims to test the CNN architecture on the Historical Topographic
Hardcopy Map (HTHM) dataset; thus, the objectives of this study are:

1. To review the CNN model structure on trained Historical Topographic Hardcopy

Map dataset.

2. To evaluate the training and validation accuracy by varying the epoch on different

dataset amounts.

By explicitly comparing the CNN approach to existing methodologies, the study
contributes to the growing body of literature on computational methods for historical
map analysis, offering insights into the strengths and limitations of CNNs and providing
guidance for future research in this area.

BACKGROUND STUDY

While numerous studies have focused on using satellite imagery as the dataset for CNN-
based research, this study stands out by utilising topographic hardcopy maps as the dataset’s
domain. This novel approach introduces a unique perspective in applying CNN, exploring
the potential of extracting valuable information and insights from traditional cartographic
representations. By shifting the focus from satellite imagery to topographic hardcopy maps,
this research opens new avenues for leveraging CNN in geospatial analysis. It contributes to
a broader understanding of the digital transformation in cartography and spatial data analysis.

Based on the available literature, a significant body of research has utilised CNN
for analysing satellite imagery as their primary dataset in various domains, including
remote sensing and geospatial analysis (Bhosle & Musande, 2022; Li et al., 2021). These
studies have demonstrated the effectiveness of CNN in extracting meaningful information
and patterns from satellite images, leading to advancements in fields such as land cover
classification, object detection, and change detection. Audebert et al. (2019) introduced a
deep-learning approach for hyperspectral data classification using CNNs. The proposed
framework surpasses the limitations of traditional methods by leveraging the power of CNNs
to capture both spatial and spectral information. The results highlight the effectiveness of
CNNs in enhancing hyperspectral data analysis through improved classification accuracy
and better utilisation of the rich information in hyperspectral images. Chen et al. (2016)
and Sharifi et al. (2022) proposed a CNN-based method for accurate hyperspectral image
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classification by leveraging its hierarchical representation learning capabilities. The study
demonstrated the effectiveness of CNN in extracting discriminative features from complex
hyperspectral data. This finding underscores the potential of CNN as a valuable tool for
improving the analysis and classification of hyperspectral imagery. Ji et al. (2018) presented
a 3D CNN-based method for deep feature extraction and classification of hyperspectral
images. By harnessing CNN’s hierarchical representation learning capabilities, the aim
is to enhance the accuracy of hyperspectral image classification. Hamouda et al. (2020)
demonstrated that smart feature extraction and classification of hyperspectral images using
CNN improves classification accuracy while reducing computing time. Findings from Liu
et al. (2020) demonstrate the effectiveness of CNN in extracting discriminative features
from complex and high-dimensional hyperspectral data and focus on multi-label land cover
classification using CNN for remote sensing images. The aim is to tackle the challenge of
simultaneous classification of multiple land cover types from satellite imagery. The study
achieved promising results by employing CNN to identify various land cover categories
accurately. These findings highlight the potential of CNN in facilitating comprehensive
land cover analysis in remote sensing applications.

For instance, Liu et al. (2020) and Dwivedi and Patil (2022) employed CNN for land
cover classification using satellite imagery, achieving high accuracy in identifying different
land cover classes. Guo et al. (2018) utilised CNN for object detection in satellite images,
enabling the automated identification of specific objects, such as buildings, roads, and
vegetation. Similarly, Li et al. (2020) employed CNN for change detection in satellite
imagery, facilitating the identification of temporal changes in land cover over different
periods. Based on this evidence, CNNs have gained popularity in Remote Sensing due to
their effectiveness in handling various image analysis tasks.

However, concerning Geospatial and Digital Cartography (Geospatial Cartography),
CNNs are also utilised for performing vectorisation through hardcopy maps, object
classification, and image analysis. It highlights the versatile capabilities of CNNs in
both Remote Sensing and Geographic Information Systems (GIS) domains, enabling the
extraction of valuable information from various types of data sources and facilitating
comprehensive spatial analysis. It is important to note that there appears to be limited
research explicitly focusing on applying CNN in analysing topographic hardcopy maps
as the dataset domain. While topographic maps are crucial in various fields, such as urban
planning, environmental assessment, and infrastructure development, most existing studies
have primarily focused on satellite imagery. Therefore, the study on CNN using topographic
hardcopy maps as the dataset introduces a novel perspective to the field. By exploring the
application of CNN in analysing topographic maps, the study will have the opportunity to
address unique challenges and extract valuable insights specific to this domain. It includes
identifying features, patterns, and characteristics inherent to topographic maps, which may
require customised approaches for effective analysis and interpretation.
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This study expands the scope of CNN applications in geospatial analysis and
provides a valuable contribution to the field, focusing on topographic hardcopy maps. It
fills a gap in the existing literature and opens avenues for further exploration, ultimately
advancing the understanding and utilisation of topographic maps in various domains. The
study also explores and identifies its limitations and areas for improvement. Analysing
misclassifications reveals patterns or challenges the model struggles with, informing
refinements in pre-processing, training data augmentation, and model architecture.
Addressing these insights can enhance the model’s accuracy and reliability for HTHM
analysis.

METHODOLOGY

The HTHM dataset was utilised to train the CNN architecture. The selected CNN
model underwent rigorous evaluation and analysis on the HTHM dataset to determine
its effectiveness in extracting meaningful information from the maps. Various metrics,
including training and validation accuracy, were assessed to quantify the CNN architecture
performance. The impact of varying the epoch during training and utilising different dataset
sizes was investigated. This analysis involved training the CNN model with different epoch
values on subsets of the HTHM dataset and observing the corresponding training and
validation accuracy changes. Epochs in this study refer to the number of times the entire
training dataset is presented to the model during training. Setting epochs at intervals of
20 allowed the study to assess the model’s performance early in training (20 epochs), at a
mid-point (40 epochs), and after further training (60 epochs). This approach enabled the
study to analyse how accuracy varied as the model underwent different stages of learning
and whether additional training beyond a certain point yielded significant improvements
or led to overfitting. By exploring different epoch durations and dataset sizes, valuable
insights regarding optimal training conditions can be obtained.

The study expected that training and validation accuracy would improve by increasing
the number of epochs and datasets. Thus, the outcomes of this paper were used to further
improve the selection of the best architecture for implementing automatic vectorisation for
HTHM. The following are the detailed steps of this research methodology: Data Collection,
Data Pre-processing, CNN Training Model, Evaluation of Performance, and lastly, Result
and Conclusion.

Data Collection

The scanned HTHM were collected from Perpustakaan Tun Abdul Razak at UiTM Shah
Alam, specifically in the Mapping section. The study classified four objects: buildings, water
bodies, land use, and roads. All the images were cropped on ten hardcopy map samples,
which moderated conditions. The map was scanned using an A0 flatbed scanner with 500
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dpi. All the datasets were cropped in dimensions of 224 pixels by 224 pixels (Figure 1)
to ensure the dataset is of standard size. Figure 1 shows a sample of each object class in
HTHM. The examples of every dataset class are shown in Table 1.

Table 1 and Figure 1 outline the composition of the dataset. The dataset focuses on map
features, including contour building, land use, road and water bodies. Each dataset presents
unique challenges for model generalisation. Variations in map feature complexity and quality
may introduce bias and affect the model’s ability to generalise across diverse conditions. The
dataset may not fully represent the diversity of historical topographic hardcopy maps (HTHM)
in terms of geographical regions, periods, or map styles. This limitation could result in the
model being biased towards the characteristics of the included maps.

Skala 1:10,000 SUBANG JAYA S e LEMBAR s 23

Figure 1. Sample of historical topographic hardcopy map

Table 1
Object in historical topographic hardcopy map
Dataset Sample 1 Sample 2 Sample 3
> s
Building - ..%
Building 1 Building 2 Building 3
= §
Land Use Q [
Rubber Tree Plantation Palm Oil Plantation Forest
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Table 1 (continue)

Dataset Sample 1 Sample 2 Sample 3

p— NG

Road s W (
Main Road Small Road Small Road
e ‘ :
D St
B, =T RO
Water Bodies - 4."’
2 :
{ g
River 1 River 2 River 3

Data Pre-processing

Four datasets in this study represent objects on hardcopy maps. Dataset 1 represents
buildings, Dataset 2 represents land use, Dataset 3 represents roads, and Dataset 4 represents
water bodies. While preparing the datasets, each image was augmented with the following
techniques: rotations of 90°, 180°, 270°, flip vertical, and flip horizontal. Data augmentation
can assist in lessening overfitting, a significant issue in Deep Learning, and enhancing
model performance (Khalifa et al., 2022). All classes of objects were subjected to image
augmentation. The specifics of the augmentation are shown in Figure 2.

The dataset was divided into a 70:20:10 ratio, with 70% of samples for training, 20%
for validation, and 10% for model testing. The study performed five training sets, each
with several datasets and epochs. The distribution of training sets is shown in Table 2.

Based on Table 2, experiments 1 to 4 undergo training using the CNN model at epochs
20, 40, and 60. Each training was tested for its capability of achieving training and validation
accuracy. Experiment 1 used 288 images; experiment 2 used 636 images; experiment 3
used 1144 images; and experiment 4 used 1716 images.

Original Rotate 90° Rotate 180° Rotate 270° Flip vertical

Figure 2. Example of augmentation image on building dataset
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Table 2
Training set details
No. experiment 1 3 4

Epochs 20/40/60 20/40/60 20/40/60 20/40/60
Training data 200 800 1200
Validate data 60 228 344
Testing data 28 116 172
Total data set 288 1144 1716

The Proposed CNN Training Model

In this study, a CNN model was developed to detect the objects on HTTM that had already
been scanned. Figure 3 shows the structure of the CNN model, and Table 3 displays the

layers and details for each layer.

The model used an adopted technique from Roslan et al. (2023). The first layer in this
model is a convolutional layer, calculating 16 features for each 3x3 kernel. The second

T 16x3x3 2% 16x3%3
L/

i
W

g nd g

o Pooling

Convolve
Input

2% -
Rﬁiﬁ |.
Pooling -

C I
onvolve Fully Output

Connected
Layer

Figure 3. The proposed structure of the CNN model

Table 3
CNN layers in the proposed model
No  Layer (Type) Layer type and filter shape
1 Conv2D Convolution-ReLU, Kernel <16x3x3>
2 Pooling2D Max pooling, 2x2
3 Batch normalization -
4 Conv2D 1 Convolution-ReLU, Kernel <32x3x3>
5 Pooling2D 1 Max pooling, 2x2
6 Batch_normalization 1 -
7 Flatten Flatten
8 Dense ReLU activation
9 Activation_5 (Softmax) Classifier
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layer is a max-pooling layer with a 2x2 kernel. In the next step, another convolutional
layer calculates 32 features for each 3x3 kernel. It is followed by another max pooling with
a 2x2 filter. Note that the batch normalisation was applied after each max-pooling layer,
and the rectified linear unit (ReLU) served as an activation function. After four layers, a
fully connected layer can be found. In the last phase, a SoftMax layer creates a vector with
four entries from the proceeding layers’ results vector. These four entries indicate the four
types of objects in HTHM.

In this study, dropout was applied to hidden layers of the CNN architecture with
varying dropout rates. By randomly masking a fraction of neurons during each training
iteration, dropout helped prevent overfitting by ensuring that no single neuron or feature
became overly reliant on specific input patterns. The impact of dropout regularisation was
observed through improvements in validation accuracy and reduced overfitting tendencies,
particularly as the model underwent additional training epochs. In the study methodology,
optimising hyperparameters such as learning rate and batch size was essential to ensure the
CNN model’s optimal performance. The learning rate and batch sizes determine the step
size taken during the optimisation process by analysing the learning curve on the graph to
update the model’s weights.

Evaluation of Performance

Each of the training sets underwent an accuracy evaluation. The observation was based
on four elements, which are the results of this study.

Training and Validation Accuracy of the Model’s Accuracy Graph Interpretation
Analysis

Visualising the model’s accuracy over epochs is valuable for understanding its performance
and learning progress during training. It provides insights into how well the model fits the
training data and its ability to generalise to unseen data. The benefits of visualising accuracy
over epochs are as follows: First, it allows monitoring of the training progress by observing
the accuracy trends over time. Steady increases or high plateaus indicate effective learning.
Second, comparing training and validation accuracy helps detect overfitting or underfitting.
A large gap suggests overfitting, while low values for both indicate underfitting. Third, it
aids in determining convergence by identifying stable performance, where training and
validation accuracy reach a plateau or show diminishing improvements. Finally, it facilitates
model comparison by visualising the accuracy trends of multiple models, enabling the
selection of the best-performing one based on convergence, generalisation, and overall
accuracy (Alzubaidi et al., 2021).
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Model Loss Graph Pattern

The loss function quantifies the disparity between the model’s predicted and expected output
to minimise this difference during training. Plotting the loss over epochs provides valuable
information about the model’s learning progress and convergence. The significance of the
loss graph and its interpretation are as follows: First, it allows monitoring of the model’s
learning progress, with decreasing or plateauing loss indicating effective learning. Second,
overfitting or underfitting can be identified by comparing the training loss with the validation
loss. A significant decrease in training loss with high validation loss suggests overfitting,
while high values for both indicate underfitting. Third, the loss plot helps determine if
the model has converted to stable performance, as evidenced by a plateau or diminishing
improvements in training and validation losses. By analysing the loss over epochs, valuable
insights can be gained regarding the model’s learning behaviour, issues like overfitting or
underfitting, and an overall assessment of its convergence and performance.

Confusion Matrix

Confusion Matrix is an important measure to evaluate the accuracy of credit scoring models
(Zeng, 2020). The confusion matrix is a comprehensive summary of a model’s predictions
and the actual labels of the data points, particularly in classification problems (Tharwat,
2020). It consists of a table where rows represent true labels and columns represent predicted
labels. The matrix provides counts or proportions of true positives (correctly predicted
positives), true negatives (correctly predicted negatives), false positives (incorrectly
predicted positives), and false negatives (incorrectly predicted negatives). True positives
and true negatives indicate correct predictions, while false positives and false negatives
represent prediction errors. Analysing the confusion matrix helps identify the model’s
accuracy and the specific types of errors it makes, enabling targeted improvements.

Classification Report

Evaluation metrics, such as accuracy, precision, recall, and F1-score, are commonly used
to measure a model’s performance in predicting correct class labels. Accuracy represents
the overall correctness of the predictions, precision measures the ability to identify positive
instances correctly, recall measures the ability to identify positive instances out of all
actual positives correctly, and the F1-score provides a balanced measure between precision
and recall. Comparing predictions against a labelled dataset with known ground truth is
crucial to assess model accuracy. These metrics help evaluate performance, identify areas
for improvement, and inform decisions on model selection, hyperparameter tuning, and
feature engineering. The accuracy, precision, recall, and F1 score will be calculated after
implementing the model. It will use the confusion matrix, including true positive (TP),
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true negative (TN), false positive (FP), and false negative (FN), to measure accuracy,
precision, recall, and F1-score. The formulas for accuracy, precision, recall, and F1-score
are represented in Equations 1 to 4.

TP+TN

Accuracy = TPITNTFPIFN [1]
Precision = TPTfFP (2]
Recall = TPT_:)FN (3]
Fl-score =2 X Precision x Recall [4]

Precision +Recall

EXPERIMENT RESULTS AND ANALYSIS

The experiment was conducted by performing data training based on several train datasets.
The datasets were based on four classes: buildings, roads, water bodies, and land use. The
images from these four classes totalled 288, 636, 1144, and 1716. These were tested on 20,
40, and 60 epoch variations to find the best training performance for the HTHM dataset.
Each dataset was evaluated based on its model accuracy, model loss, confusion matrix, and
classification report as the model’s performance indicator. The results are shown below:

Experiment 1: 288 Data Set

In Table 4, the CNN model’s results show an improvement in accuracy as the number
of epochs increases. At epoch 20, the model achieved a training accuracy of 69% and a
validation accuracy of 45%. By epoch 40, the training accuracy had significantly improved
to 97.5%, with a validation accuracy of 48.33%. Concerning epoch 60, the training accuracy
drops to 87.5%, while the validation accuracy drops to 41.67%.

Table 5 shows the validation accuracy of the model’s accuracy graph for experiment
1. The confusion matrix and Classification report for HTHM data are tabulated in Table 6.
The total image of a confusion matrix for testing data is 28, 10% for data testing from 288

Table 4
Result of performance loss, accuracy, validation loss, and validation accuracy achieved for Experiment 1
288 data set
Epoch Loss Accuracy Val_loss Val_accuracy
20 0.9605 0.6900 1.2575 0.4500
40 0.1490 0.9750 1.9651 0.4833
60 0.3450 0.8750 2.4341 0.4167
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images. Table 7 shows that epoch 40 achieved high accuracy by testing average precision,
recall F1 score and accuracy.

Table 5
Validation accuracy of the model's accuracy graph for Experiment 1
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Table 6
Result of the performance confusion matrix and classification report for the testing model Experiment 1
Epoch 20 40 60
[}
Na]
B
E
=}
=]
=
2
=)
o
Q
b= Classification report © Classification report © Classification report :
g precision  recall fi-score support precision  recall fi-score support precision  recall fl-score support
5]
= 0 0.20 0.14 0.17 7 0 0.42 01 0.53 7 0 0.22 0.29 0.25 7
g 1 0.2t 043 0.3 7 1 012 0t 03 7 1 0.08 044 0.4 7
=8 2 0.78 0.43 0.58 7 2 1.00 0.43 0.60 7 2 0.50 0.14 0.22 7
8 3 0.80 0.57 0.67 7 3 0.80 0.43 0.50 7 3 0.40 0.29 0.33 7
=
g7 aceuracy 0.39 28 accuracy 0.43 28 accuracy 0.21 28
172} macro avg 0.49 0.39 0.42 28 macro avg 0.54 0.43 0.44 28 macro avg 0.30 0.2 0.23 28
E weighted avg 0.49 0.39 0.42 28 weighted avg 0.54 0.43 0.44 28 weighted avg 0.30 0.21 0.23 28
Q
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Table 7
Average precision, average recall, average F1-score, and accuracy for the testing model in Experiment 1
288 data set
Epoch average precision average recall average F1-score Accuracy
20 0.49 0.39 0.42 0.39
40 0.54 0.43 0.44 0.43
60 0.30 0.21 0.23 0.21

Experiment 2: 636 Data Set

The trained datasets were set to 636 images, and the implemented CNN architecture results
are shown in Table 8.

In Table 8, the results of the CNN model show an improvement in accuracy as the
number of epochs increases. At epoch 20, the model achieved a training accuracy of 81%
and a validation accuracy of 46%. By epoch 40, the training accuracy had significantly
improved to 98%, with a validation accuracy of 51.56%. Concerning epoch 60, the
training accuracy peaks at 100%, while the validation accuracy drops at 50.78%. The
model accuracy graph was shown in Tables 9 and 10 for the confusion matrix with its
classification report.

The confusion matrix and classification report for HTHM data are tabulated in Table
11. The total image of a confusion matrix for testing data is 64, 10% for data testing from

636 images.
Table 8
Result of performance loss, accuracy, validation loss, and validation accuracy achieved for Experiment 2
636 data set
Epoch Loss Accuracy Val_loss Val_accuracy
20 0.4528 0.8176 1.7168 0.4609
40 0.1169 0.9797 3.5790 0.5156
60 0.0054 1.0000 3.4112 0.5078

Table 9
Validation accuracy of the models accuracy graph for Experiment 2

Epoch 20 40 60
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Table 9 (continue)
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Table 10

Result of the performance confusion matrix and classification report for the testing model Experiment 2

Epoch 20 40 60

Confusion matrix

Classification report : Classification report : Classification report :
8 precision  recall fi-score support precision  recall fi-score support precision  recall fi-score support
=
= = 0 0.17 0.12 0.14 16 0 0.44 0.50 0.47 16 4 0.06 0.06 0.06 16
S 5 1 0.45 0.62 0.53 16 1 0.46 0.81 0.59 16 1 0.43 0.75 0.55 16
e A 2 0.89 0.50 0.64 16 2 0.91 0.62 0.74 16 2 1.00 0.44 0.61 16
‘A O 3 0.67 0.88 0.76 16 3 1.00 0.44 0.61 16 3 0.64 0.44 0.52 16
vy -
< accuracy 0.53 64 accuracy 0.59 64 accuracy 0.42 64
= macro avg 0.54 0.53 0.52 64 nacro avg 0.70 0.59 0.60 64 macro avg 0.53 0.42 0.43 64
o weighted avg 0.54 0.53 0.52 64 weighted avg 0.70 0.59 0.60 64 weighted avg 0.53 0.42 0.43 64

Table 11
Average precision, average recall, average F1-score, and accuracy for the testing model in Experiment 2
636 data set
Epoch average precision average recall average F1-score Accuracy
20 0.54 0.53 0.52 0.53
40 0.70 0.59 0.60 0.59
60 0.53 0.42 0.43 0.42

Experiment 3: 1144 Data Set

The trained datasets were set to 1144 images, and the implemented CNN architecture
results are shown in Table 12.

In Table 12, the results of the CNN model show an improvement in accuracy as the
number of epochs increases. At epoch 20, the model achieved a training accuracy of 22.12%
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and a validation accuracy of 25%. By epoch 40, the training accuracy had significantly
improved to 86.62%, with a validation accuracy of 57%. Concerning epoch 60, the
training accuracy dropped to 76.62%, followed by its validation accuracy at 52.19%. The
model accuracy graph was shown in Tables 13 and 14 for the confusion matrix with its
classification report.

Based on the result in Table 15, epoch 40 achieved high accuracy by testing average
precision, recall F1 score and accuracy compared to epochs 20 and 60. It shows that epoch
40 was the optimum epoch for the dataset training.

Table 12
The results of performance loss, accuracy, validation loss, and validation accuracy were achieved for
Experiment 3

1144 data set

Epoch Loss Accuracy Val_loss Val_accuracy
20 1.3872 0.2212 1.3863 0.2500
40 0.3649 0.8662 1.9437 0.5702
60 0.5658 0.7662 1.6103 0.5219
Table 13
Validation accuracy of the model s accuracy graph for Experiment 3
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Table 14
Result of the performance confusion matrix and classification report for the testing model Experiment 3

Epoch 20 40 60

Confusion matrix

Classification report : Classification report : Classification report :
precision Tecall fl-score support precision  recall fl-score support precision  recall fi-score support

0.00 0.00 0.00 29
0.00 0.00 0.00 29
0.00 0.00 0.00 29
0.25 1.00 0.40 29

0 0.71 0.52 0.60 29 0.25 0.06 0.10 16
1 0.61 0.86 0.71 29 0.64 0.56 0.60 16
2 0.93 0.90 0.91 29 0.60 0.56 0.58 16
3

0.88 0.79 0.84 29 3 0.45 0.88 0.60 16

oo

0.25 116
0.06 0.25 0.10 116 accuracy 0.77 116 accuracy 0.52 64

0.06 0.25 0.10 116 macro avg 0.78 0.77 0.77 116 macro avg 0.49 0.52 0.47 64
weighted avg 0.78 0.77 0.77 116 weighted avg 0.49 0.52 0.47 64

Classification
report

Table 15
Average precision, average recall, average F1-score, and accuracy for the testing model in Experiment 3
636 data set
Epoch average precision average recall average F1-score Accuracy
20 0.06 0.25 0.10 0.25
40 0.78 0.77 0.77 0.77
60 0.49 0.52 0.47 0.52

Experiment 4: 1716 Data Set

The trained datasets were set to 1716 images, and the implemented CNN architecture
results are shown in Table 16.

In Table 16, the results of the CNN model show an improvement in accuracy as the
number of epochs increases. At epoch 20, the model achieved a training accuracy of 79.50%
and a validation accuracy of 57.27%. By epoch 40, the training accuracy significantly
improved to 94.75%, with a validation accuracy of 67.44%. Concerning epoch 60, the
training accuracy dropped to 89.17%, followed by its validation accuracy at 61.34%. The
model accuracy graph was shown in Tables 17 and 18 for the confusion matrix with its
classification report.

Based on the results in Table 19, epochs 40 and 60 achieve high accuracy by testing
average precision, recall F1 score and accuracy compared to epoch 20. It shows that the
optimum epoch for the dataset training was at epochs 40 and 60. Through experiments 1, 2, 3
and 4, the variation in quality and diversity of topographic map datasets also pose significant
challenges to CNN-based analysis. Variations in image quality and features also impact
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Result of performance loss, accuracy, validation loss, and validation accuracy achieved for Experiment 4

1716 data set

Epoch

Loss

Accuracy

Val_loss

Val_accuracy

20
40
60

0.4311
0.1296
0.2567

0.7950
0.9475
0.8917

1.2615
5.3041
2.1453

0.5727
0.6744
0.6134

Table 17

Validation accuracy of the models accuracy graph for Experiment 4
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Table 18

Result of the performance confusion matrix and classification report for the testing model Experiment 4

Epoch
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60

]

§

=) 3
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S
= Classification report : Classification report : Classification report :
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=
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Table 19
Average precision, average recall, average F1-score, and accuracy for the testing model in Experiment 4
1716 data set
Epoch average precision average recall average F1-score Accuracy
20 0.75 0.70 0.70 0.70
40 0.79 0.77 0.77 0.77
60 0.79 0.77 0.77 0.77

the model’s accuracy and generalizability. Future research should address these challenges
by evaluating computational efficiency and resource requirements and exploring methods
to enhance the model’s adaptability to diverse map characteristics. Integrating CNN
models with GIS enhances the usability of topographic map data, supporting automated
feature extraction and spatial analysis for informed decision-making in various domains.
Additionally, visualisation tools are crucial for ensuring user understanding, with detection
boxes overlaid on maps facilitating the interpretation of model outputs. Developing
system tools for object detection can further streamline the application of CNN models to
topographic map analysis. Throughout the experiment, findings also reveal that all testing
achieved their optimum accuracy at epoch 40. It indicates that the greater number of epochs
does not affect the higher accuracy achieved for this dataset. Thus, the epoch number needs
to be compatible with the dataset types to achieve an optimal detection model.

Examples of practical challenges encountered during map analysis include complex
cartographic details and variability in map quality. The complex detail varies in size,
shape, and clarity, posing challenges for accurate feature extraction and classification. The
challenges introduce the capability of the CNN model, which is able to handle diverse
datasets of HTHMs. The model is designed to learn hierarchical representations of these
complex cartographic features. The model can capture local spatial patterns and semantic
information by leveraging convolutional layers, accurately classifying and interpreting
various map elements and quality.

CONCLUSION

In summary, the classification report analysis demonstrates that the model performs
reasonably well classifying instances from the dataset. However, further improvements
can be made to enhance the model to achieve a more balanced performance for each
class. Findings from this study also contribute to understanding the model’s strengths
and limitations, providing valuable insights for future research and refinement of the
classification approach. Overall, evaluating CNN architecture for analysing HTHM has
provided valuable insights into its effectiveness and potential applications. The study
demonstrated that CNNs can accurately classify instances from the HTHM dataset,
showcasing their suitability for analysing complex cartographic details, such as contour
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lines, symbols, and textual annotations. The model exhibited satisfactory performance in
most classes, with room for improvement in specific categories. This study also provides
a foundation for advancing map analysis and interpretation within GIS. It underscores
the potential of CNNs in automating the vectorisation process and facilitating the broader
access and preservation of valuable historical records embedded in topographic maps.
For potential future research directions, a hybrid CNN model with other machine learning
algorithms for its higher accuracy in classification tasks could enhance the study’s accuracy,
and additional datasets covering maps from various years would provide a broader range
of topographical map data for analysis.
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ABSTRACT

In medical data, addressing imbalanced datasets is paramount for accurate predictive
modeling. This paper delves into exploring a well-established rebalancing framework
proposed in previous research. While acknowledged for its effectiveness, the adaptability
of this framework across diverse medical datasets remains unexplored. We conduct a
comprehensive investigation to bridge this gap by integrating an ensemble-based classifier
into the existing framework. By leveraging seven imbalanced medical binary datasets, our
study comprises three distinct experiments: utilizing standard baseline classifiers from the
framework (original), incorporating the baseline with an ensemble-based classifier, and
introducing our novel ensemble-based classifier with the self-paced ensemble (SPE) algorithm.
Our novel ensemble, composed of decision tree (DT), radial support vector machine (R.SVM),
and extreme gradient boosting (XGB) classifiers, serves as the foundation for the SPE. Our
primary objective is to demonstrate the potential improvement of the existing framework’s
overall performance through the integration of an ensemble. Experimental results reveal
significant enhancements, with our proposed ensemble classifier outperforming the original
by 4.96%, 5.89%, 5.68%, 7.85%, and 6.84% in terms of accuracy, precision, recall, F-score,
and G-mean, respectively. This study contributes valuable insights into the adaptability
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INTRODUCTION

Class imbalance poses a common challenge across various data domains, particularly in
medical datasets where its presence is unavoidable (Bai et al., 2015; Rahman & Davis,
2013). Imbalance occurs when the majority class overwhelms instances of the minority
class (Abraham & Elrahman, 2013). Predictive models trained on imbalanced data often
exhibit bias, resulting in a higher misclassification rate when predicting the target outcome.
Conventional sampling methods, such as random oversampling, undersampling, and the
synthetic minority oversampling technique (SMOTE), are commonly applied to address
this issue. These methods involve modifying imbalanced datasets to create a more balanced
distribution, significantly improving the overall performance of classifiers (Fernandez et
al., 2018).

In the medical domain, the consequences of such misclassifications can be considerably
more significant, as they may lead to the misdiagnosis of cancerous patients as noncancerous
or vice versa (Belarouci & Chikh, 2017; Rahman & Davis, 2013). Consequently, various
cutting-edge techniques for dealing with this issue have emerged (Rahman & Davis, 2013;
Pes, 2019). One such approach employs the rebalancing framework proposed by Zhao et
al. (2018), which implements several standard classifiers and relies on four rebalancing
strategies to address data imbalance. A satisfactory increase in overall classification
performance has been reported by Zhao et al. (2018), especially in terms of accuracy,
recall, precision, and F-score.

Despite promising results, the framework’s effectiveness with medical datasets of
varying imbalance levels remains unexplored. This uncharted nature motivates the current
research study. However, the validity and effectiveness of the rebalancing framework may
vary between datasets based on the imbalance ratio (IR), necessitating classifiers capable of
enhancing performance across different IR (Mohammed et al., 2020; Krishnan & Sangar,
2021; Tantithamthavorn et al., 2020; Jiang et al., 2020).

Therefore, our research investigates the effectiveness of ensemble-based classifiers
within the Zhao et al. (2018) rebalancing framework while exploring additional datasets,
aligning with the author’s attention to experimentally test the framework with more
imbalanced medical datasets.

An ensemble-based classifier is a combination of more than one classifier (Valentini
& Dietterich, 2004) that performs better than individual ones. Researchers across various
domains have widely implemented ensembles for enhanced classification (Mohandes et al.,
2018). The advantages of employing an ensemble approach are: (1) it combines stronger
classifiers to address class imbalance, ensuring efficient imbalance learning (Khalilia et al.,
2011; Cahyana et al., 2019); (2) our previous work (Edward & Rosli, 2021), a systematic
mapping study (SMS) on ensemble-based classifiers, highlighted the favorability of
the ensemble approach among researchers in the medical domain, particularly for its
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effectiveness in diagnostic classification. The SMS also uncovered a prevailing trend where
many researchers prefer the hard-level majority voting technique as their primary choice
for ensemble combination methods, especially in medical research. Thus, we selected the
hard-level majority voting technique as our preferred combination method. These reasons
alone were enough to spark our interest in exploring this method via Zhao et al. (2018)
rebalancing framework.

To further leverage the capabilities of the assembling approach, we adapted our
proposed ensemble-based classifier as the baseline estimator within the Self-paced Ensemble
(SPE), an imbalance learning method introduced by Liu et al. (2020). SPE introduces the
classification ‘hardness’ concept to demonstrate a trained classifier’s difficulty in identifying
a particular sample. Based on this hardness, SPE iteratively selects the most informative
majority data samples in accordance with their distribution rather than simply balancing
the positive and negative data or applying instance weights. Implementing SPE for highly
imbalanced data is expected to yield significant results (Liu et al., 2020).

This study conducts three experiments to determine whether ensemble-based classifiers
improve the existing framework. Initially, we assessed the performance of each imbalanced
dataset used in this study. We compared the results obtained using the original baseline
classifier recommended by Zhao et al. (2018) framework with those achieved with
ensemble-based baseline classifiers. Subsequently, we conducted another experiment
with our proposed ensemble-based classifier to evaluate the effectiveness of the ensemble
approach. The results were then comprehensively compared to determine which method
demonstrated a more substantial performance improvement.

The overall results of our experiments revealed that our proposed ensemble-based
classifiers with SPE outperformed both the original baseline and the baseline with the
ensemble approach in terms of overall performance measures (accuracy, precision, recall,
F-score, and G-mean). This outcome highlights the effectiveness of the ensemble method
in addressing class imbalances in medical data, demonstrating its potential for enhanced
performance in imbalance learning. In summary, the key contributions of this article are
as follows:

1. To investigate and provide a comprehensive analysis of the effectiveness of

ensemble-based classifiers in the rebalancing framework proposed by Zhao et al.
(2018).

2. To explore and experimentally test the framework of Zhao et al. (2018) with more
imbalanced medical datasets.

3. To introduce and evaluate SPE(EM), a novel ensemble approach. SPE(EM),
combining decision tree (DT), radial support vector machine (R.SVM), and
extreme gradient boosting (XGB) classifiers, outperformed the baseline with
significant improvements (4.96%, 5.89%, 5.68%, 7.85%, and 6.84%) in accuracy,
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precision, recall, F-score, and G-mean. This contribution extends the understanding
of ensemble methods in addressing class imbalances in medical datasets.

THE FRAMEWORK

As previously mentioned, the framework we adopted and tested in this research study
is the rebalancing framework developed by Zhao et al. (2018). In their research, the
authors experimented with medical incidents due to look-alike (LASA) mix-ups dataset,
which exhibited class imbalance. This dataset comprises 227 records with structured text,
including eight features and binary class target variables (LASA and non-LASA). The
authors’ framework demonstrated a notable ability to classify LASA incident reports with
high predictive accuracy. Although their primary focus was on incident report classification,
the authors suggested that their rebalancing framework holds broad applicability, extending
beyond the classification of medical incident reports to address other medical datasets with
similar imbalanced properties.

Zhao et al.’s (2018) framework incorporates algorithmic and data-level approaches to
rebalance the unequal class distribution to address the class imbalance issue. A detailed
investigation was conducted to assess the impact and performance of various classifiers,
utilizing a sequence of three key stages within the framework. Specifically, these stages are
based on classifier selection, incorporating four rebalancing strategies, and leave-one-out
cross-validation (LOOCYV). In the initial stage, the performance of each candidate classifier
is evaluated based on standard metrics (accuracy, precision, recall, and F-score) to determine
the best-performing classifier. Zhao et al. (2018) suggest that candidate classifiers can be
linear or non-linear for binary classification. However, for their experimental studies, they
opted for logistic regression (LR), support vector machine with linear kernels (L.SVM),
support vector machine with radial kernels (R.SVM), and decision tree (DT) as their
baseline classifiers.

The second stage involves rebalancing imbalanced medical data using four
strategies: the SMOTE (Chawla et al., 2002), cost-sensitive learning (Elkan, 2013),
and random oversampling and undersampling techniques (Japkowicz, 2000). Similarly,
when training with the base classifiers selected from the previous stage, the framework
suggests determining which of the four strategies yields the most substantial performance
improvements across various parameter configurations for each rebalancing strategy. The
available hyperparameter tuning range must be developed using criteria for each rebalancing
strategy’s parameter/threshold.

As Zhao et al. (2018) suggested, datasets with imbalanced distributions need to
be rebalanced (using each strategy) and validated using the LOOCYV in stage three. A
conventional cross-validation technique in which one sample is excluded (leave-out)
for validation and training is performed on the other samples supplied to the model; this

2634 Pertanika J. Sci. & Technol. 32 (6): 2631 - 2653 (2024)



A Comprehensive Analysis of a Framework for Rebalancing Imbalanced

procedure is repeated on all samples. LOOCYV is widely favored by many researchers for
extensive validation processes, where the number of cross-validations is determined by
the number of instances in a dataset (Cheng et al., 2017). In the medical domain, it has
been implemented in many model validations, such as the biomedical phenotype predictive
model (deAndrés-Galiana et al., 2016), Alzheimer’s classification model (Cuingnet et
al., 2011), breast cancer model (Liang et al., 2018), and kidney stone predictive model
(Shabaniyan et al., 2019).

Table 1 summarizes the adapted framework process by Zhao et al. (2018) in stages. The
framework provides detailed insight into the framework we adapted for our experiments.

Table 1
Stages of the adapted (Zhao et al., 2018) rebalancing framework process
Stage Process Description Selections
1 Classifier Selecting base Candidate classifiers can be « LR
* R.SVM baseline linear or non-linear either « L.SVM
Select the classifier that « DT
performs best as
2 Rebalancing strategies  Incoporating Select best-performed « SMOTE
* Strategy parameter/ strategies rebalancing * Random
threshold according to results Oversampling * Random
* Sensitive learning of each parameter =~ Tune according to each undersampling cost
tune rebalancing
3 Validate model Estimate finalized model « LOOCV
performance

MATERIALS AND METHODS
Ensemble-based Classifier

A unified classifier overcomes the limitations of each counterpart in terms of accuracy
and performance (Utami et al., 2014). As mentioned earlier, we employed the hard-level
technique using majority voting for classifier combinations in this study. This approach
combines the highest predicted class output from each classifier. For instance, if six out
of eleven classifiers vote for the same class output, the class with the highest number of
votes is considered the final result. The formulation for our hard-level majority voting,
Em, is calculated using Equation 1:

M M

h

B = D dik= ), i g
i=1 j=1 i=1

where M is the total number of classifiers and / is the total number of classes. However,
the class that received the same maximal vote (tie) can be resolved using the weighted
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majority voting (Kuncheva, 2014) to choose the class with higher weighted votes. The
weighted majority voting is calculated using Equation 2:

M

h
bidi,k = max bidi,j (2]
i=1 =1 i=1

M=

where b, is the weighting coefficient for classifier D,.

Self-paced Ensemble

Classifiers tend to prioritize a class with more samples when learning from highly skewed
data, leading to biased predictions. Consequently, the ability of classifiers to distinguish
between minority and majority classes is highly dependent on the data distribution they learn.
Conventional rebalancing techniques (e.g., random oversampling, undersampling, SMOTE)
offer common approaches for imbalanced learning. Going further, Liu et al. (2020) introduce
a novel imbalance learning method, the Self-paced Ensemble (SPE). SPE incorporates the
concept of ‘hardness’ in classification, describing the difficulty of categorizing a sample for a
given classifier. Derived from this difficulty, SPE systematically chooses the most informative
data samples that align with their distribution. Equation 3 calculates the hardness:

H(x y'F) - n llfl(xl) yll [3]

where H is the hardness function, ' can be any chosen classifier and dataset as (x,y). F(x;)
indicates the classifier’s probability. Liu et al. (2020) state that SPE can be adapted to any
classifier. As mentioned previously, to align with the use case of this study, we adapted
our proposed ensemble-based classifier, Em, as the SPE base estimator to enhance its
effectiveness. The new adapted hardness function with Em is defined in Equation 4:

SPE(Em) = H(x,y,Em) = =Y |fi (%)) — yil [4]

SPE enhances the significance of boundary samples by incorporating an undersampling
technique to reduce the presence of noisy and insignificant data samples. It is achieved
by dividing most samples into k£ bins based on their hardness rating, where £ is the
hyperparameter. Each bin is then undersampled to create a balanced dataset, ensuring that
every bin has similar hardness. The formulation of SPE with our adapted Em, SPE(Em),
is shown in Equation 5:

L= {0y | S2sPEEM) < {}w.Lo.g.H €[01] [5]
where B, is used to denote the /-th bin.
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Performance Evaluation Metrics

The most commonly used metrics for classifier model performance are accuracy, precision,
and recall. Accuracy represents the overall proportion of correctly predicted instances
across all classes, calculated using Equation 6:

Accuracy = (TP +TN)/(TP + FP + TN) [6]

where TP is the true positive, TN is the true negative, and FP is the false negative.

Meanwhile, precision focuses on the true positive rate within the positive predictions,
while recall measures the ability of classifiers to correctly identify the actual positive class
(Grandini et al., 2020). Equation 7 calculates the precision, while Equation 8 calculates
the recall:

Precision = (TP)/(TP + FP) [7]
Recall = (TP)/(TP + FN) [8]

where FN is the false negative.

However, accuracy alone may not offer a comprehensive view of a classifier’s
performance in class imbalance due to the bias inherent in the class distribution between the
minority and majority classes. High precision may come at the cost of low recall and vice
versa when it comes to precision and recall. Maintaining an appropriate balance between
these metrics becomes crucial for effectively handling imbalanced data. Therefore, depending
solely on these metrics in an imbalanced class scenario can be misleading (Akosa, 2017).

In this study, we have incorporated F-score and G-mean as additional metrics to
obtain a more accurate and comprehensive assessment in such scenarios. The F-score, in
particular, offers a balanced evaluation that takes into account both precision and recall,
as it offers a well-rounded assessment of a classifier’s performance. It considers FPs and
FNs to determine the harmonic mean of precision and recall (Phoungphol et al., 2012).
Equation 9 calculates the F-score:

(Recall x Precision)

F— - .
seore (Recall + Precision) [9]

The G-mean metric offers valuable insights into a classifier’s capability to classify
minority class instances, a crucial metric for class imbalance. Additionally, it considers
both TPs and TN, ensuring a comprehensive evaluation of a classifier’s performance with
equal weight given to both classes. Consequently, it prevents excessive bias toward the
majority class, fostering a more balanced approach. (Blaszczyk & Jedrzejowicz, 2021).
Equation 10 calculates the G-mean:

G — mean = VRecall X Precision [10]
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Rebalancing Strategies

As per the recommendation by the adapted framework, this study incorporates four
rebalancing strategies: random oversampling, random undersampling, SMOTE, and CSL.
Random oversampling involves duplicating instances from the minority class to balance
class distribution (Barua et al., 2014). This strategy is effective when the dataset has a
small number of minority class instances, but it may lead to overfitting if not applied
cautiously. Conversely, random undersampling randomly reduces the number of majority
class instances to match the minority class, making it suitable for datasets with a large
majority class and when computational efficiency is a concern. However, it may lead to
the loss of valuable information from the majority class (Barua et al., 2014).

SMOTE generates synthetic instances in the minority class by interpolating between
existing instances, thereby enhancing the representation of the minority class and achieving
a balanced class distribution while removing bias. It is commonly employed in various
imbalance learning scenarios and proves particularly useful when limited data is available
for the minority class (Kotsiantis et al., 2006). CSL, on the other hand, assigns different
misclassification costs to different classes, emphasizing the importance of the minority
class. This approach is beneficial in cases of severe class imbalance, where misclassifying
the minority class carries higher consequences (Krawczyk, 2016). CSL aims to reduce the
misclassification of the minority class by making it more costly for the classifier.

The rationale for choosing which rebalancing strategy to use depends on the
specific characteristics of the dataset, such as the class distribution, dataset size, and the
consequences of misclassification. While one strategy may yield enhanced performance for
a certain dataset, it might not prove as effective for another. The choice of strategy can also
be influenced by the type of classifier used, as different classifiers may interact differently
with rebalancing techniques (Cipriano et al., 2021), leading to varied performance
outcomes. Therefore, this study independently implemented each strategy to identify the
most effective strategy for the specific dataset.

Experimental Setup

In our first experiment, we assessed the overall performance of the rebalancing framework
outlined by Zhao et al. (2018) on each dataset. It entailed using the initial baseline classifiers
recommended within the framework: LR, L.SVM, R.SVM, and DT. We directly applied
these classifiers, compared their results, and identified the top-performing classifier as our
baseline. This experimental approach is denoted as ‘Experiment 1°.

In our second experiment, rather than comparing individual candidate classifiers, we
amalgamated them into a unified classifier using hard-level majority voting. Following
this, we applied the framework utilizing the ensemble baseline classifier to assess its
performance. This experimental approach is designated as ‘Experiment 2°.
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Finally, in the third experiment, we employed our proposed SPE with an ensemble-
based classifier as the base estimator, denoted as SPE(Em). Em represents a combination of
DT C4.5,R.SVM, and XGB. This experimental approach is designated as ‘Experiment 3’.

The DT c4.5 algorithm is a conventional yet powerful classification method frequently
used to solve medical diagnosis problems (Breiman, 2001). Radial is a well-known kernel
function that is utilized in a variety of kernelized learning techniques. It is part of a kernel
function embedded in the standard support vector machine (SVM). Hence, the name
R.SVM. Kernels is the application-specific measure of similarity between data instances
used by SVM. R.SVM proved to show significant classification performance in the medical
domain for predicting diseases (Harimoorthy & Thangavelu, 2021). Meanwhile, XGB is a
more regularized, expanded version of a gradient boosting method that provides a robust
boosted tree model with high accuracy and is known for its ability to classify imbalanced
datasets (Cahyana et al., 2019; Ma et al., 2022).

Finally, we compared the performance results obtained from each experiment to
ascertain which experiment yielded robust overall performance across all datasets. Five
evaluation performance metrics were used to measure the performance in each experiment:
accuracy, precision, recall, F-score, and G-mean to measure the performance in each
experiment. Additionally, we incorporated the receiver operating characteristic curve (ROC)
and root mean square error (RMSE) as part of our evaluation metrics. These metrics are
commonly used to evaluate the performance of a model in a binary classification. The
overall workflow is shown in Figure 1. Our experiment setup codes are available on GitHub
(https://tinyurl.com/vxphztfe).

Phase 3:
Validate Model
Phase 1: Phase 2:
Model Exp. 1 Selecting Selecting
Baseline best best
classifier rebalancing L L_o_o_cy_ B LOOCV
trategy i ,
: . : Model
| ;etraln \ Exp. 1
S i odels |
I I
Model Exp. 2 | I
Baseline | [— 4% | Il;/l;)dezl
Ensmble , Best Ciassmer X p.
| h g : Best :
mbalanced ! Rebalancing ! Model
data — Loocv Loocv ' Stategy | Exp. 3
Model Exp.3 | “Vodel Exp. 1
SPE(Em) Baseline
‘
""" Record ™ {Record best " Record ™
performance; | parameter i performance

Figure 1. Workflow of experimental approaches
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Statistical Test

In this study, we employed the paired t-test as the preferred statistical analysis method
to assess the significance of the results. The paired t-test is a well-known statistical test
that allows us to compare the means of two related groups while taking into account the
dependency between them (Newcombe, 1992). Additionally, it assesses whether there is
a significant difference in the means of paired observations while taking into account that
the observations are dependent. It does so by calculating a t-statistic that measures the
standardized difference between the means of the paired observations.

In the case of the paired t-test, it is calculated based on the differences between paired
observations. Meanwhile, the p-value associated with the t-statistic indicates the likelihood
of observing such a difference by chance. A lower p-value indicates a higher degree of
statistical significance. If the p-value is below a predetermined significance level (<0.05),
we can infer a statistically significant difference in the performance outcomes between the
experiments. By employing the paired t-test, we aimed to rigorously assess the statistical
significance of the improvements observed in Experiment 3, thus providing robust evidence
of the effectiveness of our proposed ensemble-based classifier.

Datasets

Our experiments utilized seven imbalanced medical datasets from the UC Irvine machine
learning repository (UCI), Kaggle, and Knowledge Extraction based on Evolutionary
Learning (KEEL). These datasets are identified as Heart disease (ClevelandOvs4), eColi4,
Yeast3, SPECT, SPECTF, Parkinson, and Cirrhosis. Each dataset exhibits a distinct level
of imbalanced class distribution. The datasets are structured in a tabular and binary format.
We calculated the class ratios for each dataset, representing the level of imbalance as the IR.
A higher IR indicates a more imbalanced distribution (Zhu, Guo, & Xue, 2020). Equation
11 is used to calculate the IR for a binary class problem:

N,
IR = Lmax [11]

Nmin

where N,,; 1s the number of majority instances, and ,;, is the number of minority instances.

Note that in this study, our focus is solely on binary classification. We selected
datasets initially formatted for binary classification to maintain the binary setting. Table
2 summarizes the structure of these datasets. It shows that the Cirrhosis dataset has the
highest level of imbalance, with IR = 18.90. It is followed by the eColi4 and ClevelandOvs4
datasets, with IR = 15.80 and 12.62, respectively. The others have IR below 8.10, and
Parkinson has a minimum IR=3.06.
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Table 2
Summary of imbalanced medical datasets
Dataset No. of No. of Class Distribution Imbalance Ratio Source
Records Features Class Samples Percentage (%) (Vi Nin)
ClevelandOvsd 177 13 (1) 11634 97%5652? 12.62 KEEL!
eColid 336 7 ? 32106 9;;;;? 15.80 KEEL!
Yeast3 1484 8 (1’ 1136231 ?g:gézﬁ 8.10 Kaggle®
3
SPECT 267 22 (1’ 25152 38:‘6‘822 3.85 uct
SPECTF 267 44 ‘1) 25152 38:‘5322 3.85 uCP
Parkinson 195 22 (1) f;‘87 i‘;g;gﬁ; 3.06 UCP
Cirrhosis 418 13 (1) 32917 954992;& 18.90 Kaggle®

'http://www.keel.es; *https://www.kaggle.com/; *http://archive.ics.uci.edu/ml

RESULTS

To facilitate readers’ understanding of the experimental part, we run each experiment
according to the process explained in the previous discussion. We then discuss and compare
the results with and without the rebalancing strategy applied.

Experimental Results

We executed the original framework from Zhao et al. (2018) across all the imbalanced
datasets. The main focus was to assess the performance of each candidate classifier
recommended by the framework and identify the classifier that demonstrated the highest
performance on each dataset. In our experiments, we performed LOOCYV for stages 1,2
and 3. We then record the performance of each stage. The results for stages 1 and 3 are
shown in Table 3, which shows the average LOOCYV results of all experimental approaches
with and without the rebalancing strategy applied. Meanwhile, the results for stage 2 are
shown in Table 4.

The analysis based on the experimental results is as follows:

1. According to Table 3, the datasets highlighted in bold demonstrated the best overall
performance on each dataset in terms of accuracy, precision, recall, F-score, and
G-mean. The left side of the table (no rebalancing) shows that all models have
relatively acceptable accuracy but low values for the other metrics. The imbalanced
nature of data distribution contributes to this degradation, especially in Cirrhosis,
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eColi4, and ClevelandOvs4. The ensemble baseline in Experiment 2 performed
poorly due to the individual weak learners underachieving the final output.
However, SPE(Em) in Experiment 3 achieved considerably adequate balance
results in all the performance measures across most of the dataset. For instance,
it has a higher G-mean in Cirrhosis with 68.57%, 89.71% for ClevelandOvs4, and
91.76% for eColi4.

2. Table 3, on the right side of the table (with the best rebalancing strategy), shows
that all experimental models substantially improved overall performance across
all the metrics. Rebalancing data contributes to better classifier performance.

3. Comparing the experimental results in Table 3, SPE(Em) outperforms the other
experiment models with significant improvements, followed by Experiment 2
and Experiment 1. For instance, SPE(Em) achieved an increase of F-score from
75.73% to 91.15% in the Cirrhosis dataset after rebalancing with the best strategy.
Experiment 2 slightly outperforms Experiment 1 in terms of f-score and G-mean,
especially in ClevelandOvs4, eColi4, Yeast3, and Cirrhosis. Notice that the results
for Experiment 3 have adequate performance even without rebalancing and
achieved slightly better performance after rebalancing.

Table 4 compares the best-selected base classifier and rebalancing strategy with the
best performance. For SMOTE, the number of oversampled minority instances, a, and
undersampled majority instances, y, are controlled by these two parameters, respectively.
SMOTE handles imbalanced datasets by oversampling the minority class. Even if the
examples provide no new information to the model, SMOTE will duplicate the instances
from the minority class and construct new instances by synthesizing the existing examples
(Chawla et al., 2002). We applied SMOTE during the LOOCYV to resample each training
fold and validate on the test fold; the same approach also applies to the random sampling
(under and oversampling) method.

Note that for each rebalancing strategy, we only applied the parameter settings that
showed the highest improvement in overall results. Table 4 shows that Cost-sensitive

Table 4
A comparison of the selected base classifier and rebalancing strategy gives the best performance with LOOCV
. Best Base Best Rebalancing Strategy
Experiment Dataset . -
Classifier Best Strategy Best Parameter Setting
Exp 1 ClevelandOvs4 L.SVM SMOTE o =10.68,y=0.85
eColi4 DT Oversampling ratio = 0.85
Yeast3 L.SVM Oversampling ratio = 0.35
SPECT L.SVM SMOTE a=05y=0.5
SPECTF L.SVM Oversampling ratio = 0.68
Parkinson L.SVM SMOTE a=0.75,y=0.35
CirrhosisOvs4 L.SVM Undersampling Ratio=0.5
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Table 4 (continue)

. Best Base Best Rebalancing Strategy
Experiment Dataset . "
Classifier Best Strategy Best Parameter Setting

Exp 2 ClevelandOvs4 Baseline Oversampling ratio = 0.85
eColi4 Ensemble CSL Threshold = 0.015
Yeast3 g‘ SR\tk/[igl,}A; Oversampling ratio = 0.5
SPECT CSL Threshold = 0.25
SPECTF SMOTE a=0.65,y=0.65
Parkinson SMOTE a=0.5,y=0.5
CirrhosisOvs4 CSL Threshold = 15

Exp 3 ClevelandOvs4 Undersampling ratio = 0.15
eColi4 CSL Threshold = 0.5
Yeast3 SPE(Em) CSL . Th.reshold =0.015
SPECT Undersampling ratio = 0.28
SPECTF SMOTE a=0.65,y=0.65
Parkinson Oversampling ratio = 0.75
CirrhosisOvs4 Oversampling Ratio =0.1

learning (CSL), oversampling and SMOTE performed best with most of the datasets in
all experiments. Most datasets in Experiment 1 were best rebalanced with oversampling,
while Experiments 2 and 3 favored the other sampling methods.

Overall Results

Per the framework’s recommendation, we performed the LOOCYV with varying repetitions
according to the number of instances on each dataset (Zhao et al., 2018). We obtained the
results and recorded them as the average validation performance across all datasets by an
experimental approach. Table 5 presents a comparative analysis of overall performance
metrics, as average LOOCYV across all datasets for each experimental approach.
According to Table 5, Experiment 1 with baseline classifier (LR, L.SVM, R.SVM and
DT) performs at 84.10%, 79.34%, 80.71%, 77.53%, and 76.70% in terms of accuracy,
precision, recall, F-score, and G-mean, respectively. In Experiment 2, there was a noticeable
increase in F-score and G-mean by 81.36% and 79.70%; however, recall declined to 75.32%.
Meanwhile, the average performance obtained in Experiment 3 was 89.06%, 85.23%,
86.39%, 85.38%, and 83.54% in terms of accuracy, precision, recall, F-score, and G-mean,
respectively. Overall, the proposed method used in Experiment 3 has improved the overall
performance compared with the baseline conditions (Experiment 1) by 4.96%, 5.89%, 5.68%,
7.85%, and 6.84% in terms of accuracy, precision, recall, F-score, and G-mean respectively.
The results also show that the combined baseline classifier in Experiment 2 has increased
performance and is slightly better than Experiment 1, especially in the F-score of 81.36%.
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Table 5
Average LOOCYV performance comparison on all datasets for each experimental approach
. Performance Achieved
Xp. Classifier
Acc Prec Rec F-score  G-mean
Exp1 Baseline: LR, L.SVM,R.SVM,DT  84.10% 79.34% 80.71% 77.53% 76.70%
Exp2 Baseline En 85.04% 89.14% 75.32% 81.36% 79.70%
Exp 3 SPE(Em) 89.06% 85.23% 86.39% 85.38% 83.54%

SPE(Em) Increase from Exp 1 +4.96% +5.89% +5.68% +7.85% +6.84%

Acc= Accuracy, Prec = Precision, Rec = Recall

The ROC, which plots the true positive rate (TPR) against the false positive rate (FPR)
for each experiment, is depicted in Figure 2. These are used to assess the robustness of the
three experimental approaches. Applied by many researchers, ROC curves are a useful
way to evaluate imbalanced data (Turlapati & Prusty, 2020; Phoungphol et al., 2012; Yao
& Chen, 2019). We performed the ROC analysis with the LOOCV. The area under ROC
(AUROC) curves for each approach are shown in blue, green, and red for Experiments 1, 2
and 3, respectively, in Figure 2. The performance of a ‘random guessing classifier’ for the
class of observations is depicted by the grey dashed line in each figure (no-discrimination
line). A successful classification technique should provide points close to or in the top part
of the graph (0,1) (Saito & Rehmsmeier, 2015; Mandrekar, 2010).

All plots of TPR versus FPR lie above the grey line, indicating that all three approaches
are able to handle the binary class classification problem. However, the ROC for SPE(Em)
in Experiment 3 is closer to coordinate (0,1) on ClevelandOvs4, eColi4, SPECT, SPECTF,
Parkinson, and Cirrhosis with AUC 0.97, 0.99, 0.83, 0.84, 0.96, and 0.73, respectively.
However, all experiments achieved a similar AUC of 0.97 on the Yeast3 dataset, with
Experiment 3 having a slightly closer curve, followed by the second-best model in
Experiments 2 and 1. Decisively, Experiment 3 demonstrates higher ROC results than
the other two experiments across most of
the datasets, indicating the model could
significantly distinguish between the positive

Table 6
RMSE of all experimental models on each dataset

Exp1 Exp 2 Exp 3
RMSE RMSE RMSE

and negative classes for better classification. Dataset
We also record the RMSE on each fold

. ClevelandOvs4 0.36 0.21 0.24
of LOOCYV with respect to each dataset to eColid 0.17 0.15 0.14
evaluate the error rate. The square root of {3 022 02 021
MSE is referred to as RMSE. The error rate  gpgcT 0.57 0.4 0.4
is a percentage measure of the difference  SPECTF 0.4 0.42 0.43
between the actual and estimated values.  Parkinson 0.35 0.32 0.25
The lower the RMSE (>=0), the lower the _Cirrhosis 0.23 0.21 0.19
error rate. The RMSE is reported in Table 6. _Average 03286 02729  0.2657
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Figure 2. ROC curves for each dataset with different experimental approaches: (a) ClevelandOvs4; (b)
eColi4; (c) Yeast3; (d) SPECT; (e) SPECT; (f) Parkinson; and (g) Cirrhosis
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As shown in Table 6, the SPE(£m) in Experiment 3 performed best with RMSE values
of 0.14, 0.25, and 0.19 for eColi4, Parkinson’s, and Cirrhosis, respectively. Averaged at
0.2657 overall RMSE. While Experiment 2 has an RMSE average of 0.2729, it is slightly
closer to Experiment 3. Experiment 1 was performed at an RMSE value of 0.3286, distinctly
higher than the other experiments. Comparing the experimental models, SPE(£m) seems
to have a slight edge over the Experiment 2 model.

Table 7
Paired t-test statistical results of Experiment 3 with the other two experimental approaches

Paired Differences
Std. 95% Confidence Interval

Mean S.t d'. Error of the Difference t df  p-value
Deviation
mean Lower Upper
Exp3-Expl 6.24 1.0026 0.4484  4.990 7.4890 12.4550 4 .000239
Exp3-Exp2 3.81 4.7412 2.1203  -2.079 9.6950 1.6063 4 .1835

Table 7 shows the statistical test results using the paired t-test between Experiment 3
and the other two experimental approaches. The comparison between Experiment 3 and
Experiment 1 revealed a significant difference in performance. Experiment 3 displayed a
substantial improvement with a mean difference of 6.24, a low standard error (0.4484),
and a narrow confidence interval (4.990 to 7.4890). Additionally, the high t-statistic
(12.4550) and the extremely low p-value (0.000239) emphasized the statistical significance
of Experiment 3’s superior performance over Experiment 1. Meanwhile, the comparison
between Experiment 3 and Experiment 2 was not statistically significant due to its p-value
of 0.1835, which is more than the significant level of 0.05. However, it is important to
note that both Experiment 3 and Experiment 2 utilized the same ensemble method. It
highlights the effectiveness of the ensemble approach, as both Experiment 3 and Experiment
2 consistently outperformed Experiment 1, the baseline method. Although statistical
significance may not be established in every case, the shared use of the ensemble method
highlights its effectiveness in enhancing overall performance.

DISCUSSION

This study presents our investigation into the performance of ensemble-based classifiers
within the Zhao et al. (2018) framework, employing seven imbalanced datasets. Our
experimental results clearly indicate that rebalancing methods enhance the overall predictive
learning of classifiers (Table 3). To evaluate the performance of each experimental model,
we LOOCYV for Stages 1 to 3 and recorded the results. Significantly, the performance of
each model improved, with SPE(Em) in Experiment 3 demonstrating the best overall
performance, followed by Experiment 2 and /. Our primary metrics for imbalance learning
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are AUROC, F-score, and G-mean. Specifically, the F-score is apt for discriminating
between the minority and majority classes. AUROC summarizes a model’s capacity to
discriminate between classes, and G-mean measures the minority class performance.
In terms of overall performance (Table 5 and Figure 2), our proposed SPE(Em) yielded
significant results for all three metrics, followed by the baseline ensemble in Experiments
2and 1.

SPE(Em) also improved the overall performance compared to the baseline by 4.96%,
5.89%, 5.68%, 7.85% and 6.84% in accuracy, precision, recall, F-score, and G-mean,
respectively. The improved performance observed in Experiments 2 and 3 is attributed to
utilizing an ensemble of classifiers, particularly stronger classifiers capable of mitigating
class imbalances. It aligns with findings from prior studies (Jiang et al., 2020; Valentini &
Dietterich, 2004) that demonstrate how incorporating ensemble methods leads to a unified
improvement in overall performance. In Experiment 3, boosting the performance of the
ensemble classifier (R.SVM, DT, and XGB) with SPE showed increased results. It is also
relevant to point out that the ensemble-based classifiers can achieve consistent and stable
performance with increased results compared to the baseline (Experiment 1). Therefore,
classifying imbalanced data proves to have a significant impact on the objective of this
study.

Experiment 1 served as the essential baseline for comparison with the other two
experiments; hence, we refer to it as the benchmark experiment. By comparing the results
of this benchmark experiment, we have demonstrated that the proposed ensemble-based
classifier in Experiment 3 achieved superior outcomes. The findings from both Experiments
2 and 3 offer compelling evidence of the effectiveness of ensemble-based classifiers in
enhancing the existing framework (Zhao et al., 2018). Consequently, the results from
Experiment 3 will serve as the cornerstone for our future endeavors in developing a
rebalancing framework integrated with ensemble-based classifiers soon.

The results of these experiments are in line with Zhao et al. (2018), which further
supports its applicability on various applications not just limited to medical incident reports
but also various medical data with similar class imbalanced properties. Additionally, it is
also worth mentioning that these results are consistent with previous studies implementing
ensemble-based classifiers to address class imbalances in medical data (Zhu et al., 2015;
Sandhan & Choi, 2014). Notably, prior similar works (Krishnan & Sangar, 2021; Song
et al., 2022; Bi & Ma, 2021; Tang et al., 2021) incorporating ensemble methods in their
rebalancing frameworks have shown significant results, further supporting the effectiveness
of ensembles in handling class imbalances. That said, this study is not a replacement
for the original framework by Zhao et al. (2018); instead, it provides ample insight and
opportunities for researchers to explore more ensemble disciplines in addressing class
imbalanced problems in different domains. Future studies may still implement Zhao et al.’s
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(2018) for class imbalance; however, with the results of this experiment, our future works
will involve a new multi-class rebalancing framework incorporating an ensemble method.

LOOCYV was used to evaluate the finalized model, as recommended by Zhao et al.’s
(2018) framework. The downside of using LOOCYV is that it requires a high time complexity,
depending on the number of replications applied. Nonetheless, due to the small dataset used
by the authors (Zhao et al., 2018), this issue was inconsequential to their research and was
neglected. However, this is not the case in our experiment since our datasets have varying
sizes (especially Yeast3). Despite the time complexity concern, we opted to use LOOCV
to ensure a comparative analysis of Zhao et al.’s (2018) framework with minimal bias. In
future works, we may explore using k-fold cross-validation as a more convenient method
for estimating model performances.

Furthermore, it is worth noting that this study is limited to imbalanced binary
classification problems, as was true in the previous authors’ results (adapted framework).
It ensures a fair comparison while maintaining fidelity to the framework and avoiding
potential bias.

In this study, we investigated the imbalanced nature of the medical dataset with a
state-of-the-art rebalancing framework combined with our proposed ensemble approach
(Zhao et al., 2018). However, we also observed that class imbalance is not the sole issue
in the medical domain. Another complicating factor is the limited availability of data.
Due to strict privacy regulations and data-sharing constraints, medical data has become
scarce. Consequently, many machine learning researchers resort to publicly available
medical datasets. For this reason, we could not obtain more medical datasets with high
dimensionality; hence, the small sample size dataset (ClevelandOvs4, Parkinson, SPECT,
and SPECTF) was used in our experiment. Since our focus is on imbalanced learning,
these seven publicly available datasets proved sufficient for this study. However, we
plan to explore state-of-the-art synthetic data generation methods in future works, such
as Generative Adversarial Networks (GAN) and Variational Autoencoders (VAE). These
techniques offer the advantage of creating synthetic data that closely resembles real-world
data (Abedi et al., 2022; Elbattah et al., 2021).

CONCLUSION

This paper comprehensively analyses an ensemble-based classifier within a rebalancing
framework for imbalanced medical data. Our experimental results demonstrate significant
performance improvements, particularly incorporating SPE(Em) in Experiment 3. The
effectiveness of ensemble-based classifiers in addressing class imbalances is highlighted,
with consistent performance enhancements observed across experimental approaches.
Additionally, imbalanced data are prevalent in the medical domain, encompassing
binary and multi-class classification scenarios. Although this study is limited to binary
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classification, it becomes evident that the issue also exists in the context of multi-class
classification. Therefore, we intend to develop a multi-class rebalancing framework
incorporating an ensemble-based classifier to address the challenges of multi-class
imbalanced datasets in the medical domain.
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ABSTRACT

Boiler tube leaks significantly reduce the operational availability of power units, yet their early
detection and prediction have not been fully realised in the industry. This paper introduces a
novel approach employing deep feedforward neural networks for early detection of boiler tube
leaks in pulverised coal-fired boilers. Early detection enhances repair planning, minimising
downtime and production losses. It also improves monitoring and control of boiler tube
failures, thereby optimising power plant operations and revenue. Diverse deep neural
network models were developed and rigorously tested by leveraging 9 years of operational
data (2012-2020). Exhaustive hyper-parameter optimisation, involving seven parameters,
substantially improved predictive accuracy. By achieving training and testing accuracies
of 82.8% to 99.3%, the study assessed their ability to detect boiler tube leaks over the same
9-year span, providing insights into leak detection capabilities. The models notably predicted
all 12 identified tube leak events, averaging a 14-day lead time before boiler shutdown. In
addition to leak prediction, a leak detection matrix was devised to analyse residual behaviour
and reduce the likelihood of false alarms. However, the models’ predictive performance
was observed to be limited to the following year, with satisfactory results for 2021 only.
Incorporating the 2021 data into retraining significantly improved the predictions for 2022. The
study concludes that while the models demonstrate robust short-term prediction capabilities,

they require continuous retraining to maintain
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INTRODUCTION

Coal-fired units grapple with persistent forced outages primarily attributed to boiler tube
failures. The cyclic duty of the boiler results in fatigue, affecting both the boiler and
associated heat exchanger tubes. In a benchmarking survey by the Electric Utility Cost
Group (EUCGQG), covering 167 units of various sizes (from 8 MW to 1264 MW) across
seventeen utilities, it was highlighted that despite the units maintaining high capacities
relative to their size and age, boiler tube failures remained the predominant cause of
downtime for these steam power plants (Pfeuffer, 2009). A more recent study by Kokkinos
(2019) in the U.S. revealed that between 2013 and 2017, tube leaks persisted in water
walls, followed by the second superheater, primary reheater, and primary superheater.
Boiler leaks accounted for 54% of total outages, with the remainder caused by balance
of plant (BOP), steam turbine, and generator issues. Coal-fired units struggle with forced
outages due to cyclic-induced fatigue, with boiler tube failures being the primary culprit.
Surveys and recent studies emphasise the persistence of these issues across various-sized
units, leading to substantial downtime and high repair costs.

In the power generation industry, outage costs due to production loss, whether planned
or forced, are substantial (Tam et al., 2007). One of the main reasons for the increased rate
of failures of boiler pressure parts is the requirement of power units to work at greater
load variability, resulting in frequent changes in operating pressure and temperature of
the working fluid, i.e., feedwater and/or steam. Consequently, those units are subjected
to increased sediment precipitation from the working fluid. While being transported by
the working fluid, these sediments may easily be deposited on rough regions of the inner
surfaces of boiler tubes. It causes further flow disorder and can result in overheating of
tubes. Thus, there is interest in developing early detection methods to predict these types
of faults earlier. It has been reported in a few case studies that boiler tube failures escalate
slowly, sometimes up to ten days or so, before they may be detected by the staff of the
power plant through conventional means (Alouani & Chang, 2003; Barszcz & Czop, 2011;
Lang et al., 2004; Sun et al., 2002).

These tube leaks constitute a potential for severe physical harm to boiler pressure
parts owing to pipe whip and/or steam cutting of the impacted and adjacent pipes. The
ultimate harm caused by severe tube failures can range from $2 to $10 million per leak for
a commercial steam generator. These high costs result from forced boiler shutdowns for
repairs, which could last up to a week if the leak is not detected for an extended period (Lang
etal., 2004). Tube failures can be repaired before disastrous damage if detected early, with
such repairs only lasting several days and costing a fraction of the price of late detection.

The power industry does not put considerable effort into early boiler tube leak detection
amid the high-cost implications of late detection. The Al approach to boiler tube leak
detection is also not well established. Several studies have been conducted using Al-based
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methods on pulverised coal-fired boiler tube leak detection. Nistah et al. (2018) proposed
a boiler fault prediction model using artificial neural networks (ANN) with multi-layered
perceptrons (MLP), which achieved a 92% prediction rate of accuracy. Singh et al.
(2017) developed an Intelligent Warning System (IWS) that combines ANN and Genetic
Algorithms (GA) in their prediction model. The prediction model was trained and tested
based on three real cases of boiler tube leak trips at a power plant with six operational
units totalling a generation capacity of 2420 MW in Malaysia. Ismail et al. (2016) also
employed ANN in their prediction model for one boiler unit of a power plant with a total
generation capacity of 2400 MW in Malaysia. The sample data was based on a boiler tube
leak incident in 2013. Rostek et al. (2015) focused their research on a boiler tube leak
prediction model for a fluidised-bed coal-fired boiler in Poland. They employed a 2-stage
structure of ANN in their study. The model could predict boiler tube leaks at least 2 days
before the boiler shutdown.

Despite extensive prior research on the early prediction of boiler tube leaks in coal-
fired power plants, several issues remain to be addressed to enhance prediction accuracy.
Rostek et al. (2015) utilised a basic multilayer perceptron neural network with 19 input
variables, a single hidden layer containing 16 neurons, and an output layer with one
neuron. However, the training accuracy was suboptimal, with the highest-quality model
needing an 80% correlation coefficient (R?) between actual and predicted data. While
some models successfully identified boiler tube leaks 2 to 9 days in advance, certain leak
incidents were not detected by the selected signal sensitive to tube leaks. Furthermore,
this prediction method was only validated in fluidised-bed coal-fired boilers and has not
yet proven effective for pulverised coal-fired boilers.

In Malaysia, attempts to accurately predict boiler tube leaks in pulverised coal-fired
boilers faced challenges due to limited available data. Ismail et al. (2016) utilised only
one week of data collected at one-minute intervals, comprising approximately 11,000 data
sets, selected based on a single boiler tube leak incident. The neural network algorithm
was trained using 26 sensors, employing a simple feedforward neural network structure
with a maximum of two hidden layers and no more than ten neurons per layer. However,
this model could only detect boiler tube leaks with a 10-minute advance notice, which is
inconsequential for power plant operators. Similarly, Singh et al. (2017) examined only
12 days of data collected at one-minute intervals from three boiler tube leak incidents to
train their network. Their neural network, employing feedforward and backpropagation
with two hidden layers, utilised only 17 sensors as input. However, the model achieved
only a 20-minute advance prediction, which was also deemed insignificant.

In essence, two primary concerns need to be addressed. Firstly, previous studies
have suffered from the simplicity of their neural network structures, leading to a notable
difference between the actual and predicted data during training. Additionally, this simplicity
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has led to the failure to detect several tube leak incidents throughout the studies. Secondly,
there is a limitation of available operational data from the boilers, with a relatively small
number of sensors being considered during the training of the neural network algorithm.
Consequently, this has resulted in insignificant early detection (within 10 to 20 minutes)
before the plant operator identifies the leak.

MATERIALS AND METHODS

Deep Feed Forward Neural Network as Learning Architecture for Time-series
Prediction

The power plant’s data structure necessitates applying multivariate time series analysis
to predict boiler tube leak occurrences. A time series is a sequence of values arranged
chronologically and observed over time. While time is measured as a continuous variable,
the values in a time series are sampled at constant intervals (fixed sampling frequency)
(Torres et al., 2021).

The Deep Feedforward Neural Networks (DFFNN) algorithm was carefully
considered for this study over alternative architectures such as Convolutional Neural
Networks (CNN) and Recurrent Neural Networks (RNN) based on several key
factors. Firstly, the sensor data collected from the power plant environment comprises
multivariate time series data, where each data point is influenced by multiple input
variables recorded over time. In this context, DFFNN is well-suited for handling the
complex interdependencies and nonlinear relationships in such data, as it can effectively
model the interactions between input variables without relying on sequential processing.
Furthermore, DFFNN offers scalability and computational efficiency advantages, which
are crucial considerations for large-scale time series prediction tasks involving millions
of data points, as in the researchers’ study.

While CNN excels in capturing spatial dependencies within data, particularly in image
processing tasks, and RNNs are effective for sequential data modelling due to their ability
to retain information over time, DFFNN was opted for due to the unique characteristics
of their dataset and the specific requirements of their prediction task. Additionally, while
RNNSs are capable of capturing temporal dependencies within sequential data, they may
encounter challenges with long-range dependencies and vanishing/exploding gradient
problems, particularly in deep architectures. In contrast, DFFNN does not suffer from
these limitations and can effectively model long-range dependencies by incorporating
multiple hidden layers.

The DFFNN was developed in response to the limitations of single-layer neural
networks in learning certain functions. The structure of a DFFNN comprises an input
layer, an output layer, and multiple hidden layers, each housing a specific number of
neurons. The connections between neurons in two adjacent layers are modelled using
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weights determined during the network’s training phase. These weights are computed
by minimising a cost function through gradient descent optimisation methods, with the
backpropagation algorithm used to calculate the gradient of the cost function. Once the
weights are determined, the values of the output neurons are obtained using a feedforward
process.

In time series forecasting, the rectified linear unit function is commonly employed as
the activation function for all layers except the output layer, which uses the hyperbolic
tangent function to derive predicted values. Various hyperparameters, such as the number
of layers, neurons, learning rate, momentum, and mini-batch size, need to be pre-selected.
The choice of these hyperparameters significantly influences the network’s predictive
outcomes.

Research Objective

The study was conducted on a single unit of a pulverised coal-fired boiler at a power plant
in Malaysia. This study utilised data collected from the plant’s process control system
from 2012 to 2020.

Figure 1 illustrates the breakdown of faults that contributed to the decreased available
capacity for power generation at the plant. This figure provides an overview of the key
plant systems responsible for these faults across two power units during the 2012 to 2020
period. Notably, the boiler system was identified as the primary source of faults, accounting
for 73.6% of all recorded incidents. Following the boiler system, the auxiliary, electrical,
coal pulverising, and turbine systems contributed to these faults, with the coal supply and
handling system being the least affected. Within the 73.6% of faults attributed to the boiler
system, 50.3% were due to boiler tube leaks. In comparison, the remaining 23.3% were
related to other issues within the boiler system, such as the air and flue gas system and
operational management of the boiler.

0,
3.10/;_0.20%

3.40%

4.50%

50.30% ™ Boiler tube leaks
" Boiler (others)
® Auxiliaries

15.10%

M Electrical
® Coal pulverising
M Turbine

m Coal supply
23.30% j

Figure 1. Main plant system contributor to power unit fault (2012 to 2020)
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Data Collection

The selected algorithm for early detection of tube leaks in this study was the DFFNN. This
network’s structure includes an input layer, several hidden layers, and a single output layer.
For DFFNN training, the input variables are boiler operation parameters not influenced
by tube leaks, while the output variables are those impacted by such leaks (Karim &
Mustafah, 2022). The power plant employs 120 sensors to measure the input variables,
which are integrated into the input layer for training and testing the DFFNN configurations.
Selected sensors for input variables include main feedwater pressure and temperature, as
well as pressures and temperatures for hot and cold reheat steam and superheaters inlet
and outlet steam.

Conversely, 10 sensors are dedicated to measuring output variables, creating 10 distinct
DFFNN models. Each model is named according to the sensitive output variable it tracks,
as listed in Table 1.

Table 1 presents the output variables sensitive to tube leaks and their corresponding
model names, such as “COND WTR FLOW?” for condensate water flow rate and “DEA
WTR FLOW?” for deaerator and feedwater tank water flow rate.

Table 1

Output variables sensitive (affected) to tube leak occurrence and the corresponding model name
No. Output variables Model name
1 Condensate water flow rate COND WTR FLOW
2 Deaerator and feedwater tank water flow rate DEA WTR FLOW
3 Main feedwater flow rate MAIN FW FLOW
4 Economiser outlet flue gas O, concentration (sensor A) ECOAOTL 02
5 Economiser outlet flue gas O, concentration (sensor B) ECO B OTL 02
6 Primary air flow rate TOTAL PA FLOW
7 Secondary air flow rate (sensor A) HOT SAAFLOW
8 Secondary air flow rate (sensor B) HOT SA B FLOW
9 Induced draught fan suction pressure (sensor A) IDF A FG PRESS
10 Induced draught fan suction pressure (sensor B) IDF B FG PRESS

This study stands out by utilising a more extensive array of sensors over a longer
period compared to previous studies. Sensor data spanning 9 years, from 2012 to 2020,
were collected at 10-minute intervals for neural network model training and testing and at
S-minute intervals for leak prediction. The study used 120 sensors for network inputs and
10 for outputs per data set, a significant increase from previous research, which typically
used fewer than 30 sensors for inputs and a maximum of 4 for outputs. Approximately
473,000 data sets containing around 130 sensor data points were utilised, resulting in over
61 million data points collected and employed for model learning. Table 2 compares the
data structures employed in earlier research for the early prediction of boiler tube leaks.
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Table 2
Comparison of data structures with previous research
This Rostek et al. Ismail et al. Singh et al.
research (2015) (2016) (2017)
No. of boiler units studied 1 1 1 1
No: of boiler tube leak 12 12 | 3
incident
. 9 years 8 years
Data period (2012-2020)  (2005-2012) 7 days 36 days
Sampling interval
) Netyvork training and 10 minutes 20 minutes 1 minute 1 minute
testing
- Leak prediction 5 minutes 1 minute 1 minute 1 minute
No.. of sensors for input 120 19 2% 17
variables
No. of sensors for output 10 4 | |

variables

DFFNN Training and Testing

The model’s training data excluded periods when the boiler experienced tube leaks, starting
30 days before the leak event and ending on the event day. It ensured that all training data
came from when the plant operated normally, with stable parameters. The data was divided,
with 80% used for training and the remaining 20% for validation during testing.

Input variables for training were those not influenced by tube leaks, while output
variables were leak-sensitive. The input data passes through the network’s layers, producing
output data. In this forward pass, the network’s weights were initially set. The outputs were
then compared to the desired values. In the backward pass, the difference (error) between
the desired and calculated outputs was used to adjust the network’s weights to reduce error.
The supervised learning process continued iteratively until the error reached an acceptable
level. Each complete cycle of processing the data set, forward and backwards, was termed
an epoch. The network training aimed to reduce the error with each epoch.

Various well-known loss functions, such as Mean Squared Error (MSE), Root Mean
Squared Error (RMSE), Mean Absolute Error (MAE), Mean Square Logarithmic Error
(MSLE), and Mean Absolute Percentage Error (MAPE), were used to minimise the
difference between the desired and calculated outputs.

The effectiveness of network training and testing was assessed using the square of the
correlation coefficient (R?), per Behera et al. (2014). R? values close to 1 indicate a strong
relationship. After training the network to satisfactory performance, it was validated or tested
with the remaining 20% of the data. Through hyper-parameter tuning, various network
configurations were explored to identify the best model for representing leak-sensitive
variables. Figure 2 depicts finding the most efficient DFFNN structures for fault detection.
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Figure 2. The algorithm for finding the best structures of DFFNN for fault detection

The models were developed, trained, and tested using Keras, an advanced programming
interface for neural networks that emphasises rapid experimentation. Keras is Python-based
and operates on the TensorFlow backend.

Hyper-parameter Tuning

Most hyperparameters used in this research’s DFFNN were tuned to achieve optimum
accuracy and minimum loss. A DFFNN network structure from Mishra et al. (2020)
was selected as the base model to start the hyperparameter tuning. The model was used
to analyse deep learning performance for multivariate prediction of time series wind
power generation and temperature. The initial network configuration for this study can be
summarised in Table 3.

ADAM was selected as an optimiser, with a default learning rate of 0.001. The 120
input data were fed to the network in mini-batches size 512 throughout 10 epochs. Once
the performance of the network was obtained, the hyper-parameters were tuned in the
following order:

(i) Layer activation function

(i1)) Number of hidden layers

(iii) Number of neurons in each hidden layer

(iv) Optimisers

(v) Losses

(vi) Mini-batch size Table 3

(Vii) Learning rate and number of Initial DFFNN network structure

epochs Hidden Layer Output
Each hyper-parameter tuning step was 1 2 Layer
considered one set of experiments. Therefore, ~ No of neurons 512 128 2
seven experiments were conducted to  Activation ReLU ReLU  NA
determine the best network structure for the ~_Dropout 0.5 0.5 NA
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10 parameters affected by tube leak prediction models. The best hyper-parameter setting
for the 10 models in each experiment was carried over to the next experiment, where a
different hyper-parameter was tuned in the order above.

Once the models’ network structure was finalised, it was revalidated by changing to
different layer activation functions to confirm the initial assumption that the activation
function was the most hyperparameter affecting model performance.

Detection of Leaks Using Method of Residue

In a similar approach to Rostek et al. (2015), this study also implemented a residue method
for leak detection. After the models were thoroughly trained and tested under normal, fault-
free conditions, they were then applied to data from periods of tube leak faults. This fault
data, encompassing 30 days leading up to the boiler shutdown, was sampled at 5-minute
intervals. It was then input into the models to predict the leak-sensitive variables under
normal conditions. Figure 3 illustrates this data division process.

The model’s predicted output was compared against the actual process signals
measured. When a leak occurred, the measured signal deviated from the predicted output,
creating a residual value indicative of a boiler tube leak fault. This residual value was then
evaluated against a predetermined threshold, established from the network’s training and
testing results, to confirm the presence of a leak.

Determining the leak detection threshold involved analysing histograms from averaged
time series in the fault-free state and comparing them to a normal distribution. In the residue
method, the acceptable probability for false alarms was less than 0.5%. Figure 4 shows an
example of leak detection using the residue method for the ECO A OTL O2 model. This
model compares the residual value r against the leak detection threshold. If r exceeds this
threshold, it signals a potential boiler tube leak.

Evaluation of Model Ability for Early Tube Leak Detection

The last phase of the research was to evaluate the trained models with the next 2 years
of plant data in 2021 and 2022. The sensor data from 120 variables not affected by tube

Correct state Transient and faulty state sampled 5 min

sampled 10 min Ty

Data from process

-30 days

Shutdown

Figure 3. Data division before boiler emergency shutdown
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INPUT OUTPUT DETECTION
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Figure 4. Example of economiser outlet flue gas O, concentration model for fault detection by residue method

leaks for 2021 and 2022 were input to the 10 trained models, and the predicted output by
each model was recorded. The data structure was the same as in training the model, with
the sensor data sampled every 10 minutes and undergoing data cleansing, treatment, and
normalisation before inputting the models.

The predicted sensor data from the models’ output for the 2 years was then compared
with the actual data, and the residuals were subjected to a threshold for boiler tube leak
detection. The performance of each model prediction was evaluated by the ability to detect
tube leak events during those 2 years.

RESULTS AND DISCUSSION
Model Training and Testing with Hyper-parameters Tuning

The overall model training and testing with hyper-parameters tuning results showed that
all the models’ performance increased throughout the series of hyper-parameters tuning
experiments. Changing the layer activation function significantly impacted the model
training and testing accuracy from the initial model. The following tuning experiments
on the number of hidden layers, number of neurons in the hidden layer, optimiser, and
loss function did improve the accuracy slightly. Finally, increasing the number of training
epochs to 50 increased the accuracy significantly, especially for the ECO A OTL O2 and
ECO B OTL O2 models, which showed increments of 12.51% and 13.54%, respectively,
in training accuracy. Examples of the progress on two model training and testing accuracy
and losses after each hyper-parameter tuning experiment are shown in Table 4.
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Table 4
Example of results of hyper-parameters tuning for COND WTR FLOW and ECO B OTL O2 model
COND WTR FLOW ECO B OTL 02
Exp. Hyper-parameter Accuracy (R?) Losses Accuracy (R?) Losses
Train Test Train Test  Train Test Train Test
Initial model 0.988 -8E+04 0.0001 S5E+02 0.773 -1E+06 0.0002 3E+02
Layer activation function 0.970  0.759  0.0003 0.0013 0.677 -0.157 0.0003 0.0002
No. of hidden layer 0.989 0.938 0.0001 0.0003 0.773 -0.263 0.0002 0.0002
4 No.of neurons in the 0.990  0.938 0.0001 0.0003 0.773 -0.263 0.0002 0.0002
hidden layer
5 Optimizer 0.991 0.952 0.0001 0.0003 0.788 0.544 0.0002 0.0004
6 Losses function 0.991 0.952 0.0001 0.0003 0.796 0.612 0.0002 0.0004
7 Leamingrateandno.of 05 (964 00000 0.0002 0932 0.828 0.0002 0.0003

epochs

The finalised models’ training and testing accuracy and losses after completion of

hyper-parameters tuning are shown together with their corresponding network structures

in Table 5. All models can be considered high quality since they achieved considerably
high training accuracy of more than 93%, the lowest being ECO B OTL O2 with 93.16%
and the highest, IDF A FG PRESS, at 99.63%. ECO A OTL O2 had the lowest testing
accuracy at 75.65%, while the highest was DEA WTR FLOW at 98.88%. The summary
of this research’s optimised DFFNN network structure has the characteristics in Table 6.

Table 5
Overall results of hyper-parameters tuning
CONDWTR DEAWTR ECOAOTL ECOBOTL HOTSAA
FLOW FLOW 02 02 FLOW
Iﬁiii:i/;ftwauon Tanh Tanh Tanh Tanh Tanh
No Hidden Layer 9 7 9 9 8
No neurons in the 512-256-128-  512-256-128- 512-256-128-  512-256-128-  512-256-128-
hidden layer 64-32-16-8-4-2  64-32-16-8 64-32-16-8-4-2  64-32-16-8-4-2 64-32-16-8-4
Optimizer Adam Adam Adam Nadam Adam
Learning Rate 0.001 0.001 0.001 0.001 0.001
Losses function msle mse mse mae mae
No of Epoch 50 50 50 50 50
Mini Batch size 512 512 512 512 512
Accuracy (R?)
Train 0.9922 0.9925 0.9472 0.9316 0.9752
Test 0.9838 0.9888 0.7565 0.8275 0.8789
Losses
Train 0.0000 0.0001 0.0000 0.0031 0.0108
Test 0.0002 0.0024 0.0006 0.0048 0.0214
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HOT SAB IDFAFG IDF B FG MAIN FW TOTAL PA
FLOW PRESS PRESS FLOW FLOW
Igizz:ﬁ;twatlon Tanh Tanh Tanh Tanh Tanh
No of Hidden Layer 9 6 9 8 7
No of neurons in the 256-128-64- 128-64-32- 512-256-128-  512-256-128-  512-256-128-
hidden layer 32-16-8-4-2-2  16-8-4 64-32-16-8-4-2  64-32-16-8-4  64-32-16-8
Optimizer Adam Adamax Adam AMSGrad Adam
Learning Rate 0.001 0.001 0.001 0.001 0.001
Losses function mse mse rmse mse mse
No of Epoch 50 50 50 50 50
Mini Batch size 512 512 512 512 512
Accuracy (R?)
Train 0.9724 0.9963 0.9948 0.9889 0.9921
Test 0.8562 0.9639 0.8946 0.9658 0.8473
Losses
Train 0.0002 0.0000 0.0070 0.0001 0.0002
Test 0.0254 0.0002 0.0215 0.0004 0.0206
Table 6
Summary of the optimised network structure
Hyper-parameter Properties Applicable model
Layer activation function tanh All models
No of hidden layer 9 5 out of 10 models
No of neurons in the first hidden layer 512 8 out of 10 models
Optimizer Adam 7 out of 10 models
Losses function mse 5 out of 10 models
Learning rate & no of epochs 0.001 & 50 All models
Mini batch size 512 All models

Assessment of Fault Detection by Models of the Variables Sensitive to Leaks

The validated models were subsequently applied to data from periods when tube leaks
occurred. This fault data, encompassing 30 days leading up to the boiler shutdown, was
sampled at 5-minute intervals and used as input to forecast variables influenced by tube
leaks under normal conditions. Table 7 displays the fault detection outcomes for the top
10 models across 12 boiler tube leak events, considering leaks in the boiler pressure parts
system (including the furnace water wall, radiant superheater, and reheater and heat recovery
area). The final row sums up the number of faults each model detected, as shown in Table 7.

The residuals generated by the DFFNN models enabled the detection of all 12
faults, with a minimum of 3 residual variables per fault. At least 5 variables identified
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the most faults. Exceptions were Fault #5 and Fault #8, where only 3 variables’ residues
detected the fault. The average lead time between fault detection and boiler shutdown
was approximately 14 days. The most effective variable for fault detection was HOT
SA A FLOW, followed by HOT SA B FLOW and MAIN FW FLOW. These variable
models could detect over half of the fault cases at least 3 days in advance. On the other
hand, the ECO B OTL O2 model was the least efficient, detecting only 4 out of 12 faults
at least 11 days in advance.

Example - Fault Detection by HOT SAA FLOW Model

The forced draught fan supplies hot secondary airflow in the boiler for coal combustion
in the furnace. If boiler tube leaks, the main steam pressure will decrease due to the loss
of steam. More steam needs to be produced; thus, more fuel needs to be burned to supply
the additional heat to compensate for this loss. Additional fuel burning would require
additional air to support combustion, increasing the hot secondary air. Therefore, during a
tube leak event, the actual sensor reading will be more than the prediction, and the residual
will increase as the tube leaks are prolonged.

The threshold for leak detection was found by analysing histograms of the difference
between actual and predicted sensor readings, which were used for training the model.
Compared with a normal distribution, the threshold was set at 99.5% of the distribution,
yielding 1.165%, as shown in Figure 5. Tube leaks are indicated whenever the residual
plot goes above the threshold.

In Figure 6, the model output for hot secondary air A flow is plotted against the
measured value 30 days before boiler shutdown due to Fault #10 in 2019. The difference
between the model output and the measured value is increasing around 12 days prior
to the boiler shutdown, which is a symptom of a fault. Figure 7 illustrates the residual
value and its 24-hour moving average from Figure 6. The moving average is considered

2.5

24th moving average | frhreshold (99.5% of normal distribution) = 1.165% |

2.0 |

1.5

1.0 |

Residual value of hot SA A flow (%)

0.5
0.0
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Figure 5. Determination of threshold of the detection limit for the residual value of hot secondary air A flow
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Figure 6. Exemplary courses of hot secondary air A flow, measured value and output from DFFNN model
prior to shutdown of a boiler for tube leak Fault #10
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Figure 7. The residual value of hot secondary air A flow and its 24-hour moving average for tube leak
Fault #10

in the detection process to smooth out transient fluctuations of process data and reduce
the possibility of false alarms in leak detection. The predetermined threshold allows fault
detection approximately 12 days before the boiler shutdown.

Leak Detection Matrix

Based on the leak detection analysis of all 10 models, it can be concluded that a particular
boiler tube leak occurrence is confirmed if it is detected concurrently by at least three
models’ residuals. Referring to the leak detection time by the respective model for each
Fault #1 to Fault #12 from Table 7, the following observation on the number of days that
the boiler tube leaks were confirmed prior to the boiler shutdown was made and shown
in Table 8.
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The maximum number of days that the boiler ~ Table 8

tube leak was confirmed was for Fault #3 (circa 22 ~ [aull detection time by at least 3 models

) ) residuals
days), while the least was for Fault #6 (circa 4 days). :
On average, the boiler tube leak detection could be F No of days that boiler tube
ault leak was confirmed prior to
confirmed 12 days prior to boiler shutdown. As an no.  boiler shutdown (detected by
example, referring to Fault #10 in Figure 8, the at least 3 model’s residual)
first boiler tube leak detection was by the IDF A ; 1;
FG PRESS model 18 days before boiler shutdown, 3 ”
followed by the second detection by the IDF B FG 4 6
PRESS model on the 14th day. The tube leak was 5 21
confirmed by the third detection from HOT SA A 6 4
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Figure 8. Sequence of boiler tube leak detection time by the corresponding models’ residuals for Fault #10

Evaluation of Fault Detection Models

The 10 models, which were trained using boiler process data from 2012 to 2020, were
then inputted with data from January 2021 to November 2022 to evaluate their ability to
detect two tube leak faults, named Fault #13 and Fault #14, in May 2021 and September
2022, respectively.

Fault Detection in Year 2021

The results for predictions in 2021 were decent, as 5 models produced residuals beyond
the threshold limit in May. It confirmed the authenticity of the detection since Fault #13
happened in the same month. There were several false alarms during other months: 2
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models gave false alarms in February, and 1 model gave false alarms in April, September,
and December, respectively. Detailed analysis of Fault #13 detection is shown in Figure
9. The first detection was made 28 days before boiler shutdown by the TOTAL PA FLOW
model, followed by the ECO B OTL O2 model on day 17 prior to boiler shutdown. The
boiler tube leak, Fault #13, was confirmed with the third detection by the HOT SA B FLOW
model 14 days prior to boiler shutdown. The next detection was made by another 2 models,
IDF A FG PRESS and ECO A OTL O2, on day 7 prior to boiler shutdown.

As an example, in the case of detection by the HOT SA B FLOW model, the predicted
outputs of the HOT SA B FLOW model were plotted against the actual sensor readings
for the 23-month period (January 2021-November 2022), as shown in Figure 10. The
corresponding residuals were plotted in Figure 11. It was observed that the residual
plot went above the threshold in May, at the same time when boiler tube leak Fault #13
happened. A more detailed residual trend with a 30-day period prior to boiler shutdown
was plotted, as shown in Figure 12. It showed an early detection approximately 14 days

TOTAL PAFLOW
CO B OTL 02
HOT SA B FLOW
| IDF AFG PRESS

TecoaoTLO2

N T D I O O R
3029 28 2726 252423 2221201918 17 16 1514 13 121110 9 8 7
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Figure 9. Sequence of boiler tube leak detection time by the corresponding models’ residuals for Fault #13
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Figure 10. Measured value and output from the HOT  Figure 11. The residual value of hot secondary air B
SA B FLOW model for the year 2021 flow and its 24-hour moving average for the year 2021
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Figure 12. The residual value of hot secondary air B flow and its 24-hour moving average for tube leak Fault #13

earlier before the tube leak was detected by power plant personnel, which was followed
by boiler shutdown.

Fault Detection in Year 2022

The prediction for the year 2022 was observed to be inaccurate for all 10 models. All
residual plots showed values significantly beyond the threshold for most of the months
in 2022, which was unusual. For example, the predicted output against actual sensor
readings for total primary airflow and its residuals were plotted in Figures 13(a) and 14(a),
respectively. The residual plot shows it went above the threshold many times throughout
the year, from March to June and August to November. It was concluded that the trained
models could not predict future sensor data accurately beyond one year from the data used
in training the model.

In an attempt to improve the prediction for the year 2022, all 10 models were retrained
by adding boiler operational data from the year 2021 to the process. As a result, the
predictions improved significantly, with 5 models having residuals going beyond the
threshold limit in September. The authenticity of this detection was confirmed with the
record that Fault #14 happened in September. There were also false alarms detected, with 2
models giving false alarms in February, June, and August, respectively. On the other hand,
1 model gave false alarms in March, April, May, and October, respectively.

[Nlustrations of these improvements were indicated in a similar plot of predicted against
actual sensor data for total primary airflow and its residuals for 2022, as shown in Figures
13(b) and 14(b), respectively. The residual plot was observed to go above the threshold in
September when boiler tube leaks Fault #14 happened. A more detailed residual trend with
60 days prior to boiler shutdown was plotted in Figure 15. It showed an early detection
of circa 37 days before the tube leak was detected by power plant personnel, which was
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Figure 13. Measured value and output from TOTAL PA FLOW model in the year 2022 for: (a) model trained
with 2012 to 2020 data; and (b) model retrained with 2012 to 2021 data
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Figure 14. The residual value of total primary airflow and its 24-hour moving average in the year 2021 for:
(a) model trained with 2012 to 2020 data; (b) model retrained with 2012 to 2021 data

followed by boiler shutdown. There was also a short period in April 2022 when the residual
plot went above the threshold. However, other models did not detect this and considered

it a false alarm.

Detailed analysis of Fault #14 detection is shown in Figure 16. The first detection
occurred 37 days before boiler shutdown by the TOTAL PA FLOW model, followed by the
HOT SA B FLOW model 37 days prior to boiler shutdown. The boiler tube leak, Fault #14,
was confirmed with the third detection by the COND WTR FLOW model 24 days prior
to boiler shutdown. Subsequent detections were made by two other models, DEA WTR
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Figure 15. The residual value of total primary airflow and its 24-hour moving average for tube leak Fault #14
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Figure 16. Sequence of boiler tube leak detection time by the corresponding models’ residuals for Fault #14

FLOW and HOT SA A FLOW, on days 18 and 5 prior to boiler shutdown, respectively.

Comparison of Results with Other Studies

In benchmarking results from this study, comparisons were made with several other studies,
notably Rostek et al. (2015), Kim, Lee and Park (2019), Kim, Lee, Kim et al. (2019), Khalid
et al. (2020), Ramezani et al. (2020), and Ismail et al. (2020).

Rostek et al. (2015) initiated research into fault detection in fluidised bed coal-fired
boilers, utilising eight years of data from 19 input and 4 output sensors. Their study,
employing a simple multilayer perceptron, achieved a training R? exceeding 80% and
demonstrated a notable improvement in leak detection time, ranging from 2 to 9 days
earlier than traditional methods. However, details on model quality and validation were
not provided, limiting comprehensive assessment.

Kim, Lee, and Park (2019) extended their research to thermal power plants, employing
an auto-associative neural network based on 18 days of data from 13 sensors. Despite lacking
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detailed network structure information, their study reported a significant advancement in
leak detection time, 30 minutes earlier than traditional methods. However, the absence of
comprehensive performance metrics and validation results impedes thorough evaluation.

Similarly, Kim, Lee, Kim, et al. (2019) investigated fault detection in fluidised bed
coal-fired boilers using a multilayer neural network. Although their study showcased a
35-minute improvement in leak detection time compared to traditional methods, the lack
of detailed model quality assessment and validation data limits comprehensive comparison
with other studies.

Khalid et al. (2020) explored fault detection in fluidised bed coal-fired boilers using
various classifiers, including SVM, k-NN, NB, and LDA. While their study demonstrated
promising accuracy results, the absence of information on leak detection time and validation
with data outside the learning period limits comprehensive comparison with other studies.

Ramezani et al. (2020) focused on fault detection in pulverised coal-fired boilers,
employing a deep bidirectional LSTM network. Although they demonstrate the potential
of recurrent neural networks for fault detection, the lack of detailed information on network
structure and performance metrics hinders thorough evaluation.

Ismail et al. (2020) addressed boiler shutdown scenarios using a backpropagation neural
network. Their study reported a leak detection time of 5 minutes earlier than traditional
methods. However, the absence of detailed accuracy metrics and validation results limits
the comprehensive assessment of their methodology.

In contrast, the current study significantly advances fault detection methodologies
for pulverised coal-fired boilers. Leveraging nine years of data from 120 input and 10
output sensors, it employed a deep feedforward neural network with optimisation of
seven hyper-parameters. The network architecture included up to nine hidden layers
with varying numbers of neurons and optimisation algorithms such as Adam, Adamax,
Nadam, Nesterov, and AMSGrad. Notably, the study achieved impressive training and
testing accuracies, with R? ranging from 82.8% to 99.3%. Furthermore, the leak detection
time ranged from 3 to 30 days earlier than traditional methods, showcasing significant
improvement in predictive maintenance capabilities. Importantly, validation with external
data sets demonstrated reliable predictions for up to one-year post-learning. These findings
underscore the robustness and efficacy of the methodology in enhancing fault detection
capabilities in boiler and thermal power plant operations.

In summary, while previous studies have significantly contributed to fault detection
in boiler and thermal power plants, the current study represents a notable advancement in
data comprehensiveness, algorithm sophistication, performance metrics, and validation
results. By benchmarking against this study and considering the insights from other research
works, it is evident that there is immense potential for further advancements in machine
learning-based fault detection methodologies in the energy sector.
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CONCLUSION

The studies highlighted here achieved notable success in early leak detection and
prediction through deep-feedforward neural network models. The fine-tuning of hyper-
parameters notably enhanced the accuracy of predictions for parameters impacted by
boiler tube leaks. The most effective model demonstrated a 99.63% correlation in training
and 96.39% in testing with actual process data. During the network’s learning phase, it
successfully detected all 12 tube leak faults, identifying them 3 to 30 days before the
necessary boiler shutdown. A leak was confirmed when at least three models consistently
predicted its occurrence. However, assessments of the model using data from two years
post-learning period indicated that its predictions were reliable only for the first year.
To maintain accuracy, continual updating and learning of the model are essential. The
recommendation is to deploy these models in real-time operations at the studied plant,
which would allow for evaluating their effectiveness in identifying real-time boiler tube
leak faults.

For future research, it is recommended that researchers prioritise the real-time
implementation and deployment of predictive models. Integrating these models into
operational workflows will enable proactive maintenance strategies and minimise downtime
due to tube leaks. Collaboration with industry partners to streamline deployment protocols
and optimise computational efficiency is essential for ensuring seamless integration into
operational workflows.

After deploying predictive models, conducting extensive field validation and case
studies emerges as a critical next step. Real-world validation across diverse operational
conditions and geographical locations provides empirical evidence of the model’s
effectiveness and reliability. Leveraging insights gained from field validation studies,
researchers can refine and optimise predictive models to address specific challenges
encountered in operational environments.
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natural fibre composite materials. Moreover, design engineers can utilise this framework in
the composite industry to create the best possible evaluation model for composite material
criteria selection for various applications.

Keywords: CRITIC method, framework, MCDM, natural fibre, TOPSIS method

INTRODUCTION

Decision Making (DM) is selecting an option by recognising a decision, collecting data,
and evaluating several alternatives. One of the first in-depth studies on the concept of DM
was published by the Psychological Bulletin, where the paper elaborates on the risk and
psychology behind DM (Edwards, 1954). In order to make the best possible choice when
dealing with numerous options, conflicts, or decision criteria, the Multi Criteria Decision
Making (MCDM) methods are typically utilised (Jigeesh et al., 2018; Mastura et al., 2015;
Mufazzal & Muzakkir, 2018). They are typically used to evaluate issues relating to the
environment, society, technology, and material choice.

Past studies have reported on developing MCDM tools for various applications to
determine the best alternative by considering more than one criterion in the selection
process. An innovative study was undertaken to select a logistics service provider
(Jharkharia & Shankar, 2007), where the selection procedure employed the Analytic
Network Process (ANP). On the other hand, Han et al. (2020) examined road selection
based on the Analytical Hierarchy Process (AHP) that involves a point of interest, model
of roads, constituent density partitions and global connectivity of the selected network.
Stevi¢ et al. (2019) studied sustainability in a supply chain where the need was to select a
sustainable supplier using Simple Additive Weighting (SAW). Recently, Chan and Ch’ng
(2023) analysed the risk factors of suicidal ideation among university students in Malaysia
using the Technique Order Preference by Similarity to Ideal Solution (TOPSIS). Therefore,
the MCDM method is well known for helping people solve complex real-life issues. It can
compare choices based on different decision-making criteria and find the best acceptable
criteria (Emovon & Oghenenyerovwho, 2020; Zavadskas et al., 2016). MCDM has gained
popularity since it can assist decision-makers in evaluating all significant factors and
making decisions based on priority (Kabir et al., 2014; Mufazzal & Muzakkir, 2018; Sattar
& Ghazwan, 2023). When numerous aspects are concluded as a good design, an expert
decision-maker may occasionally search for either technical or economic elements that
can be compromised to prioritise decision-making. A DM can utilise MCDM to assign
relative value to criteria to measure them.

Numerous studies have been done on selecting natural fibre for composite preparation.
For example, an innovative study using the AHP method was undertaken to select
biopolymer composites as a potential material for food packaging (Salwa et al., 2019).
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However, the assumption of criteria independence (no correlation) is a limitation of AHP
(Ishizaka & Labib, 2009). On the other hand, Maidin et al. (2022) examined a material
selection of natural fibre using Grey Relational Analysis (GRA).

One of the tools used in MCDM approaches is the ability to determine ranking and
define preferences. Hwang and Yoon (1981) introduced the TOPSIS method to assist
decision-makers in making reliable and consistent judgments. Nevertheless, a significant
weakness of the TOPSIS method is its lack of provisions for weight elicitation and
consistency testing for judgment, as Shih et al. (2007) pointed out. Diakoulaki et al. (1995)
developed the CRITIC method to establish an objective weight. Therefore, both methods
can be utilised to prioritise performance requirements for natural fibre composite materials
and integrating both methods may improve the decision-making outcome. Apart from
these methods, Table 1 highlights the utilisation of both CRITIC and TOPSIS methods,
which have been explored in information technology, financial and banking, sustainable
energy, environmental and heavy industries. The CRITIC method is utilised to score and
determine the importance of the relative weights for the decision criteria set. In contrast,
the TOPSIS method determines the final ranking of all alternatives.

Although studies have been conducted on utilising both CRITIC and TOPSIS methods
in material selection, there is still a lack of reported studies on natural fibre material
selection using the integration of the CRITIC-TOPSIS method. Therefore, by fulfilling
this research gap, designers and material engineers would greatly benefit from a clear

Table 1
Application sectors and domains covered by CRITIC and TOPSIS

Application sectors

References

Information technology
- Computing software
- Smartphone addiction

Environmental
- Monte Carlo simulation

Supply chain management

Sustainable Energy
- Green energy
- Renewable energy
- Value Added Intellectual Capital (VAIC)
- Solar PV

Financial and banking
- Financial
Heavy industries
- Crane Industries
- Bridge construction
Material
- Polymer-modified binder (PMB)

Berdie et al., 2017
Ertemel et al., 2023

Chen et al., 2022

Abdel-Basset & Mohamed, 2020

Lakshmi et al., 2022

Babatunde & Ighravwe, 2019; Ighravwe &

Babatunde, 2018
Polcyn, 2022; Hassan et al., 2023

Kazan & Ozdemir, 2014

Mohamadghasemi et al., 2020
Wu et al., 2020

Slebi-Acevedo et al., 2019
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and methodical methodology selection procedure. Hence, this study is interested in using
an innovative approach known as Criteria Importance Through Inter-criteria Correlation
(CRITIC) and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) to
eliminate the need to compare characteristics and determine their weights. The following
will ultimately reduce the decision maker’s dependence on choosing the most suitable
natural fibre material. Hence, incorporating these two MCDM methods is appropriate
for evaluating the natural fibre composite materials. It will assist the business’s design
engineer and manufacturing team choose the most suitable materials for product design
and development.

METHODOLOGY FOR FRAMEWORK DEVELOPMENT

The overall methodology of this study is presented in four phases for better clarity. Phase
1 involves criteria selection and prioritisation. Weightage determination using the CRITIC
method and material ranking using the TOPSIS method were gathered in Phase 2. The
conceptual framework review was gathered in Phase 3 through validation of the framework,
and the study was concluded with a ranking of the material performance in Phase 4.

Phase 4 - Case

Study
Phase 3 - Review of i. Ranking the
the conceptual performance criteria
Phase 2-CRITIC- | amework
TOPSIS analysis i. Validation of
. _— . method
Phase 1 - Criteria i. Assigning weight
selection and of attribute with
prioritisation CRITIC method
i. Prioritise ii. Material ranking
performance with TOPSIS
criteria method

ii. Listing criteria
iii.Alternative

Figure 1. Methodology for framework development

Phase 1: Criteria Selection and Prioritization

The main objective of the DM process was established in the structural hierarchy at Level
1 (goal); that is, the performance criteria were ranked according to priority. In Level 2
(criteria), the performance specifications were listed as length (mm), diameter (m), tensile
strength (MPa), Young’s modulus (GPa), elongation at break (%), and cellulose (%).
Lastly, in Level 3 (alternative), the performance standards list must be prioritised to meet
the target in Level 1. A perspective structural hierarchy is shown in Figure 2 at Phase 1.
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Phase 2: CRITIC-TOPSIS Analysis

The performance requirements of natural fibre composite materials are prioritised in this
work using the CRITIC and TOPSIS methods. Figure 2 shows the proposed framework
model structure for prioritising performance criteria. The framework is divided into 2
phases: (1) Phase 1 starts with collecting data and building a structural hierarchy, and (2)
Phase 2 assigns weight by the CRITIC method, and the TOPSIS method is used to rank
the criteria.

Weightage Determination Using CRITIC Method

The Criteria Importance Through Intercriteria Correlation (CRITIC) method is mostly
employed to calculate attribute weights. The qualities in the current technique do not conflict

| Prioritize performance criteria | Goal

| |
| |
i | C1 | | C1 | | c1 | | c1 | | c1 | Criteria :

I
| |

| Alternative | Alternative

Setup decision matrix

Normalisation of the decision matrix

Distribution of each criteria standard deviation

PoyIaN JILIND
Aq ybBram Bujubissy

Determine the correlation coefficient.

Determine the given criteria weight

Set up of criteria for decisions
v
Standardise the decision matrix
v
Perform matrix multiplication on the columns of the normalised decision matrix.
v
Determine the degree of closeness to the optimal solution
v

| |
| |
| |
| Determine the metrics of separation |
| |

PHASE 2

v
Identify the optimal positive and negative solutions
v
Overall ranking of all alternative options

Figure 2. The proposed framework model structure
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with one another, and the decision matrix is used to find the weights of the attributes. The
CRITIC method is a correlation method that utilises correlation coefficients of all paired
columns and the standard deviation of alternatives’ ranking criteria values to determine
criteria contrasts (Pamucar et al., 2022; Zizovic et al., 2020). Steps 1 to 5 detail the process’s
weightage (Alinezhad & Khalili, 2019; Anand et al., 2022; Diakoulaki et al., 1995).

Step 1: Starting from an initial decision matrix
The initial decision matrix is obtained using Equation 1 (Anand et al., 2022).

xll see xl] “ee xln
A= |Xi1 = Xy ot X ;i=1,...mj=1,...,n [1]
xm1 see xm] “ese xmn o xn

Step 2: Normalisation of the decision matrix

The scores of the various criteria cannot be compared since they are expressed using
various measuring scales or units. As part of the normalisation procedure, the scores
are transformed into standard scales with a 0 to 1 range. The choice matrix’s scores
are initially determined using the suggested method by utilising Equation 2.

worst

X_ _ Xl']' - xj
ij - xbest _  worst [2]
J J

Where X_l] is the normalised score of alternative 7 with respect to criterion j, Xjj is the

actual score of alternative i with respect to criterion ije“ is the best score of criterion

Jj, and xj"""”t is the worst score of criterion j.

Step 3: Distribution of each criteria standard deviation

In the third sten the standard deviation of each criterion, s;, is calculated using Equation
3. Note that %7 in Equation 2 is the mean score of criterion j and that m is the total
number of alternatives.

Where )?j is the mean score of the criterion j and m is the total number of alternatives.

Step 4: Determine the correlation coefficient
The correlation coefficient among attributes is determined by Equation 4.

Z:n:l(xij_f]')(xik_fk) [4]

Pjk =
JZE (i = %)) 2 X e — %)
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Step 5: Determine the given criteria weight
The weights of attributes are determined by Equation 5

C; )
wj=—icj;]=1,...,n [5]

n
j=

Material Ranking Using TOPSIS Method

The Technique Order Preference by Similarity to the Ideal Solution (TOPSIS) method is
based on the idea that the chosen option should be most distant from the worst possible
solution and the closest to the best possible solution (Hwang & Yoon, 1981). Steps 1 until
7 detailed the processes of the material ranking (Chodha et al., 2021; Pavi¢ & Novoselac,
2013; Rahim et al., 2018).

Step 1: Set up of criteria for decisions (A)
The criteria for decisions are set up using Equation 6 (Chodha et al., 2021).

X12 X122 t Xin

_ _ | X1 X220t Xon
4= (xij )mxn - : : : [6]

Xm1 Xm2 7 Xmn

Step 2: Standardise the decision matrix
The standardised value ry; is calculated using Equation 7.

r fij .

ij =— J=12,.j; i=12,.n [7]
/Zj':l fij 2

Step 3: Perform matrix multiplication on the columns of the normalised decision
The weighted normalised value v;; is calculated using Equation 8.

Vi = W X1y J=12,..,];i=12,..,n, [8]

Where w; is the weight of the i th criterion and Y™, w, =1

Step 4. Determine the degree of closeness to the optimal solution, the positive ideal
(A*) and the negative ideal (A°) solutions

The positive ideal (A*) and negative ideal (A-) solutions are expressed using Equation
9 (Rahim et al., 2018).

A" = {(miaxvi]-

j € Cb), (miinvij |j € Cc)}:{v*j

j=12,..,m}

4= = {(minvy | j € G ), (maxvy |j € ¢)}=fp|j=1.2..,m} [9]
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Step 5: Determine the metrics of separation
The measures of separation between each alternative and the positive and negative
ideal solutions, respectively, are as in Equation 10:

] N2
SF = \/Z}’Ll(vq -v), j=12,..,m [10]

Similarly, the distance from the negative ideal solution is stated in Equation 11.

_ \2 .
S; = \/2;":1(14-,— v), j=12,.,m [11]

Step 6. Identify the optimal positive and negative solutions
The proximity of the alternate Pi with respect to P* is defined as stated in Equation 12.
-

Pif = ——=,i=12.,m [12]

Step 7: Overall ranking of all alternative options

Phase 3: Review of the Conceptual Framework: Data Validation of the Framework

Before being used in a case study, the suggested method conducted validation by applying
it to previous research. Validation data was gathered from studies from past researchers
(Saputra et al., 2018). Sample S1 (Muhammad Musa), S2 (Alvin Syahrin), S3 (Noviyanti),
S4 (Sofia), S5 (Syyaiful Aswad). The researcher studies a comparison between AHP and
SAW, which was selected and replicated. Saputra et al. (2018) studied a decision support
system that helps solve the problem of selecting a department chief.

Table 2 displays the findings collected from the CRITIC-TOPSIS (current), AHP
(Saputra et al., 2018) and SAW (Saputra et al., 2018) with extent analysis methods that
provide equivalent rankings. For instance, according to the CRITIC-TOPSIS method,
the ranking of the alternative based on the numerical validation were S1>S2>S3>S4>S5,
AHP and SAW method produced the same ranking as CRITIC-TOPSIS. Therefore, the

Table 2
Result Ranking for validation
MCDM Method
CRITIC-TOPSIS (current) AHP (Saputra et al., 2018) SAW (Saputra et al., 2018)
Alternative Value Rank Value Rank Value Rank
S1 0.997 1 0.274 1 0.993 1
S2 0.629 2 0.241 2 0.883 2
S3 0.435 3 0.193 3 0.707 3
S4 0.237 4 0.158 4 0.578 4
S5 0.015 5 0.135 5 0.490 5
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proposed framework utilising the CRITIC-TOPSIS method for ranking calculation is
considered suitable, as it provides equivalent preference rankings to those obtained via
AHP and SAW.

Phase 4: Case Study

In this phase, the ranking of the performance criteria for cap-toe shoes is taken as an
investigation of a case. A case study is carried out to determine the suitability of the
suggested framework. The following part will explain the upcoming tasks.

CASE STUDY ON THE PERFORMANCE CRITERIA FOR CAP TOE SHOES
Phase 1: Criteria Selection and Prioritization

Table 3 shows the performance criteria for cap-toe shoes. The six established alternatives
are composed of six criteria.

Table 3
Selection of performance criteria adapted from (Biagiotti et al., 2004 Luhar et al., 2020 Pegas et al., 2018)
Diameter Length Tensile Strength Young’s Elongation at Cellulose
(nm) (mm) (MPa) Modulus (GPa) Break (%) (%)
Abaca 20 4.9 621.5 41 2.9 59.5
Bamboo 58 2.75 566 53 4.65 34.5
Coir 18.2 1.65 175 6 20 45.6
Jute 15 34 547.5 46.25 2.3 65.25
Kenaf 24 6.2 612.5 41 4.8 53.5
Sisal 27 4.4 681 15.5 2.45 68.5

Phase 2: CRITIC-TOPSIS Analysis

CRITIC Method

The application of the CRITIC method in choosing the performance criterion for the design
process is shown below.

Step 1: Starting from an initial decision matrix
The decision matrix shown in Table 3, all criteria are beneficial.

Step 2: Normalisation of the decision matrix

After calculating ij et and xjwom, the normalisation of the decision matrix can be

determined from Equation 2. Where x2St is the maximum value of the dataset, and

j
%" is the minimum value of the dataset. For the example &;; = (20-15)/(58-15) =
0.1163. The entire results of the normalisation of the decision matrix are shown in

Table 4.
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Step 3: Determine the standard deviation of each criterion

The distribution of each criterion’s standard deviation can be determined from Equation
3. For the example X = (0.1163+1+0.0814+0+0.2093+0.2791)/6 = 0.2810, and s;
=/((0.1163 — 0.2810)2 +(1 — 0.2810)% + (0.0814 — 0.2810)% + (0 — 0.2810)2 +
(0.2093 — 0.2810)% + (0.2791 — 0.2810)%)/(6 — 1) = 0.3655. The entire results of
the standard deviation of each criterion are shown in Table 5.

Step 4: Determine the correlation coefficient

Table 6 shows the pairwise criteria correlation coefficient values. Equation 4 was used
to measure the correlation.

Step 5: Determine the given criteria weight W,

After calculating ¢; = Y71 ¢, the Weight of the selected criteria can be determined
from Equation 5. For the example ¢ = ;lzl ¢ = ((1-1) + (1-(-1.1914)) + (1-0.2122)
+(1-0.4168) + (1-(-0.1694) + (1-(-0.7022)) x 0.3655 = 1.9863, X ¢ = 1.9863 + 7.5357
+1.4437+3.0608 +2.0520 = 11.8920, and w; = 1.9863/11.8920 = 0.1670. The weight

of all the results of the selected criteria is shown in Table 7.

Figure 3 illustrates the relative importance of evaluation indicators. The findings show

that the ranking order for criteria = Elongation at Break > Cellulose > Diameter > Young’s
Table 4
Normalisation of the decision matrix
Diameter Length Tensile Strength Young’s Elongation at Cellulose
(nm) (mm) (MPa) Modulus (GPa) Break (%) (%)
Abaca 0.1163 0.7143 0.8824 0.7447 0.0339 0.7353
Bamboo 1.0000 0.2418 0.7727 1.0000 0.1328 0.0000
Coir 0.0814 0.0000 0.0000 0.0000 1.0000 0.3265
Jute 0.0000 0.3846 0.7362 0.8564 0.0000 0.9044
Kenaf 0.2093 1.0000 0.8646 0.7447 0.1412 0.5588
Sisal 0.2791 0.6044 1.0000 0.2021 0.0085 1.0000
Table 5
Distribution of each criteria standard deviation
Diameter  Length Tensile Strength Young’s Elongation at  Cellulose
(nm) (mm) (MPa) Modulus (GPa)  Break (%) (%)
Abaca 0.1163 0.7143 0.8824 0.7447 0.0339 0.7353
Bamboo 1.0000 0.2418 0.7727 1.0000 0.1328 0.0000
Coir 0.0814 0.0000 0.0000 0.0000 1.0000 0.3265
Jute 0.0000 0.3846 0.7362 0.8564 0.0000 0.9044
Kenaf 0.2093 1.0000 0.8646 0.7447 0.1412 0.5588
Sisal 0.2791 0.6044 1.0000 0.2021 0.0085 1.0000
STDEV 0.3655 0.3567 0.3596 0.3963 0.3873 0.3759
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Table 6
Pairwise criteria correlation coefficient values
Diameter  Length Tensile Young’s Elongation Cellulose
(um) (mm) Strength Modulus at Break (%)
" (MPa) (GPa) (%) °
Diameter (um) 1.0000 -0.1914 0.2122 0.4168 -0.1694 -0.7022
Length (mm) -0.1914 1.0000 0.7488 0.3231 -0.6419 0.4565
Tensile Strength (MPa) 0.2122 0.7488 1.0000 0.5469 -0.9631 0.4401
Young’s Modulus (GPa) 0.4168 0.3231 0.5469 1.0000 -0.6690 -0.1933
Elongation at Break (%) -0.1694 -0.6419 -0.9631 -0.6690 1.0000 -0.4596
Cellulose(%) -0.7022 0.4565 0.4401 -0.1933 -0.4596 1.0000
Table 7
Determine the weight of the selected criteria
Major Criteria C. w.
Diameter (um) 5.4341 1.9863 0.1670
Length (mm) 4.3049 7.5357 0.1291
Tensile Strength (MPa) 4.0151 1.4437 0.1214
Young’s Modulus (GPa) 4.5756 1.8135 0.1525
Elongation at Break (%) 7.9031 3.0608 0.2574
Cellulose (%) 5.4586 2.0520 0.1725
TOTAL 11.8920 1.0000
0.300
0.250
0.200
0.150 0173
0.100 0121
0.050
0.000
Diameter Length Tensile Young’s Elongation at Cellulose
(um) (mm) Strength Modulus Break (%)
(MPa) (GPa)

Figure 3. Weight for each performance criterion

Modulus > Length > Tensile Strength. The most preferred criterion is Elongation at Break,
and the least preferred criterion is Tensile Strength. The Elongation at Break (%) and the
Cellulose (%) correspond to the two highest weights in the results, indicating that these

two performance criteria were given preferences. At the same time, Tensile Strength (MPa)

has the lowest value corresponding to the least preferred criterion.
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TOPSIS Method

The TOPSIS method has been used to solve evaluation and selection problems. Here is

the implementation of the TOPSIS approach for selecting the criteria for design process

performance.

2690

Step 1: Set up of criteria for decisions (4)
Table 8 shows the decision matrix. Equation 6 is used to obtain the construction
decision matrix.

Step 2: Standardise the decision matrix

After calculating Y. fij z all, the standardised decision matrix can be determined from
Equation 7. For the example X f;; 2= (20%) + (58%) + (18.5%) + (15%) + (24> + (27%) =
5636.25,r;=20 /V5636.25 =0.2664. The entire results of the standardised decision-
making matrix are shown in Table 9.

Step 3. Perform matrix multiplication on the columns of the normalised decision by
the associated weights to generate the weighted normalised decision matrix, which is
the weighted normalised value

Equation 8 can determine the weighted normalisation value—for example, v;;= 0.266
% 0.1670 = 0.445.The entire results of the weighted normalisation value are shown
in Table 10.

Step 4: Determine the degree of closeness to the optimal, positive ideal (A*) and
negative ideal (A°) solutions

The degree of closeness to the optimal solution can be determined using Equation 9.
For example, the positive ideal (A”) is the maximum value of the dataset, maximum
=0.1290, and the negative ideal (A°) is the minimum value of the dataset, minimum =
0.0334. The entire results of the degree of closeness to the optimal solution are shown
in Table 11.

Step 5: Determine the separation measures.: The separation measures of each
alternative from the positive ideal solution and the negative ideal solution, respectively,
are as follows:

All separation measures can be determined from Equations 10 and 11. For the example,

S§* =

4

0.445 — 0.1290)2 0.0622 — 0.0786)2 0.0551 — 0.0604)2
J( )2+ ( )2+ ( P+ e

(0.0675 — 0.0872)2 +(0.0346 — 0.2389)? + (0.0752 — 0.0866)>2

(0.445 — 0.0334)? + (0.0622 — 0.0209)? + (0.0551 — 0.0155)? +

St = J (0.0675 — 0.0099)? +(0.0346 — 0.0275)2 + (0.0752 — 0.0436)2  0-0881

The entire results of the separation measure for each performance criterion are shown
in Table 12.
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Step 6. Identify the optimal positive and negative solutions. The relative closeness of
the alternative Pi with respect to P* is defined as follows:

Relative closeness to the ideal solution can be determined using Equation 12. For the
example, Pi = 0.0881/(0.2229+0.0881)=0.2832. The results of relative closeness to
the ideal solution are shown in Table 13.

Equation 12 is used to calculate the relative closeness to the ideal solution.

Table 13 presents six natural fibre alternatives, ordered according to their priority Pi
scores. Based on the findings, coir has the highest Pi score of 0.6006. Bamboo has
the second-highest score of 0.4047, followed by kenaf, abaca, jute, and sisal, which
gathered Pi values of 0.3351, 0.2832, 0.2688, and 0.2523, respectively. The result
showed that coir has exceptional mechanical and thermal stability. It corresponds to
research by Hasan et al. (2021).

Step 7: Establish a ranking of preference
The ranking of each alternative according to the performance score is displayed in
Table 14.

As a result, the ranking results of the CRITIC-TOPSIS method are shown in Table

14. The results from synthesising data on the critical criteria were used to generate a list

Table 8
Original data matrix
Diameter Length Tensile Strength Young’s Elongation at  Cellulose
(nm) (mm) (MPa) Modulus (GPa) Break (%) (%)

WEIGHT  0.1670 0.1291 0.1214 0.1525 0.2574 0.1725
Abaca 20 4.9 621.50 41 2.90 59.50
Bamboo 58 2.75 566 53 4.65 34.50
Coir 18.5 1.65 175 6 20 45.60
Jute 15 3.40 547.50 46.25 2.30 65.25
Kenaf 24 6.20 612.50 41 4.80 53.50
Sisal 27 4.40 681 15.5 2.45 68.50

Table 9

Normal decision-making matrix

Diameter  Length  Tensile Strength Young’s Elongation at  Cellulose
(um) (mm) (MPa) Modulus (GPa)  Break (%) (%)

WEIGHT 0.1670 0.1291 0.1214 0.1525 0.2574 0.1725
Abaca 0.2664 0.4813 0.4538 0.4425 0.1346 0.4360
Bamboo 0.7726 0.2701 0.4132 0.5720 0.2158 0.2528
Coir 0.2464 0.1621 0.1278 0.0648 0.9281 0.3342
Jute 0.1998 0.3340 0.3997 0.4991 0.1067 0.4782
Kenaf 0.3197 0.6090 0.4472 0.4425 0.2227 0.3921
Sisal 0.3596 0.4322 0.4972 0.1673 0.1137 0.5020
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Table 10
Decision matrix with weights and normalisation
Diameter Length Tensile Strength Young’s Elongation at  Cellulose
(um) (mm) (MPa) Modulus (GPa) Break (%) (%)

WEIGHT 0.1670 0.1291 0.1214 0.1525 0.2574 0.1725
Abaca 0.0445 0.0622 0.0551 0.0675 0.0346 0.0752
Bamboo 0.1290 0.0349 0.0502 0.0872 0.0555 0.0436
Coir 0.0412 0.0209 0.0155 0.0099 0.2389 0.0577
Jute 0.0334 0.0431 0.0485 0.0761 0.0275 0.0825
Kenaf 0.0534 0.0786 0.0543 0.0675 0.0573 0.0676
Sisal 0.0601 0.0558 0.0604 0.0255 0.0293 0.0866

Table 11
Compared to negative ideal solutions, positive ideal solutions
Diameter Length Tensile Young’s Elongation at  Cellulose
(pm) (mm) Strength (MPa) Modulus (GPa) Break (%) (%)
A" 0.1290 0.0786 0.0604 0.0872 0.2389 0.0866
A 0.0334 0.0209 0.0155 0.0099 0.0275 0.0436

Table 12
Separation Measure for each performance criterion
Abaca Bamboo Coir Jute Kenaf Sisal
Si 0.2229 0.1936 0.1410 0.2353 0.1987 0.2303
Si 0.0881 0.1316 0.2120 0.0865 0.1001 0.0777

Table 13
Relative closeness to the ideal solution for each performance criterion
Abaca Bamboo Coir Jute Kenaf Sisal
Pi 0.2832 0.4047 0.6006 0.2688 0.3351 0.2523

of six (6) natural fibres. These fibres were Table 14

ordered based on their positive ideal solution Overall ranking of all alternative options

(Pi) scores, which were calculated using  Alternatives Pi Ranking
the Microsoft Excel 2016 software and a  Abaca 0.2832 4
specific method. According to Guerrero ~ Bamboo 0.4047 2
(2010), excel has become as common as  Coir 0.6006 1
calculators in data analysis and decision-  Jute 0.2688 5
making. Table 14 displays the results.  Kenaf 0.3351 3
Coir achieved the highest score of 0.6006, Sisal 0.2523 6

2692 Pertanika J. Sci. & Technol. 32 (6): 2679 - 2698 (2024)



A Framework for Prioritising the Performance Criteria

positioning it in the highest position in the rating. Bamboo received the grade that is ranked
just behind the highest score determined by a score of 0.4047, followed by kenaf, abaca,
jute, and sisal with values of 0.3351, 0.2832, 0.2688, and 0.2523, respectively.

This study demonstrates that coir has a potential material for cap-toe shoes, as indicated
by its top rating among the alternatives, as shown in Table 14. Despite the decisive
confirmation of the results, incorporating extra details from other criteria could have made
the natural fibre selection procedure more comprehensive. When developing requirement
criteria, it is essential to consider multiple variables to make informed selections. Hence,
while choosing natural fibres, decision-makers should meticulously establish precise
selection criteria based on specific requirements, as this will significantly impact the
outcome of the selection process.

Coir fibre is a good alternative to traditional materials due to its cost-effectiveness,
renewability, recyclability, biodegradability, and environmental friendliness compared
to synthetic fibres. Several industries, including mat production, yarn making, rope
manufacturing, floor articles, insulating panels, stackings, and textile goods, can utilise
Coir due to its versatility. The automotive and construction sectors extensively utilise Coir
to enhance the strength of polymer composites (Goyat et al., 2022). Onukwuli et al. (2022)
demonstrate that coir fibre has the benefits of being lightweight, having a high strength-
to-weight ratio, being inexpensive, and being widely available.

DISCUSSION

Analysing natural fibre’s chemical composition and shape of natural fibre to comprehend
their distinct features is crucial. Although the framework has been thoroughly tested, the
authors argue that the natural fibre selection approach could have been more comprehensive
if it had incorporated additional features from other criteria. When making a decision,
multiple considerations must be examined in order to ensure the appropriate selection of
natural fibres that fulfil a certain requirement; it is imperative for individuals responsible
for the selection process to establish highly detailed criteria about that need.

The framework of integrating the CRITIC-TOPSIS method can be applied as a
substitute to combine different performance indicators or criteria into a single score that
can be used to compare and rank different options. Data validation was carried out to verify
the suggested framework and ascertain whether the rankings provided by the suggested
combined CRITIC-TOPSIS and the rankings produced by other MCDM approaches
were comparable. The results indicate that the proposed framework can provide a ranking
compatible with other DM methods.

The TOPSIS method has been well recognised by researchers for its ability to
effectively determine the optimal decision by considering selection criteria and their
connections when combined with competing criteria and alternative solutions. The main
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benefit of using the CRITIC-TOPSIS methodology over other MCDM methods is that it
allows for the simultaneous consideration of negative and positive criteria in decision-
making. Furthermore, it is simpler and more effective than other methods like AHP.
TOPSIS algorithm chooses the alternative most similar to the positive ideal solution and
most dissimilar to the negative ideal alternative. Therefore, this approach offers a more
accurate representation of models than non-compensatory alternatives.

CONCLUSION

This study has successfully developed a framework for prioritising performance
criteria in selecting natural fibre materials. Hence, it provides helpful knowledge for
selecting constituent materials based on the integrated CRITIC-TOPSIS framework. The
enhancement of knowledge and findings of this study can benefit material designers and
engineers in selecting the most suitable fibre by prioritising performance criteria.

The validation of the proposed framework is illustrated based on the data and results
from a reputable past study, where the present results are shown to have good conformance.
For comparison, an effective ranking method has been developed to address this issue,
where the decision-making (DM) method is suggested to involve the integration of the
CRITIC and TOPSIS methods. Generally, the CRITIC method is used to acquire the weight
of criteria. However, the TOPSIS method is employed to prioritise the criterion. As far
as the authors know, there has been limited research on applying the CRITIC-TOPSIS
method towards material selection for natural fibre composite materials. Hence, this study
is novel as it has successfully incorporated the CRITIC and TOPSIS methods to prioritise
performance criteria of natural fibre materials for cap toe shoes, using performance criteria.
The results have been verified using a reliable publication. The CRITIC-TOPSIS method is
an effective tool for objectively evaluating and ranking the performance criteria of natural
fibre composite materials. This framework can help design engineers identify the most
suitable natural fibre composite materials.

In summary, this study presents a structure for determining the order of importance of
performance requirements for natural fibre composite materials. The current study shows
the effectiveness of using the integrated CRITIC-TOPSIS method as a classification tool
for selecting natural fibre composite materials. It is especially relevant when selecting a
decision-making method, as it frequently involves evaluating numerous criteria and can
be described as an MCDM problem.

As the present study only involves performance criteria of the material, the outcome
may not represent the overall condition of all the natural fibre composite materials, which
constitutes the present study’s main limitation. Furthermore, the number of fibres studied
is limited (only six), as the complete information for many other natural fibres is currently
unavailable for comparison. Nevertheless, the result of the present study is promising,

2694 Pertanika J. Sci. & Technol. 32 (6): 2679 - 2698 (2024)



A Framework for Prioritising the Performance Criteria

showing that Coir has the optimum performance criteria for natural fibre composite
material. Further research is necessary to support the statistical judgment of selecting the
optimum natural fibre. The interconnections of input data can also be investigated in depth
to understand the selection process.
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ABSTRACT

Urban sprawling caused by industrial and economic growth has significantly affected land
use and land cover (LULC). Using satellite imagery for real-time examination in Kuantan
has become exceedingly expensive due to the scarcity and obsolescence of real-time LULC
data. With the advent of remote sensing and geographical information systems, LULC
change assessment is feasible. A quantitative assessment of image classification schemes
(supervised classification using maximum likelihood and deep learning classification
using random forest) was examined using 2022 Sentinel-2 satellite imagery to measure
its performance. Kappa coefficient and overall accuracy were used to determine the
classification accuracy. Then, 32 years of LULC changes in Kuantan were investigated
using Landsat 5 TM, Landsat 8 OLI, and Sentinel-2 based on the best classifier. Random
forest classification outperformed maximum likelihood classification with an overall

accuracy of 85% compared to 92.8%. The
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findings also revealed that urbanisation is the
main factor contributing to land changes in
Kuantan, with a 32% increase in the build-
up region and 32% in forest degradation.
Despite the subtle and extremely dynamic
connection between ecosystems, resources,
and settlement, these LULC changes can be
depicted using satellite imagery. With the
precision of using a suitable classification
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scheme based on comprehensive, accurate and precise LULC maps can be generated,
capturing the essence of spatial dynamics, especially in under-monitored basins. This study
provides an overview of the current situation of LULC changes in Kuantan, along with
the driving factors that can help the authorities promote sustainable development goals.

Keywords: Geographical information system (GIS), image classification, LULC changes, maximum likelihood,

random forest

INTRODUCTION

Rapid spawning of population growth significantly affected the LULC rates, especially
with the economic and industrial revolution over the past few years (Talukdar et al.,
2020). LULC can act as an efficient method to measure land transformation for land use
management. With temporal information used in land use maps, a better understanding
of dynamic LULC changes to serve different purposes such as urban and town planning,
ecosystem and environmental assessment, hazard monitoring and management, natural
resources exploration and management, and soil erosion and desertification detection is
significant, especially for water resource management. Considering global dynamics and
the response to environmental and socioeconomic factors, land use and land cover change
is an essential subject.

Conventionally, Land Use and Land Cover (LULC) changes are determined
through field surveys with a manual classification that requires more time and energy. It
consequently causes data redundancy due to constant changes in land use in a short period.
Besides, LULC is important in flood risk assessment, as well as hydrology, meteorology,
and geomorphology. Different LULC profiles provide varying surface water retention
values, affecting surface runoff. The scarcity of updated LULC data has contributed to
increased flooding incidents (Zaidi et al., 2014). High costs, substantial time investment,
and considerable human resources often characterise traditional methods of studying LULC.
It underscores the growing demand for more convenient, user-friendly, and innovative
approaches for identifying and analysing LULC, particularly in regions such as Kuantan.
While some governmental agencies and local authorities provide LULC data, accessing
this information can often prove to be a significant challenge. It tends to be expensive and
difficult to obtain, frequently requiring extensive paperwork and time to access. Another
major issue is the lack of updated information. The data these entities provide is often
outdated, failing to reflect the current state of land use and land cover in the region. This
situation further amplifies the need to develop and implement more efficient and accessible
LULC study methods.

In situations where updated and accurate LULC data is lacking, access to remote
sensing technology becomes crucial as it can provide this data. Advancement of data
acquisition through online databases and advanced equipment based on remote sensing
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technology such as hyperspectral satellites, airborne, light detection and ranging (LIDAR),
and unmanned aerial vehicle (UAV) has helped in providing a relatively good and accurate
data (Gaur & Singh, 2023). These high-accuracy and low-error data tend to be expensive
and difficult to obtain. In contrast, lower-quality data is freely accessible and requires less
computation time. The advent of open-source satellite imagery, like Sentinel-2 and Landsat,
has expanded its technology to meet the needs of various fields. The capacity of satellites
to identify surface features and create classifications using different algorithmic approaches
makes them ideal for LULC studies. Furthermore, the geographic information systems
(GIS) technology has improved time and energy efficiency in surveying LULC analysis.
Data acquisition is a critical component as it acts as a foundation for successful analysis
and decision-making. These upgrades in remote sensing and GIS technology integration
also enormously contribute when handling inaccessible and unavailable information in
poorly gauged areas, such as disaster assessment, environmental monitoring, and urban
management (Maryantika & Lin, 2017). LULC has also significantly helped provide
mitigation solutions, policy-making decisions, and sustainable development (Isola et al.,
2023; Yulianto et al., 2020; Shahbudin et al., 2009).

Land cover classification through remote sensing imagery analysis is associated with
modification and spectral distinction based on each pixel to define the category. The
techniques include supervised and unsupervised classifications with different computational
algorithms (classifiers). However, the classification of satellite imagery for LULC changes
studies can contain several obstacles. Despite the diverse acquisition periods, obtaining
similar multi-temporal and spatial satellite image data sets involves extensive work. Other
disturbances, such as atmospheric and radiometric interference, may necessitate extra care
in image processing (Vicenteserrano et al., 2008). In this regard, advancement in the quality
and quantity of algorithms and mathematical equations for image analysis and manipulation
has enhanced the capability of extracting information for many applications (Abdullah et
al., 2019). Artificial intelligence (Al) and machine learning have been used to integrate
remote sensing and geospatial analysis and interpretation of Earth data in recent years (Lary
etal., 2016). Among the best algorithms used include random forest (RF) (Abdullah et al.,
2019; Balha et al., 2021), support vector machine (SVM) (Balha et al., 2021), k-Nearest
Neighbour Network (KNN) (Gondwe et al., 2021; Ngondo et al., 2021), Artificial Neural
Network (ANN) (Saini & Rawat, 2023) and Dynamic Time Warping (DTW) (Viana et
al., 2019). Given that all the approaches pose different outcomes and accuracy levels, the
result highly depends on the training input and regression output. High training input and
high regression value generate better classification. Additionally, quantitative measures
of LULC mapping based on satellite observations through a machine learning algorithm
have been proven efficient (Talkudar et al., 2020). It is important to note that each of these
algorithms has unique strengths and application areas. Choosing the right algorithm is
crucial to the success of any analytical project.
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LULC generation can vary significantly based on software, data availability,
study area, and project prerequisites. A pixel-based classification model can improve
the classification of satellite imagery based on the training samples. As for ANN, the
classification requires an enormous amount of quality data set and poses several problems,
including potential overfitting without proper regularisation, computationally intensive
and resource-consuming, and high sensitivity to input data quality and pre-processing.
However, supervised classification through maximum likelihood (ML) is also considered
an excellent parameter for obtaining good results (Nath et al., 2018; Geidam et al., 2020).
The probability distribution based on the statistical model of normal distribution has
made an ML classifier among the established classification functions (Shahbudin et al.,
2009; Seyam et al., 2023). This likelihood is calculated using the highest probability of a
certain occurrence within the data. It is worth noting that this approach is grounded in the
assumption of a normal distribution within each class. ML can also provide a consistent
result that will eventually converge to the true value of the parameter (Gaur & Singh, 2023).
Meanwhile, the classifier based on RF imputation compromises the decision tree from
backscatter training variables to compute the land cover class of interest. It entails creating
several decision trees from a provided training dataset and then producing output classes
for each tree. Due to its robustness and efficiency, it has been deemed one of the best and
most commonly used methods for classifying satellite imagery. This spatial analysis can
provide significantly good results, especially in tropical and subtropical sites (Aja et al.,
2022; Abdullah et al., 2019). RF technique serves a relatively good accuracy value with
acceptable results, outperforming other machine learning SVM, ANN, and KNN (Saini &
Rawat, 2023). The RF algorithm is also considered a stable and consistent overall accuracy
compared to ANN and SVM classifiers.

Mapping LULC regularly with remote sensing data can provide insight into the
environmental impact of human activities, especially regarding forest disturbances.
Forests are among the primary land use categories that play an enormous role, especially
in providing various resources for humankind. It helps to maintain the hydrological cycle
and atmospheric temperature, reduce natural disaster impacts, and prevent global warming
(Ngondo et al., 2021). Terrestrial forests near urbanised areas play significant roles in
maintaining carbon flux. Over time, the depletion of total forest cover deteriorates the
ecosystem as it causes loss of biodiversity and clean water, the emergence of zoonotic
diseases and health issues, and environmental degradation such as floods, soil erosion,
and heat island effects. Most of the forest in low-lying regions, like Kuantan, contains a
collection of trees and shrubs that can withstand extreme conditions like high salinity, high
temperature, and less humidity. In Malaysia, a total of 612580.11 ha of land use and land
cover (LULC) area is defined as mangrove forest, with about 17% covering Peninsular
Malaysia (Lokman, 2004). Due to rapid population and economic growth, climate
change, and global warming, there have been significant shifts in forest distribution. This
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necessitates improved analysis of LULC changes, especially in cities near high biodiversity
and environmental ecosystems.

There is a need for convenient and user-friendly methods to identify LULC changes
in Kuantan that enable the efficient identification of forest distribution while minimising
time, human resources, and cost. These LULC changes can be identified through satellite
image classification, which describes the land uses. This study analysed LULC changes in
Kuantan over 32 years (1994 to 2022) using Landsat 5 TM, Landsat 8 OLI, and Sentinel-2
satellite imagery. These varied satellite imageries were used following the need for more
unavailability of data in a satellite. Variation in spatial resolution based on satellite imagery
is less significant to affect the quality of analysis on primary output (Fisher et al., 2017).
Most LULC classifications based on satellite imagery for change detection studies used
more than two image satellites with more than 25 years of timeframe. Higher spectral
imagery has many elements to be considered because of limitations in terms of cost,
processing resources, and data accessibility. Moreover, a high spectral resolution image
tends to sacrifice temporal resolution, which implies the frequency of available data in
a single pass. The viability of a lower spectral with suitable pixel resolution imagery of
Landsat and Sentinel imagery that are openly accessible and cost-efficient has contributed
massive amounts of interest to the LULC study. Landsat 5 TM and Landsat 8 OLI have
occupied the whole territory of the study area, so it is possible to conduct the study in
the study area. However, for Sentinel-2 imagery, the study area of Kuantan required two
different distinctive images despite the higher spatial resolution.

The objectives of this study are (1) to perform LULC classification based on the ML
classifier and RF classifier and (2) to analyse the LULC changes in the city of Kuantan
between 1994 and 2022 using the best classifier between ML and RF algorithm. A reliable
and accurate classification based on remote sensing is expected to improve the LULC
databases in Kuantan. The need for LULC as a baseline study for managing urban sprawling
conservatively and comprehensively without damaging the natural ecosystem and habitat
is highly significant, especially in cities in low-lying regions near the river mouth. These
regions are exposed to various threats, from sea level rise, climate changes, global warming,
and flooding, because of their highly sensitive ecology, which leads to societal vulnerability.
Therefore, the study of LULC changes can effectively help in planning, managing, and
monitoring the development of cities to ensure sustainable urban development is achieved.

METHODOLOGY
Study Area

This study focused on the LULC patterns in Kuantan (Figure 1), located on the latitude
0f'3°48°27.72” N and longitude of 103° 19° 33.60” E, east coast of Peninsular Malaysia.
Kuantan is the capital city of Pahang and was originally dominated by natural forests along
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the Kuantan River. Over time, the increasing demand for various industries has significantly
changed the LULC. Following its location at the lower part of the Kuantan River, Kuantan
is characterised by a high surface temperature with a low range for minimum and maximum
temperature. It is also considered one of the largest cities on the East Coast of Peninsular
Malaysia. Kuantan’s rapid urban development is mainly prompted by the government’s
support through economic corridors, which has significantly influenced the LULC by
expanding transportation facilities and physical infrastructure. As a result, highly rapid
development has influenced the distribution of the environmental ecosystem.

Kuantan also has a unique community rich with values, culture, history, and economic
power that contributes to a prosperous quality of life for its population. The local population
was recorded at 548,014 people and is expected to increase significantly with 2.1% annual
growth. Two of the major economic activities in Kuantan are tourism and industries.
The emergence of the petrochemical, timber, and fishing industries has had a significant
influence on the city’s population growth. Furthermore, the Special Economic Zone
was introduced to catalyse the fast-tracking economic development on the East Coast,
subsequently leading to a significant increase in employment opportunities. Consequently,
there is a possibility of LULC due to the need to explore forests for civilisation.

The local weather in Kuantan has been almost uniform over the years. The area
is exposed to the Northeast monsoon that annually happens from early November to
March and eventually affects the wind flow patterns. During this period, the region is
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Figure 1. The study area of LULC Classification in Kuantan
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susceptible to flooding because the rainfall usually reaches the maximum from November
to January, while the driest is usually between June and July. According to the Malaysian
Meteorological Department, the average monthly rainfall in Kuantan is between 3000 mm
and 3500 mm, which indicates high humidity. As the Kuantan is relatively located near the
equator, the region receives an average of 6 hours of sunshine daily. Moreover, the study
area also has a uniform temperature throughout the year with relatively small changes in
annual variation.

Geographically, Kuantan is among the low-lying cities in Malaysia that are exposed to
flooding threats. Rapid development because of increased population growth and extensive
industrial development has contributed to increased flooding incidence in Kuantan in recent
years. Significant changes in land cover over the past few years have promoted the demand
for flood hazard assessment. Furthermore, Kuantan is exposed to the threat of flooding
due to its proximity to the estuary and low-lying coastal region, especially during heavy
rainfall in the monsoon season. Historically, flooding has happened annually but hardly hit
in 1926, 1967, 1999, 2001, 2007, 2011, and 2013, where it caused most areas in Kuantan
City to be submerged, resulting in significant
damage and loss of life (Zaidi et al., 2014).

Data Acquisition and Preparation

. . . v

Figure 2 illustrates the processes involved Satelite
in the implementation of this study. Five 'mafew e
satellite imagery data were obtained from Image pre-processing Google s |,
the United States Geological Survey R omeotom | | Engme | | Sumvey
(USGS) website (Table 1). Between 1994 loud masiong
and 2002, Landsat 5 TM was the preferred v T
. . I . Band calculation §
imaging satellite; however, it was replaced (NDVI, NDBI, NDWI) 3 _
by Landsat 8 OLI satellite imagery with a £ g
resolution of 30 metres in 2013 and 2017, f'a,\js”i‘:a“°“4s°h.eme £ £

. Maximum likelihood 2
followed by 10-metre resolution Sentinel-2 2 Random forest =

[

satellite imagery in 2022. This selection of
satellite images was based on the quality

Accuracy
Assessment

of the images, the availability of satellite
images with less cloud coverage, and the
absence of line stripping or shot noise. All
three satellites provide identical optical

images with non-false colour composites.

However, Sentinel and Landsat images have Figure 2. Flow chart of the study for LULC
slightly different spectral band indications. classification in Kuantan
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Table 1
Satellite imagery used in the study for LULC classification

Data Type and Date Description Source

Landsat 5 TM The data was atmospherically corrected, and four visible and Google

(1994, 2002) near-infrared bands were obtained: two short-wave infrared Earth Engine
bands and a thermal infrared band. The spatial resolution of database—USGS
30-m, single scene data, Sun-synchronous

Landsat 8 OLI The data was atmospherically corrected, and five visible and Google

(2013, 2017) near-infrared bands, two short-wave infrared bands, and two Earth Engine
thermal infrared bands. The spatial resolution of 30-m, single database—USGS
scene data, Sun-synchronous

Sentinel-2 The data was atmospherically and geographically corrected, Google

(2022) and three visible bands, five near-infrared bands, four short- Earth Engine
wave infrared bands, and an ultra-blue band were obtained. The database—USGS
spatial resolution of 10-m, double scene data, Sun-synchronous

A relatively high sensor of Sentinel-2 provides a good spectral indication for detailed
vegetation analysis compared to Landsat 8.

Once the satellite images were obtained, radiometric correction techniques were
applied. For Landsat 5 TM imagery, the sensors convert the data quantisation scale at an
8-bit digital number (DN), equal to 256 greyness level. Then, the DN values were converted
to radiance values using bias and gain values. Then, the radiance values were converted
to a Top-of-Atmosphere (ToA) reflectance unit. Meanwhile, for Landsat 8 OLI, the data
was rescaled to 16-bit DN values, equal to 65536 greyness level, which also required
conversion from the DN value to the radiance value. Based on the radiance values, the data
were converted to a ToA reflectance unit. As for Sentinel-2 imagery, the DN values were
converted directly to the ToA reflectance unit. After radiometric correction, atmospheric
correction through Dark Object Subtraction 1 (DOS1) was applied using the Sentinel
Application Platform (SNAP) engine. Noise from atmospheric and spectral interference on
satellite images was minimised through this process. Then, the satellite images underwent
cloud removal through the threshold value of the reflectance range on the Near-Infrared
band (NIR). Then, the masking process focuses on the region of interest (ROI) area after
the image stacking from different bands is performed.

While Landsat imagery required a single satellite image, Sentinel-2 required two-
scene images to cover the study area. Therefore, image mosaicking was required for the
prepossessing analysis. The characteristics of each pixel for image classification were
identified based on the colour, shape, size, pattern, location, and DN associated with each
object. The classification was performed with the help of spectral indexing on the satellite
imagery to allow each class to be prominent compared to other classes. Subsequently, it
will reduce the redundancy of pixel classification. The index-based technique was also
utilised by manipulating the spectral properties of satellite imagery through the derivative
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equations of Normalised Difference Built-up Index (NDBI) (Equation 1), Normalised
Difference Vegetation Index (NDVI) (Equation 2), and Normalised Difference Water Index
(NDWI) (Equation 3) for better visualisation.

NDBI = SWIR —NIR [1]
SWIR +NIR
NIR —RED

NDVI= S 2]
GREEN —RED

NDWI = Gremn +ren Bl

Training Data Based on Field Data Survey

The satellite image was selected to complement the site investigation, where a set of
training areas with a training-to-accuracy sample ratio of 4:1 was generated for each
class. It adhered to the recommendation by Aja et al. (2022) to avoid any systematic
error caused by redundant pixels for training and validation. A total of 2000 randomly
selected training sample points were used, with 1600 points for training and 400 points for
validation. These training data, consisting of positional coordinates and LULC information,
were collected through a mixture of field measurements and Google Earth Engine. It is
to ensure that the training data are correctly assigned as they reflect the characteristics of
each classified object. Upon completing the image classification, 400 points were used for
accuracy analysis. Some classes of LULC tend to have similar spectral properties and less
heterogeneity, making LULC classification difficult to process. Therefore, several LULC
classes were combined to represent a major class, as presented in Table 2.

Table 2
Description of LULC types for the study

ID Class LULC Types Description

1 Urbanisation/Build-up area Consists of all build-up regions, residential, industrial, commercial
regions, villages, transportation, infrastructure, and buildings.

2 Vegetation Consists of mixed forest, dense forest, shrub and mangrove forest,
and agriculture plants.

3 Water Body Consists of water bodies, including rivers, oceans, lakes,
reservoirs, ponds, and others.

4 Barren Land Consists of less to no plantation with only soil exposed at the
Earth's surface.

Satellite Image Classifier Test
LULC Classification

For classifier testing, the satellite data of the year 2022 from Sentinel-2 was acquired
from the USGS website and utilised for LULC mapping by employing consistent and
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stable classification algorithms, which are RF and ML techniques. Equation 4 presents
the mathematical representation of the RF algorithm, showcasing its function in reducing
errors and improving efficiency. Meanwhile, the ML model is mathematically represented
as L(01x), a function of the parameters (0) and the observed data (x), as shown in Equations
5 to 7. Here, 6 denotes the model parameters that influence the final result. The observed
data, labelled x, refers to the collected and analysed real data. For optimal classification,
the parameters of 0 are characterised by the mean (p) and standard deviation (o). The mean
is the central value of a data set, providing an average point, while the standard deviation
measures the data’s dispersion or variation.

RF = 1- XL, (P)? [4]

" _[(x—u)z]
L(u,alx)=me 207 [5]

1
v = — XX [6]

oML = /% X — w? [7]

Additionally, the QGIS applications and SNAP engine were applied. The RF algorithm
was run using 100 trees based on 4 input features (Table 2) from 1600 points training
dataset. As for ML, a classification based on normal estimation with 1600 points of training
dataset was applied.

Accuracy Analysis

The overall accuracy and Kappa coefficient were calculated using Equations 8 and 9. The
training dataset (400 points) was undertaken in a specific area based on a random location.
The Kappa coefficient (K) (Equation 7) and overall accuracy (OA) (Equation 8) analyses
based on the confusion matrix were applied to conduct an accuracy analysis in determining
the classification’s validity and reliability, where P, indicates the relative probability of
observed agreement while P, indicates the hypothetical probability of chance of agreement.

_ Po—Pe
K=o 18]

Number of correct prediction

0A = X 100 [9]

Number of total prediction

Time Series Comparison

Once the classification testing was done for the LULC map in 2022, LULC maps for
1994, 2002, 2013, and 2017 were produced using the best image classifier. The highest
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overall accuracy and kappa coefficient were the definitive indicators for selecting the best
classifier to determine the LULC changes. A total of 5 LULC maps were constructed using
computational analysis, Google Earth Engine, and field surveys in 1994, 2002, 2013, 2017,
and 2022. The distribution area of each LULC class for 1994, 2002, 2013, 2017, and 2022
was also calculated. This inconsistent interval of satellite images from 1994 to 2022 is
due to the unavailability of good-quality satellites caused by high cloud cover and spectral
noise in the study area. Sentinel and Landsat satellites provide the same optical sensor for
non-false colour composite imagery, allowing for comparative analysis. A comparative
analysis examined the effects of differing spatial and spectral resolutions. Sentinel-2
appeared to offer superior technical satellite properties compared to the Landsat satellite.
However, due to the higher quality of Landsat 9’s 16-bit radiometric resolution, compared to
Sentinel-2’s 12-bit radiometric resolution, the accuracy of classification results was nearly
identical. Hence, the same technique (normalised treatment) was used to compensate for
these different resolutions. This distinction is necessary to identify the differential impacts
on the results from the same approach. Moreover, resampling of the training for different
approaches is not required in this context, as the technique acts equivalently to the same
training sample.

RESULTS AND DISCUSSION

Training Classifier

LULC Classification

The supervised classification of the ML method was used to classify the LULC map
(Figure 3). By using threshold probabilities to look at the binary profiles of individual
pixels, it was possible to classify the data using the spectral band’s normal distribution
and determine the statistics and odds for each class. Five classes were developed: water,
urban area, vegetation, bare land, and an unnamed class. Due to the unknown parameters
in the defective proportion, the normal distribution adopted in maximum livelihood, this
unidentified class was established as a defective item. The LULC map based on the RF
technique (Figure 4) was divided into four primary categories: water, urban area, vegetation,
and barren terrain. This classification was done using a decision tree that included multiple
regression and classification trees from a random subset of samples. Subsequently, the data
from the ML tends to avoid misinterpretation compared to RF classification.

Accuracy Assessment

A confusion matrix based on pixels was used to provide a statistically accurate
assessment of both classifications. The accuracy achieved a 0.05 confidence interval
for the statistically significant correlation of the two LULC classifications using ML
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Figure 3. LULC map using ML algorithm in 2022
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Figure 4. LULC map using RF algorithm in 2022
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and RF, which were significantly good at 92.8% and 85%, respectively (Tables 3 & 4).
The large number of estimates in the training dataset caused the large differences in the
classifier results between RF and ML classifications. RF classifiers can handle large-scale
heterogeneous distributions and complex data with less data bias. A study by Talukdar et
al. (2020) proved that LULC classification poses a significant result using an RF classifier.
Lary et al. (2016) also found that RF classifiers can reduce classification bias compared
to other classifiers. However, RF classification has certain problems with the initial
variable biases and overfitting of the regression model. Misclassification and overlaps
significantly influenced the accuracy of the classification (Saini & Rawat, 2023). The
bias of the majority RF classification emerges from uneven classes in the training dataset.
It can also be deduced that the RF classifier produced less overall accuracy compared
to the ML classifier because of the quality of the training dataset. The training dataset
for the classification was monitored in a highly dense area with various classifications
summarised into four main classes. These available datasets might be insufficient for
training the RF algorithm, limiting the variety of predictions.

The effectiveness of the RF classifier in handling highly heterogeneous features can
be proven with a well-trained sample. Abdullah et al. (2019) showed that training dataset
preparation is highly important in generating a good image classification. The authors also
emphasised that the training dataset for the RF model is relatively sensitive to changes that
can cause a biased result. Talukdar et al. (2020) further emphasised that the RF classifier
can pose a good result when dealing with heterogeneous data containing various types of
features. As for ML, the classification of the imaging satellite was relatively good since the
data was derived from the normal distribution of the dataset, making the classifier suitable
for a relatively immense dataset. Lower variance estimation affected the classifier’s ability
to withstand a broad sample size, as a high sample size can produce less biased outcomes.
Therefore, the data was consistent and almost identical to its actual value.

Table 3
Area-based error matrix between LULC-based ML by 400 points

Training Data Set

Total
Classes Unclassified Water Urban Area Vegetation Barren Land o
Water 0 28 0 0 0 28
é “§ Urban Area 5 1 161 4 0 171
= E—) Vegetation 3 0 6 163 0 172
== Barren Land 4 0 4 2 19 29
Total 12 29 171 169 19 1
Overall Accuracy (Confident interval of 95%) 92.8
Kappa Hat Classification 0.85
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Table 4
Area-based error matrix between LULC-based RF by 400 points
Training Data Set Total
Classes Water Urban Area Vegetation Barren Land
. Water 25 2 1 0 28
Sz Urban Area 1 145 24 1 171
5 S Vegetation 0 13 150 9 172
“  BarenLand 0 6 3 20 29
Total 26 166 178 30 400
Overall Accuracy (Confident interval of 95%) 85
Kappa Hat Classification 0.75
LULC Changes
LULC Changes Analysis

The classifier testing results indicate that classification using ML yields higher overall
accuracy compared to RF. Therefore, the LULC changes for the years 1994, 2001, 2013,
and 2017 were performed using the ML classifier. The results of the LULC classification
for 1994, 2001, 2013, 2017, and 2022 are presented in Figures 6 to 10, respectively. The
total coverage of LULC in all studied years is presented in Table 5. In general, LULC
observation in Kuantan based on image classification from 1994 to 2022 was dominated
by urbanisation and vegetation. There was a significant inverse relationship between the
build-up and vegetation classes. Figure 5 shows a constant increase of build-up coverage
by approximately 32% of the total coverage area changes found from 1994 to 2022. As for
vegetation, the coverage dropped from 1440 ha of the total area to approximately 1171 ha
before it bounced back with a slight increment of 30 ha in 2017. Meanwhile, 2022 recorded
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Figure 5. LULC changes using the ML classifier in Kuantan by area coverage from 1994 to 2022

2712 Pertanika J. Sci. & Technol. 32 (6): 2699 - 2722 (2024)



Land Use and Land Cover Changes for Under-monitored Basin

103°150° 103°18'0" 103°21°0"

WD15E
3°510°

LULC Class
Il vegetation
Il Urban

Bare Land
Il Water Bodies
0 1 2 km
I |

J08F.E
3°48°0"

057
3°450"

103*150° 103180 103°210°

Figure 6. LULC coverage map for 1994 in Kuantan using ML classifier
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Figure 7. LULC coverage map for 2001 in Kuantan using ML classifier
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Figure 8. LULC coverage map for 2013 in Kuantan using ML classifier
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Figure 9. LULC coverage map for 2017 in Kuantan using ML classifier
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Figure 10. LULC coverage map for 2022 in Kuantan using ML classifier

the lowest coverage with less than 1000 ha. Overall, the vegetation coverage depicted 32%
of the total coverage in the study area. Bare land faced a slight fluctuation over the past
28 years. There were also less significant changes in water outlet and storage in Kuantan.
Furthermore, LULC in Kuantan has been experiencing major urban development due to
the increasing demand for various needs. The increment of build-up coverage from 1994
to 2022 has been affecting the vegetation distribution as well as the bare land. The increase
in socioeconomic growth and development has also attracted more migration into the city.
Therefore, the build-up coverage expanded at a higher rate starting from 2013 compared
to the early mid-90s.

According to the Kuantan Municipal Council, the city of Kuantan has been experiencing
an annual population growth of 2.68%, causing changes in land use and extending the
urban limit. Such a change has significantly increased the flooding frequency following
the fluctuation of the runoff-discharge relationship. It is important to note that in 2013,
the land area of Kuantan experienced the highest coverage during the past three decades
when a massive flooding event occurred at the year’s end. Zaidi et al. (2014) propounded
that prolonged rainfalls and land use changes in 2013 had exposed low-lying regions,
including Kuantan, to the risk of massive flooding. A constant change in build-up coverage
and slight increments of bare land may bring about significant effects on river capacity,
especially in Kuantan, as both the area coverage of bare land and built-up increased from
1995 to 2013. It has been supported by a study by Konrad (2014) that validated the effect of
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Table 5
LULC changes for the years 1994, 2001, 2013, 2017, and 2022
LULC Yearly LULC Coverage (Ha)

Classification 1994 2001 2013 2017 2022
Bare Land 1267.0165 1715.6422 1815.7364 434.6605 1205.9481
Build-up 2098.2353 2859.1095 4071.0507 5193.9036 6546.9908
Vegetation 14409.1381 13044.0127 11719.9452 12088.9712 9779.5833
Water Body 2564.4092 2720.0977 2762.1378 2621.3023 2824.0054

urbanisation and massive land openings for development activities in flood-prone regions,
increasing the flooding risk. Besides, changes from dense vegetation cover to agricultural
and residential areas affect the hydrological ecosystem, including soil degradation imbalance
and streamflow (Tewabe & Fentahun, 2020). It has been proven that, in late 2013, massive
flooding hit the city of Kuantan, affecting local communities and the environment. Besides
that, this flooding event significantly deteriorated buildings, properties, utility structures, the
transportation system, agricultural crops, and vegetation (Rahman, 2014; Romali et al., 2019).

Climate change and global warming also contribute significantly to the hydrological
system of the watershed through extreme evapotranspiration and imbalanced water
components, thus increasing the rate of overflow events (Neidhardt & Shao, 2023; Johnson
et al., 2022). According to Amini et al. (2022), the fluctuation of vegetation in the past
few decades was caused by extreme drought. However, a study by Husain et al. (2023)
suggested that massive population per area and vegetation cover can influence the surface
temperature, which can cause global warming and heat islands. Furthermore, there is a
substantial correlation between water abundance obtained from the LULC map and surface
temperature, which affects glacier reduction and sea level rise (Samra, 2021). This indicates
that LULC changes play an enormous part in contributing to climate change.

The special Economic Zone proposed by the Malaysian government in Kuantan City
has a significant effect on the LULC, where high rates of anthropogenic activities contribute
to the LULC changes. Extensive bare land exploration and reduction of forest cover for
urbanisation and industrial expansion can modify the surface runoff and infiltration rates,
percolation, and lateral flow, exposing the city to the threat of flash floods. As the data
from 2022 indicates, the built-up area in Kuantan has seen substantial growth, expanding
to three times its size compared to 1994. This considerable expansion underscores the
rapid urbanisation and development this area has experienced over the span of nearly three
decades. Extensive industrial and economic growth movement in the main city has highly
contributed to the formation of LULC (Amini et al., 2022). A study by Saddique et al. (2020)
suggested that LULC changes can massively influence the water balance components in
a river basin, such as surface runoff, base flow, water yield, and evapotranspiration. The
influence of agriculture and the main forest may also contribute to the increase in LULC
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change rates. The phenomenon also happened in Tanzania, where agriculture is the main
source of income for the communities living there (Ngondo et al., 2021). The coastal forest
has indicated a significant decline as urbanisation rates increased (Maryantika & Lin,
2017). These changes have a substantial effect on urban growth, especially in Kuantan.

LULC Accuracy Analysis

The Kappa coefficient and confusion matrix were generated based on the classification of
LULC for the years 1994, 2002, 2013, 2017, and 2022 (Figure 11). The accuracy assessment
seemed reliable and acceptable for all classifications across the years. Nevertheless, the
image classification 1994 recorded a notably low accuracy, which may have resulted from
the misclassification and high noise in the image satellite. The overall accuracy of image
classification in 2013 and 2022 was slightly less significant compared to those in 2017
due to the differences in spatial resolution and image quality. Despite the high resolution
of Sentinel-2, the classification could not provide distinctive features for recognising real
classes because of the insufficient training sample. Since all images used the same training
dataset, the high-resolution imagery would be affected the most as the image size ratio did
not influence the classification algorithm. It suggests that although Sentinel-2 data provides
images with higher spatial resolution, the Landsat data may be a better source to investigate
LULC changes following its capability to monitor Earth for more than five decades.
Based on the results, it is evident that image classification classifiers can distinguish
more relevant features and provide an accurate prediction. Different spatial quality and
quantity may cause poor overall accuracy. The image with a larger pixel size can serve
a huge number of features due to the increased level of detail. It may lead to better
discriminative power and improved accuracy of the classification. Fisher et al. (2017)

2017
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|

2013 — = Confusion Matrx

I E—————— -
m Kappa coefficient

2002 [ =Overall Accuracy

1994 EEE——
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0 0.2 0.4 0.6 0.8 1
Percentage

Figure 11. Graph of accuracy analysis for LULC classification in 1994, 2002, 2013, 2017 and 2022 based
on ML
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indicated that spatial resolution has a significant impact on the outcome of the classification,
with higher resolution providing higher overall accuracy. However, this result has caused
a significant increase in processing time and cost. Aja et al. (2022) highlighted that image
classification using Sentinel satellite imagery produced less significant results compared
to Landsat satellite imagery. It is consistent with the results of this study, where sentinel
imagery, which provided higher spatial resolution imagery, required a detailed assessment
compared to less spatial resolution. Moreover, handling a high-quality image requires
significantly higher computational resources and processing time than a low-quality
image. The amount of training data and inference speed of image classification also varied
with the image pixel size. Therefore, it is recommended to consider the trade-off between
computational complexity and accuracy, depending on the application requirement.

LIMITATION AND IMPLICATION

Comprehensive and cost-effective monitoring technology for LULC studies associated
with forest distribution holds imperative importance. Introducing remote sensing satellite
technology and GIS offers significant advantages for a highly dense city such as Kuantan,
which has high land use heterogeneity. The capability of the Sentinel-2 satellites to identify
surface features and generate classifications based on different algorithmic approaches
stands as an acceptable method for LULC studies. While machine learning techniques
have shown promising results in identifying LULC changes, some limitations include
insufficient training pixels. Obtaining the training datasets in highly concentrated areas,
especially in residential areas, is relatively difficult as the course satellite image with a low
level of detail covers a huge area of a single training dataset. Eventually, misclassification
of certain pixels tends to occur, especially during the execution of RF algorithms that are
highly sensitive to input data.

Integrating a diverse data source from different satellite imageries for LULC changes
makes it possible for recent data with the new remote sensing technology but not for
historical data, especially satellite images from the 1990s to 2000s in Kuantan. The
outdated and incomplete LULC maps are constrained to the LULC analysis, especially
for the image availability before the 2000s. Recent remote sensing and GIS technology to
obtain LULC data has benefited the stakeholders in terms of time, cost, and effort to study
the LULC changes. Complimentary field surveys, online database monitoring or real-time
supporting data can increase the study’s reliability and accuracy. As the study progresses,
LULC will be crucial in flood risk management as it helps identify susceptible flooding
areas, especially in under-monitor regions like Kuantan. Furthermore, extensive changes in
LULC coverage, especially in natural vegetation and wetlands, can alter the environmental
ecosystem. Considering the LULC function, comprehensive green development practices
can be implemented in developing policies and designing management strategies.
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CONCLUSION AND RECOMMENDATION

LULC maps have a wide application, including natural resource management, baseline
mapping for GIS input, and legal boundaries for tax and property evaluation. Generating
LULC maps is impossible without the help of other geospatial datasets. This study applied
remote sensing and GIS technology to analyse the significant LULC changes underlined
by the continuous development in Kuantan. RF and ML classifiers generated an acceptable
LULC classification based on the satellite imagery. ML posed a higher overall accuracy of
92% compared to RF, with 85% overall accuracy. RF tends to be overfitted and requires
a huge training dataset to compute the image classification. However, it is most suitable
for the high heterogeneity of LULC with detailed features compared to the ML classifier.
It is recommended that both RF and ML classifiers be integrated with other classifiers to
increase their validity and reliability. Given that both classifiers have significantly good
results, an integrated, comprehensive classification scheme that compromises supervised
classification and machine learning can be achieved in the near future.

As for LULC changes, high-intensity development in Kuantan affected the LULC
pattern from 1994 to 2022. Primarily, build-up coverage significantly increased while
vegetation coverage degraded. Sustainable landscape and town planning management is
necessary because population growth and economic demand are the main factors influencing
LULC changes. These elements are important for smart urban city planning and are aligned
with the Sustainable Development Goal (SDG)-11. Therefore, LULC identification based on
the surface spectrum of satellite images utilising remote sensing data is a proper technique
to investigate land use status as part of the effort to provide ecosystem balance. Yet, there
have been recommendations for LULC to use satellite imaging to improve coverage and
spatial data observation by satellite imagery, particularly in Kuantan. It includes practising
deep learning and artificial intelligence (Al) interfaces with advanced imputation for image
analysis. In conclusion, accessible and transparent information on LULC changes can be
introduced as a tool to support the establishment of an advanced technological revolution
towards the construction of smart cities.
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ABSTRACT

Long-term variations in temperature and weather patterns provide evidence that the
planet is experiencing global warming. The detrimental consequences of global warming
on the ecosystem have affected people, plants, and animals. The rising Land Surface
Temperature (LST) in a region has become a crucial indicator for determining specific
climate change policies. Malaysia is divided into Peninsular Malaysia and Sabah Sarawak,
located on Borneo Island, comprising four super-regions and 36 sub-regions. The distance
between sub-regions, measured in latitudes and longitudes, is 150 pixels (equivalent to 95
kilometres), covering the entire country. This study uses data from NASA’s Terra satellites’
Moderate Resolution Imaging Spectroradiometers (MODIS) covering 2000-2022. Eight,
four, and three knots were deployed on the cubic spline equation to analyse cyclical data,
variation, and the LST forecast from 2022 to 2030. The global mean rise in LST variation
per decade is 0.445°C, with a significance level of 5%, from a confidence interval of
[0.377, 0.507]°C. The average predicted fluctuation in LST indicates a significant rise of
0.383°C per decade. Malaysia has not shown a significant decrease in LST acceleration
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INTRODUCTION

The world is undergoing climate change due to human activities, including industrial
operations that utilise gas, coal, and oil for transportation and other purposes. It is evidenced
by long-term temperature and weather patterns shifts, impacting the greenhouse effect by
trapping solar heat and increasing temperature and precipitation variability (Mikhaylov et
al., 2020). The mean global surface temperature rose by 0.3 to 0.6°C during the 20th century;
this increase is unlikely to have occurred naturally (Bruce et al., 1996; Metz et al., 2001).
People, plants, and animals have all been impacted by the negative environmental effects of
global warming (Mall et al., 2021). The rate of economic growth worldwide may be affected
by climate change, and certain species may become more susceptible to extinction.

These events will have quite different relative effects in the developed and developing
worlds. Climate events serve as the foundation for strategic decisions made by government
agencies regarding regional and national economies (Chinowsky et al., 2011; Tol, 2018).
In poor nations, agriculture is the industry most recognised to be negatively impacted
economically by climate change due to its size and sensitivity (Mendelsohn, 2009). A
region’s increasing Land Surface Temperature (LST) becomes a significant signal for
choosing particular climate change policies as a climate science variable (Fox et al.,2019).

Malaysia is one of the Southeast Asian nations dealing with LST problems because of
its expansionist aspirations. Malaysia’s average LST increased between 1990 and 2015,
ranging from 25.39°C to 32.74°C, as a result of deforestation’s impact on LST (Himayah
et al., 2019; Jaafar et al., 2020). Malaysia’s LST is assumed to have increased variation
between 20002022, which aligns with the acceleration of LST and LST forecasting from
2023-2030. The Malaysian peninsula and the island of Borneo together comprise the
country of Malaysia, which is part of Southeast Asia (SEA). Like other Southeast Asian
nations, Malaysia’s economy primarily depends on agriculture, fisheries, and industry.
According to Murad et al. (2010), the rate of agricultural extension and the climate change
score do not exhibit a positive correlation. Malaysia’s temperature may impact neighbouring
South China Sea nations, including Indonesia, the Philippines, Singapore, and Thailand.

This study used NASA MODIS Web data from 2000 to 2022, along with Eight, four,
and three knots deployed on the cubic spline equation, respectively, to analyse the cyclical
pattern, variation, and forecast of LST from 2022 to 2030. Unlike previous studies from
Munawar et al. (2022, 2023), they examined the cyclical pattern and variance of LST on the
main island using the cubic spline function with eight and seven knots. After eliminating
the annual seasonality and deploying the cubic spline equation, any long-term trends in
LST are identified by analysing the residual data. The LST variation depends on the annual
season in an area; a typical tropical area only has two main seasons: dry and wet. The
dry season will increase the LST and vice versa. Mapping the LST condition in a region
requires not only LST fluctuation but also LST acceleration and forecasting.
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MATERIALS AND METHODS
Study Area

Malaysia is situated between L 5.5, 20.5N Latitudes and 97.5, 105.5 Longitudes, as shown in
Figure 1. The Malaysian peninsula shares boundaries with Singapore to the south, Thailand
to the north, and Sumatra Island in Indonesia to the west. East Malaysia is a country on
the island of Borneo. The South China Sea borders it to the north, the Philippines to the
west, and Indonesia to the east.

Figure 1 depicts all the super-regions and sub-regions of Malaysia. In Peninsular
Malaysia, super-regions A and B represent the west and central-west super-regions,
respectively (AB group). Super-region C denotes the central-east super-region, and D
represents the east super-region on Sabah Sarawak of Borneo Island (CD group). This
results in four super-regions and 36 sub-regions that encompass the entire island.

Sub-regions were created with centres placed at latitudes and longitudes 150 pixels
apart, equivalent to 95 kilometres. The 36 sub-regions systematically resulted from the
150-pixel distance between sub-regions from northern Malaysia to eastern Malaysia,
covering the whole country. 150-pixel distance minimises the spatial correlation between
sub-regions, and the distance results in the representative data rather than using the bigger
pixel. Subsequently, super-regions A and B were combined into the Peninsular Malaysia
(AB group), and super-regions C and D were grouped into the Sabah Sarawak (CD group).

Data

This investigation utilised the online NASA MODIS Terra Satellite database, which
provides LST data during daytime and nighttime, covering the entire globe. The information
includes mean temperatures recorded every eight days for an area of 0.859 km?, assuming

Sampled Regions in Malaysia

110 115
Longitude East of Greenwich

Figure 1. Malaysia area of study
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clear skies (Phan et al., 2018; ORNL DAAC, 2018; Wan, 2008). A sinusoidal computation
was carried out using tiles with dimensions of 10 x 10 latitude degrees divided into 1,200
% 1,200 pixels each to ensure uniformity across all pixels in the dataset. The downloaded
LST data was processed at the island’s sub-regional centre to minimise data loss, and any
missing values were excluded from the analysis. If the sky was not clear, the satellite could
not provide LST data for the target sub-region pixel; thus, such pixels were considered
missing values. Natural disasters that could lead to unforeseen changes in data behaviour
were not accounted for. All outliers were retained in the dataset to preserve the integrity of
the LST data. Before analysis, temperature data originally stored in Kelvin were converted
to Celsius.

Methods

The standard cubic spline and linear model was employed and was defined as Equation 1
(Alberg et al., 1967):

y = a+bx+2ij Sk (x) [1]

where a, b, ¢, c,, ..., ¢, ; are the constants for the linear function. A cubic spline is a
segmented cubic function used to interpolate data points while ensuring smooth transitions
between these points. The cubic spline model can also manage the seasonal pattern from
time series data.

The cubic spline model can be expanded as in Equation 2 (Wongsai et al., 2017):

(ep = 2 (xp—2 — x1)
did,

_ (rp = 2) (3p—1 — xx)
dzd;

Si(0) = (x —x)3

- 2]

(x_xp—2)3—+ (x_xp—l)i

Three limits’ circumstances apply for d; = x, — x,.1, d> = X,.| — X, With x, = max(x,0),
and also d; = x, — x,,.

The seasonally modified LST model was fitted with a second-order AR(2) model. The
model’s basis is as stated in Equation 3 (Venables & Ripley, 2002):

Yoo =aq¥o—1 + ¥y 2+ & [3]

It is necessary to approximate the unknown parameters o, and a,, and the random error
with zero average and defined variance is represented by ¢, where £ =1, ..., 365 days. At
t-1, Y, is the time of LST, and at ¢ time, Y, is the time of LST that has been seasonally
corrected. R was used for all analyses and visual displays (Team, 2018).
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RESULTS AND DISCUSSION

Figure 2 manifests the seasonal trend of LST, which corresponds to super-region A from
Peninsular Malaysia (AB group) in Malaysia. Similar graphs were used to investigate the
seasonal tendencies of the other super-regions.

The average temperature for each of the 22 years corresponds to the same day, as
indicated by Figure 2, displaying 46 stacks of data (966 points if none are missing). Solid
red curves and blue crosses depict the eight knots fitted natural spline functions. Eight
knots were distributed, four at the beginning and four at the end of the year, to anticipate
the increase of LST at the start and the decrease of LST at the end of the year. With one
summer peak in March and a low LST seasonal pattern in October, the super-region A
curves show a modest seasonal trend. The first day (in January) of the year, during the wet
cycle, had the lowest LST between 2000 and 2022, and the ninth month (day 267) had the
greatest LST. The extreme area sub-region 4 has the highest average day LST, measuring
inat 31.176°C.

The cyclically adjusted time series in Figure 3 were analysed for the Malaysian super-
region A from the Peninsular Malaysia (AB group). The cyclical trends of the other super-
regions were examined, and a figure related to this one was deployed.
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Figure 2. Super-region A LST seasonal pattern
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The mean-corrected data was subtracted from the fitted seasonal trends to acquire the
seasonally modified temperatures in Figure 3’s panels. The daily LST time series were
independent, as indicated by the moderately high estimated coefficients of the AR(1) first-
order auto-regressive model. The second-order auto-regressive model, stationary at AR(2),
had a lower coefficient than AR(1).

The left panels of Figure 3 use black curves to show the LST development over 22
years in all sub-regions, whereas the right panels use dotted lines with different scales.
The linear models or zero knots with two parameters have p-values that indicate most sub-
regions showed a statistically significant rise in LST, except sub-region 4.

The cubic spline’s four knots, which correspond to sub-regions 7, 8, and 9, have
p-values for each knot that indicates statistical significance for the LST rising acceleration.
The three knots of the cubic spline revealed sub-regions 1, 2, 4, 5, 7, 8, and 9, and the
p-values for these three knots show that sub-regions had statistically significant LST
forecasting. In the right panel of Figure 3, the fitted cubic splines with four knots for
2000-2022. The tropical area’s four knots are sufficient to forecast the variation of LST
because the tropical area has two seasons: dry and wet. The knots were distributed two
at the beginning and two at the end of the period 2000-2022; with four knots, the model
became a polynomial model with three orders.
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Figure 3. Super-region A seasonal adjusted and forecasting of LST
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Three knots for the years 2023-2030 are displayed as solid curves for every sub-
region with significant p-values. The model becomes a quadratic model to examine the
acceleration of LST variation for the 2023-2030 period. The knots are placed at the
period’s beginning, middle, and end. Figure 3 in the bottom-right panel displays statistically
significant z-values of 9.416 for the average daily LST rise and 2.860 for the acceleration.
A z-value is considered statistically significant if it is an absolute value of 1.96 or above
at a 95% confidence level.

Based on sub-region latitude, Figure 4 depicts the expected variations in LST for all
sub-regions in Malaysia. There are only two sub-regions where LST declines occur; LST
rises differ per sub-region. The red line represents the overall average increase in LST
predicted for the next ten years, expected to be 0.381°C for the Peninsular Malaysia (AB
group) and 0.387°C for the Sabah Sarawak (CD group). The blue line shows the average
annual rise in LST for both the AB and CD groups, which is 0.464°C and 0.285°C,
respectively, over ten years.

The LST change at a 5% confidence level and the LST change forecasts for the
Peninsular Malaysia (AB) and Sabah Sarawak (CD) groups are shown in Figure 5. The
overall mean of the LST predicted change rise is 0.383°C every ten years, with a 95%
confidence interval of [0.377, 0.507]°C and a z-value of 15.278. However, the overall
mean of the LST difference increase is 0.445°C every ten years. These values are accurate,
with an LST prediction variance increase of 0.480°C per decade for the AB group, an LST
variation increase of 0.302°C, a z-value of 14.262, a 95% confidence interval of [0.222,
0.381]°C. With a z-value of 8.555 and a 95% confidence interval of [0.180, 0.328]°C, the
LST variance increase for the CD group is 0.254°C when compared to the AB group with
an increase of LST.
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Figure 4. LST forecast increase (°C/decade) and  Figure 5. 95% confidence interval of LST variation
location
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Figure 6 presents a 95% confidence interval LST acceleration/decade?(°C). The overall
average acceleration of LST is 0.027°C per decade, and the 95% confidence interval
is [-0.193,0.199] with a z-value of 0.429. The Peninsular Malaysia (AB) group has a
deceleration of LST -0.238°C per decade, and the 95% confidence interval is [-0.336,
-0.108] with a z-value -2.931. The Sabah Sarawak (CD) group has a z-value of 3.440 and an
acceleration of LST 0.291°C per ten years with a 95% confidence interval of [0.125, 0.458].

Figure 7 shows the acceleration of Malaysia’s LST from 2000 to 2022 in the Peninsular
Malaysia (AB) and Sabah Sarawak (CD) groups. Malaysia experiences no significant
decrease in the acceleration of LST at a 0.05 significance level, with a p-value of 0.06. In
contrast, the CD group exhibits LST deceleration, whereas most AB groups demonstrate
LST acceleration.

Super-region A’s seasonal pattern of LST data shows a modest seasonal pattern with
low LST values all year round and a single summer peak in March. Seasonal trends and
changes in LST for the Peninsular Malaysia (AB) and Sabah Sarawak (CD) super-regions
were investigated using a cubic spline approach. The results of the investigation showed
that daily LST increased significantly in both super-regions, AB and CD. Furthermore,
the estimate shows that LST will increase dramatically between 2021 and 2031. Several
investigations conducted in Malaysia have documented an increase in temperature in
December (Ismail et al., 2019). A comparable study of regions with four distinct seasons
indicates that summertime LST peaks from June to September in a year, as reported by
Khorchani et al. (2018) and Singh et al. (2014).

Our findings presented that Malaysia’s mean LST increased by 0.445°C every decade,
equivalent to 4°C over ten years. Tangang et al. (2012) estimated an increase of 3-5°C
per century, which is higher than this trend. The average annual rise in LST variation is
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0.383°C. We discovered that Malaysia exhibits a sizable variation in LST. Wolff et al.
(2018) suggest that the increase in LST variance could be attributed to land use changes
and deforestation. Eight knots for the cubic spline can model the seasonal pattern, and four
can forecast the LST variation over a decade. Although the overall average acceleration
of LST is 0.027°C per decade with no significant LST acceleration, the LST variation in
Malaysia continues to increase in the next decade.

Variations in land surface temperatures can be determined by the type of land cover,
especially vegetation (Buyadi et al., 2014). Dense vegetation in an area can act as a filter or
absorbent material to prevent the surface temperature from rising. According to Babalola
and Akinsanola (2016), green vegetation has the capacity to absorb solar radiation and use
it for photosynthesis. Research has found that changes in the island’s vegetation were a
reliable predictor of temperature increases in Malaysia (Evans, 2018). Deforestation in the
area was considered the cause of the rising temperatures. Additional research (Ferreira &
Duarte, 2019) has demonstrated a significant inverse relationship between the Normalised
Difference Vegetation Index (NDVI) and Land Surface Temperature (LST). Malaysia’s
vegetation index shows that LST temperatures have risen (Suherman et al., 2014).

According to Prevedello et al. (2019), differences in land cover—such as those
conducted by reforestation or deforestation—ultimately influence the temperature in each
place. Previous studies have connected land cover change and land use to LST (Majumder
et al., 2020; Odindi et al., 2015; Rasul et al., 2017). According to Parmesan and Hanley
(2015), the temperature will rise if a region’s land cover decreases. A study carried out
in Malaysia found a correlation between rising temperatures and a notable decline in
freshwater fish species and functional richness (Wilkinson et al., 2018). A study from
Malaysia also demonstrates that built-up regions have the warmest climates, while locations
with the coldest climates are those near forests and mangroves (Sheikhi & Kanniah, 2018).

CONCLUSION

The LST in Malaysia exhibited variation and was predicted between 2023 and 2030 using
the cubic spline model. The proper quantity and arrangement of knots were established
to provide a smoother equation. The cyclical pattern in the cubic spline equation was
demonstrated to be adequately captured by eight knots; four knots were utilised to evaluate
the variation acceleration in LST (2020-2022), and three knots were employed to predict the
variation in LST over a 2023-2030 period. The study discovered that the mean daily LST
had increased statistically significantly in Malaysia’s Peninsular (AB) and Sabah Sarawak
(CD) super-regions. It is anticipated that between 2023 and 2030, the LST variation in
these areas will rise, with no discernible slowdown in its acceleration.

While forests persist on the Malaysian peninsula, the rise in LST is predominantly
driven by urban expansion spurred by development. According to Kamal et al. (2019), the
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increase in LST across Peninsular Malaysia is primarily influenced by the heat exposure
index, particularly evident in northern and urban locales. In contrast, the Sabah Sarawak
region, boasting extensive tropical areas and the elevated Kinabalu Mountain, experiences
a surge in LST attributed to El Nifio Southern Oscillations, as discovered in Kuching
Sarawak by Anak (2022).

One evidence of regional warming has occurred in Malaysia, which is characterised by
increased LST. However, additional research is needed to more comprehensively validate
the conclusions of this study. Other strategies, such as including larger islands farther from
the equator, like China and America, are required to enhance estimation accuracy. Most
large islands have mountains (LE), NDVI, a variety of land use/land cover, economic
development/urbanisation, industrial activities, natural disasters and climate changes/
meteorological factors (e.g., air temperature) as additional factors that could be considered
in future LST research. In addition to the variables influencing LST, it is crucial in future
research to compare the variation in LST data obtained from MODIS Terra and Aqua
satellites.

The constraints inherent in projecting future LST trends must be considered, considering
the implications of hindcast results from LST data spanning 2000 to 2022 for forthcoming
research. Enhancing hindcast simulations entails fulfilling various prerequisites, including
ample data availability, rigorous process refinement, and precise depiction of key climate
change indicators, as de Hauteclocque et al. (2023) emphasised.
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ABSTRACT

Managing water resources in urban areas is relatively expensive due to the costs of
electricity and water distribution from wells and water companies. Therefore, water resource
management for urban agricultural purposes needs to be made efficient, such as through
smart irrigation technologies, one of which is the drip irrigation system that engages soil
moisture sensors and the Internet of Things (IoT) to control the amount of distributed
water. This study aims to apply and evaluate the performance of a drip irrigation system
based on soil moisture sensors and [oT in urban agriculture. The results showed that the
distribution uniformity in the system was identified at fair levels, with a Coefficient of
Uniformity (CU) of 90.15% and 86.58%, respectively. Furthermore, our study also found
that the loT-assisted drip irrigation system that engaged a Deep Neural Networks (DNN)
model to meet the water requirement led to better peanut yield than the irrigation system
based on soil moisture as a control.
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agriculture since it depends on wells and water companies. Inefficient management of
water resources will increase the costs of living due to the higher usage of electricity to
extract and distribute water.

Smart irrigation is one solution for regulating and monitoring agricultural irrigation
to maintain the efficient use of water resources and subsequently improve farmer’s
economy (Jaafar & Kharroubi, 2021). Therefore, smart irrigation technology has become
a decent complement to urban agriculture, as indicated by improved efficiency in water
management (Gimpel et al., 2021; Kullu et al., 2020; Mason et al., 2019; Quimbita et
al., 2022). Previous work has confirmed that the technology has been widely applied to
drip irrigation in distributing water and has, in turn, saved water by 48% compared to
traditional irrigation systems (Jaafar & Kharroubi, 2021). Other research results also show
that the drip irrigation system increased the efficiency of water usage by 36% compared
to the border irrigation system (Y. Wang et al., 2021). Simply put, drip irrigation can be
a decent choice for the most efficient irrigation despite limited water resources (Zahid
et al., 2020).

In general, using smart irrigation can increase the efficiency of water distribution to
plants. However, its use in urban agriculture needs to be studied further to determine the
efficiency level in using water resources, especially in drip irrigation systems. The selection
of the appropriate microcontroller and sensors is decisive in the efficiency of irrigation water
distribution. Smart irrigation systems based on soil moisture controllers and those based
on the Internet of Things (IoT) adapted to plant evapotranspiration (ETc) are alternative
smart irrigation systems in urban agriculture. These two smart irrigation systems need to
be studied to determine the efficiency level of water distribution and its effect on plant
growth. This loT-based smart irrigation system utilizes temperature (T) and air humidity
(RH) data on agricultural land to predict evapotranspiration so that the distribution of
irrigation water is adjusted to the amount of evotranspired water.

Smart irrigation utilizes microcontrollers and sensors as control systems, including
NodeMCU ESP8266, ESP32, and Arduino. Soil moisture sensors are often used to monitor
soil waterand  increase water management efficiency (Ferrarezi et al., 2020). Meanwhile,
NodeMCU helps to monitor and control irrigation with the aid of [oT by engaging Blynk,
telegram, and other applications from a distance. NodeMCU has been widely used for loT-
assisted irrigation research (Rani et al., 2022). Likewise, Arduino is often used in automatic
irrigation control based on soil water content detected by soil moisture sensors. When the
water content reaches a predetermined minimum or maximum limit, the microcontroller
triggers the relay to activate the drip irrigation system even without data on plant water
requirements. On the other hand, an loT-assisted irrigation system needs data on crop water
requirements as a reference for deciding the volume and duration of water distribution.
The data are produced by calculating water requirements using trained and tested DNN
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models to reach exemplary reliability and accuracy. The present study was projected to
evaluate and apply a drip irrigation system based on soil moisture sensors and [oT in an
urban agricultural setting.

MATERIALS AND METHODS
Study Site

The research examined peanut growth as sample plants at the University of Jember, East
Java, Indonesia, from October 2022 to January 2023. The university is located at -8.16346°
and 113.71305° and is characterized by a tropical climate with two seasons: dry and rainy.
The dry season occurs from June to October, while the rainy season occurs from November
to May.

Dataset

This study examines the use of intelligent irrigation systems in conditions of limited water
resources, especially in the dry season. High temperatures and low air humidity during the
dry season greatly influence the level of plant evapotranspiration, thus affecting the water
requirements of plants. Therefore, loT-based temperature (T) and air humidity (RH) data
collection was carried out to monitor the temperature and RH conditions at the research site
in real time. Next, TMean and RHMean data for 4 hours for 7 days were used as input
data for the DNN-based evapotranspiration prediction model. Previous research shows that
DNN-based evapotranspiration predictions are accurate with TMean and RHMean input
data of 4 hours duration (Suhardi et al., 2023). Thus, the loT-based smart irrigation system
was carried out every 7 days based on the DNN model output. On the other hand, a smart
irrigation system based on soil moisture sensors was also used to control the distribution
of irrigation water to plants. The volume of water distributed to plants, plant height and
plant canopy diameter were recorded periodically.

This study was carried out on two demonstration plots measuring Im x Im in a
greenhouse. The distance between peanuts in each plot was 25 cm x 25 cm with the following
drip irrigation systems. The first system was a drip irrigation system controlled by an Arduino
Uno microcontroller based on a soil moisture sensor with a pump control that started when
water content reached 17%, and the pump stopped at >30% water content. The other was a
drip irrigation system using NodeMCU ESP8266 with Blynk to control the pump to meet
water requirements. The irrigation was performed every 7 days with the amount of water
emitted following the DNN-based ETo and Kc prediction model. Pipes were installed on the
plot to channel water through each emitter around the peanut roots (Figure 1).

The reservoir’s water level was monitored to determine the volume of water distributed
through the system. Furthermore, the height and diameter of the peanut canopy were also
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observed at the initial crop development and mid-season stages. The cost of this loT-assisted
irrigation was fairly affordable at US$289.00 (Table 1).

As seen in Figure 1, the soil moisture sensor is placed 10 cm from the plant stem and
is responsible for delivering data to the microcontroller. At > 30% soil moisture content,
the relay turns off the system, and it will be active when the water content is < 17%. The
IoT-assisted system uses the Blynk by pressing the switch button. When Blynk is activated
via Smartphone, the NodeMCU ESP8266 microcontroller will control the relay to connect
and disconnect the power line from a 220V AC source to the pump. Blynk determines this

Table 1
The list of development costs for the loT-assisted system
Instruments Functions Cost (USD)
Bamboo, insect net, transparent wave Supporting plant cultivation to protect $195.00
fiber, plastic plants from pests
IoT-assisted tools to measure Monitoring temperature, RH, and soil water $ 16.00
temperature, RH, and soil water content ~ content in demonstration plots
Drip irrigation system Maintaining the drip system for the plants $78.00
Total §$289.00

SmartPhone

= o
D
W iFi router

=T—
‘ Pump
i Relay  AC source 220V
/—\ NodemCu
ESP§266
__Emitter

Anduino Uno: - . s = _|v—g=JJ . == ==

Soil moisture

Reservo R
o e — Reny i demonstration plot 0.20m
| P

NodemCu 8266: |
Blynk controller
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=
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0.25m - Arduino Uno: Emitter
reservoir NPS %4 Emitter Soil moisture controller —
o " I
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Relay | : demonstration plot H” 20m
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Figure 1. The plan and design of the drip irrigation system
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mechanism when calculating crop water requirements. The instrument specification of the
IoT-assisted system can be seen in Table 2.

Figure 2 shows two drip irrigation systems: a drip irrigation system based on a soil
moisture sensor assisted by an Arduino Uno microcontroller and an IoT-assisted drip
irrigation system with a NodeMCU microcontroller. The employment of these different
microcontrollers was aimed at the ease of compiling the codes. Automatic drip irrigation
systems based on soil moisture sensors with Arduino Uno have been widely used to ease
programming code. However, this system is less effective because it requires a wireless
transceiver module as a microcontroller and signal receiver. Likewise, adding a soil
moisture sensor will make programming code more complex and affect the success rate
and completion of the irrigation system. Coupled with Blynk, the NodeMCU Esp8266
microcontroller is equipped with an onboard antenna, making accessing and programming
the code more practical.

Table 2
Specification of soil moisture sensor, water pump, Arduino Uno, and nodeMCU ESP8266

Instruments Specification

Soil moisture sensor  Working Voltage: 3.3-5.5VDC; Output Voltage: 0-3.0VDC; Port: PH2.54-3P;
Material: Plastic; Item size: 9.8 * 2.3 * 0.7cm (L * W * H); Item weight: Approx.
9g/0.320z; price: US$1.62.

Aquarium pump AC Power: 220-240 V; Frequency: 50/60 Hz; Max Rate: 1.000 L/H; Head Max: 1.0
Powerhead SP 1200 m; Power: 7 Watt; Price: US $1.62.

Arduino Uno R3 Microcontroller: ATmega328; Operating Voltage: 5V; Input Voltage (recommended):
7-12V; Input Voltage (limits): 6-20V; Digital 1/O Pins: 14 (of which 6 provide
PWM output); Analog Input Pins: 6; DC Current per I/O Pin: 40 mA; DC Current
for 3.3V Pin: 50 mA Flash; Memory: 32 KB; SRAM: 2 KB; EEPROM: 1 KB; Clock
Speed: 16 MHz; Length: 68.6 mm Width: 53.4 mm; Price: US §$ 6.48.

NodeMCU ESP8266 Chip: ESP8266 (ESP-12E); Pin I/0O digital: 11; Pin I/O analog: 1; Operating Voltage:
3.3 V; Clock speed: 80Mhz/160Mhz; Flash: 4M USB; price: US $ 4.53

Soil moisture | || Liquid crystal Power source |— Blynk app
sensor Arduino display NodemCu

Uno 8266

—»

Power source

II

Relay module Relay module
Aquarium pump Aquarium pump

Block diagram of drip irrigation system using soil Block diagram of drip irrigation system using
moisture sensor controller blynk app controller

Figure 2. Block diagram of drip irrigation system
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Coefficient of Uniformity (CU) Analysis

Drip irrigation is a well-known technology that reduces water consumption in the event
of limited water resources while enabling proper plant growth (Kumar et al., 2022). Water
distribution using drip irrigation technology utilizes hoses or pipes attached to a water
tank with specific management to allow a constant water flow. It is necessary to perform
a distribution uniformity test to maintain an even output, as this helps to determine the
feasibility of system installation (Chaer et al., 2016; Mohamed et al., 2019). The distribution
uniformity is considered very good when CU is over 90% (Henrique & Franca, 2022).
CU ranging from 80%—-90% corresponds to a good rate, while any lower rates between
70%—80% are classified under fair CU, and poor CU ranges between 60%—70% (Darimani
et al., 2021). Researchers have widely used CU as a parameter to estimate the uniformity
of drip irrigation (Al-Mefleh et al., 2021; Henrique & Franga, 2022; C. Liu et al., 2022).
CU can be calculated using Equation 1.

Ly lxi—x|
cu =100 (1- 21 1
Where: Cu: coefficient of uniformity in drip irrigation (%); xi : average volume of water
of the i container (ml); and x: average volume of water (ml)

Crop Evapotranspiration (ETc) Analysis

The crop evapotranspiration (ETc) is obtained by multiplying evapotranspiration (ETo) and
plant coefficient (Kc) using Equation 2. However, the Kc value is calculated using Equation
3 in conditions of limited water resources. Meanwhile, the Ke value is calculated using
Equation 4, which is converted from the fraction of vegetation cover (Fc) value (Zhang
et al., 2019; T. Wang et al., 2021). Fc value based on FAO is between 0—0.1 at the initial
stage, 0.1-0.8 at the crop development stage, 0.8—1 at the mid-season stage, and 0.8-0.2
at the late season stage. The present study measured the Kcb rate for the peanut samples
by using the DNN model, as shown in Figure 3.

ETc = Kc+ ETo [2]
Kc = Kcb + Ke [3]
Ke = 0.9 x (1 — Fc) [4]

The site’s ETo rate was examined using the DNN model based on Tmean and
RHmean resulting from 4 hours of observation (Figure 4). Meanwhile, the daily Tmean
and RHmean are the conversion result of the 4-hour Tmean and RHmean observations
(Figure 5). The ETo value was calculated every 7 days as a reference for managing the
irrigation on day 8. Next, the aggregate ETo rate for 7 days was multiplied by Kc. The
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findings show that the area of the demonstration plot positively relates to the amount of
water given to the plants.

DNN and Artificial Neural Networks (ANN) employ similar learning principles:
supervised, semi-supervised, and unsupervised. However, DNN has more than 3 hidden
layers, where multiplying and adding weights, inputs, and biases occurs in each neuron
in the hidden layer using Equation 5. This difference gives DNN better performance than
ANN (Ali et al., 2022; Han et al., 2018; Irfan et al., 2021). Meanwhile, the results of the
multiplication and addition in the previous hidden layers are used as the input for the next
hidden layer (Figure 6). The DNN architecture in this research is shown in Figure 7.

Y=0QL, WixXi+b) [5]

Where: Y = Output; @ = activation function; W = weights; Xi = input; and b=bias

Input Layers

Hidden layers
el

Output layer

Figure 6. Calculation in DNN

Hidden layer

Figure 7. DNN architecture
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RESULTS AND DISCUSSION
The Calibration of Reservoir and Soil Moisture

The drip irrigation system’s water tank as a reservoir was calibrated to monitor the water
volume. The calibration was performed using a measuring cup to find a linear relationship
between the water level and volume in the tank and to predict the water distribution in the
system using a linear equation. The soil moisture sensor was used to detect soil moisture
or soil water content indicated by an analog value after the soil moisture sensor had been
connected to an Arduino microcontroller or ESP8266 NodeMCU. Therefore, the soil
moisture sensor had to be calibrated to the soil water content using the gravimetric method
to predict the linear equation, as shown in Figure 8.

Figure 8 shows two essential calibration results. The first result corresponds to a strong
positive correlation in the water tank with the equation Y= 0.688x —55.795 and R?=0.997.
Afterward, this equation was used to calculate the volume of water distributed through the
irrigation system. Another result confirmed a robust negative linear correlation between
the soil moisture sensor’s analog output and the gravimetric method’s water content with
the equation Y=- 0.1631x + 102.43 and R* = 0.932. This linear equation was formulated
in programming the code and uploaded to the Arduino Uno microcontroller to generate
the data on soil water content. A drip irrigation system based on a soil moisture controller
is expected to detect soil water content accurately. It is crucial to manipulate the duration
of water distribution to meet predetermined water requirements.

91 4 60 -
8 -
i B 50
7 Y = 0.4688x - 55.795 g Y =-0.1631x+ 10243
o | R*=0.9967 540 - R*=0.9322
£ =
£5 | g
P £30
5 ¢ :
$3 220 -
3
21 510
310 -
1] ¢
0 : = = i 0 T T T T T T ]
119 124 129 134 139 250 300 350 400 450 500 550 600
Manometer (mm) Analog value
(a) (b)

Figure 8. Calibration of: (a) water tank (a); and (b) soil moisture sensor

Coefficient of Uniformity (CU)

CU was measured on 2 different drip irrigation systems, namely drip irrigation systems
with soil moisture controller and Blynk controller. The measurements were carried out
at 9 emitter points with 2 repetitions (Table 3). Previous work demonstrated a decent CU
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of water discharge (Q) flowing through each emitter, as indicated by CU over 90% and
between 80%—90% (Martinez et al., 2022). The present study also reported similar results
where the drip irrigation system with soil moisture and Blynk controller generated CUs
of 90.15% and 86.58%, respectively. This difference was presumed to occur due to the
challenge of maintaining uniform water flow at each emitter.

Table 3

The CU of drip irrigation system
Emitter Controller System

Soil moisture Blynk

No. Q1 (ml/min) Q2 (ml/min) Q1 (ml/min) Q2 (ml/min)
1 77.14 62.96 50.00 51.85a
2 77.14 77.78 36.36 51.85
3 60.00 74.07 50.00 44 .44
4 68.57 81.48 31.82 44 .44
5 60.00 70.37 59.09 44 .44
6 77.14 81.48 59.09 62.96
7 68.57 59.26 50.00 62.96
8 68.57 66.67 50.00 44 .44
9 51.43 66.67 63.64 59.26
CU (%) 90.15 86.58
Drip Irrigation Discharge (ml/min) 624.66 458.33

Crop Evapotranspiration (ETc)

Evapotranspiration (ETo) was examined using a DNN model with 4 hidden layers and
2 input parameters, temperature (T) and air humidity (RH), logged for 7 days with a
4-hour observation each day. Next, the ETo rate predicted by DNN (ETo-DNN) was
multiplied by the Kc for peanuts to determine ETc and water requirements for each
demonstration plot.

Figure 9 shows that the ETo rates in the initial and development phases are higher than
the ETc rates. However, at the end of the development phase, the Kc rate reaches 1.09,
which implies a higher ETc rate than ETo. Meanwhile, the ETo rate varies across phases,
apparently because it was generated by the DNN model on different rates of temperature
(T) and air humidity (RH) across days after planting (DAPs). It is congruent with previous
studies stating that increasing temperature leads to higher ETo rates, while a negative
correlation applies to RH (Dong et al., 2020; Zhu et al., 2022).

Crop Growth

Providing irrigation to plants will escalate plant growth and yields. It can only be achieved
when water resources are used efficiently to maximize growth. In this regard, excessive or
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Figure 9. ETo and ETc rates for the peanut samples

insufficient water supply will adversely affect plant growth, so irrigation must be adjusted
to the water required (Sezen et al., 2022).

The growth of peanuts was significantly influenced by the water availability in the
soil, as shown by the growth of plant height and canopy area. The irrigation system also
influenced plant growth due to differences in the volume of water emitted on plant surfaces.
It can be seen in Figure 10, which shows that the irrigation system driven by a soil moisture
sensor controller (SC) leads to a better height in the initial phase than the irrigation system
with the Blynk controller (BC). However, in the development and mid-season phases, a
higher water supply with BC results in better height than SC.

The canopy diameter increases in line with the increment of DAP, which affects the
increasing evapotranspiration (Figure 10). It is also evidenced by the increasing water
supply in each irrigation system from the initial phase to the mid-season phase. The figure
also documents that the BC-based irrigation system generates an exemplary effect on plant
height and canopy diameter due to the optimal water supply.

Yield

The use of Al-based analysis to generate ETc-DNN models helps to accurately determine
the volume of water flow relative to crop water requirement, thus ensuring optimal
photosynthesis, metabolism, and transportation of food materials from the roots to
all parts of the plant. The results of the previous study also confirm a positive linear
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Figure 10. The height and diameter of the peanut canopy

relationship between crop yields and crop
water requirement, where appropriate water
supply stimulates better harvest (Bennett &
Harms, 2011; J. Liu et al., 2022). Figure
11 shows higher peanut yield in a drip
irrigation system that engages the Al-based
analysis (ETc-DNN) to determine water

I
B2 @ L 2 N B
S &8 & & © o

e
S

Yileld of peanut crop (gram)

o

requirement compared to another system ETC-DNN ETeSC

assisted by a soil moisture sensor controller s N

(SC), which determines soil water content Figure 11. Peanut yield in irrigation systems based
around plant roots (ETc-SC). on soil moisture, blynk, and timer controllers
CONCLUSION

This study has corroborated that the loT-assisted drip irrigation system with Al-based
analysis (ETc-DNN) has helped meet crop water requirements better than ETc-SC.

The system has also been influential in attaining higher peanut yields than a drip irrigation
system with a soil moisture sensor controller (SC). Another advantage of using an IoT-
assisted irrigation system with Al-based analysis is better efficiency in water distribution
based on the plant’s water needs. Thus, the plants’ height and canopy area were improved,
and their growth and yields improved.
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ABSTRACT

There are significant reasons for nitrate contamination in groundwater (Delhi, India):
sewage, runoff from landfill sites, nitrogenous chemical fertilisers, and pesticides from
agricultural lands. The highest recorded concentration of nitrate in Delhi’s groundwater
is reported to be 1500 mg/l. Consumption of high nitrate through water may pose serious
health problems in humans, especially children (below five years). The study’s primary
objective was to isolate and identify nitrate-remediating microbes from the nitrate-
contaminated site Okhla Barrage, located on the Yamuna River in Delhi, India. A total of 11
different strains were isolated from this site. Among these four strains exhibited 40%—50%
remediation efficiency at a nitrate concentration of 1000 mg/l. Molecular characterisation
revealed that these four strains, Enterobacter aerogenes, E. coli K12, Klebsiella oxytoca and
Lelliottia amnigena, belong to the Enterobacteriaceae family. This study assessed the nitrate
remediation potential of isolated microbes in groundwater with 1000 and 1500 mg/I nitrate
concentrations. By using a 2% inoculum, the microbes were incubated anaerobically at room
temperature for ten days. Nitrate concentrations were monitored every 48 hours. Lelliottia,
E. coli, and Enterobacter reduced nitrate (1500 mg/1) by approximately 42%, 24%, and
29%, respectively, while K. oxytoca showed minimal reduction. L. amnigena exhibited
superior nitrate removal efficiency compared to other strains. According to the reported
data, these strains are known to reduce nitrate concentrations of 620 mg/l. However, our
findings demonstrate a remarkable nitrate remediation capacity of 1500 mg/1, showcasing

a novel contribution to this study. Further
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INTRODUCTION

Many pollutants, such as heavy metals and organic and inorganic pollutants, cause water
pollution. Among them, a significant contribution is from inorganic pollutants. Nitrate
is one of those inorganic pollutants with a substantial presence in groundwater and has
become one of the leading problems worldwide (Zhang et al., 2018; Zhao et al., 2022).
In India, its high concentration in drinking water is regulated by an Indian agency, BIS,
which sets the permissible limit (ideal for use) at 45 mg/l (Tyagi et al., 2020; Raja &
Neelakantan, 2021). Excess nitrate concentration in groundwater causes significant effects
on human health and the environment (Addiscott & Benjamin, 2004; Karunanidhi et al.,
2021). These include respiratory problems (Fewtrell, 2004), hypertension (Malberg et
al., 1978), goiter (Morris et al., 2011), thyroid cancer (Tariqi & Naughton, 2021), genetic
mutations, gastrointestinal cancer (Hameed et al., 2021), congenital disabilities, and Blue
Baby syndrome (Majumdar, 2003). The main reason for the rising nitrate concentration
is the excessive use of nitrogenous chemical fertilisers for agricultural activity (Singh &
Craswell, 2021). Additionally, inadequate treatment of domestic and industrial wastewaters,
leachate from landfill sites and livestock manure contribute to nitrate pollution.

Delhi, the capital of India, is heavily affected by nitrate contamination of groundwater
(Tirkey et al., 2017). Some parts of Delhi, like Chattarpur, Inderlok, and Inderapuri, are
affected by a high nitrate concentration of 1500mg/l according to ‘groundwater yearbook
2011-12° by CGWB (Central Ground Water Board). Consequently, BIS (Bureau of Indian
standard) is allowed to set the maximum limit (this concentration can be treated, but above
this level, water can be shut down until corrected) for nitrate at 100 mg/1 for drinking water
(Reddy, 2023). Furthermore, several other states, including Bihar, Haryana, Uttar Pradesh,
Punjab, Rajasthan, Karnataka, and Kerala, also contend with elevated nitrate concentrations,
surpassing the safety benchmark of 45 mg/1 (Sikdar, 2018).

A high nitrate concentration in drinking water creates many health issues in humans.
Approximately 85% of people depend on groundwater. Nitrate in water makes it unsafe
for human consumption (Ward et al., 2018). It is, therefore, necessary to treat the polluted
groundwater. Several technologies have been developed to remove nitrate from drinking
water. It includes ion exchange (Jaeshin & Benjamin, 2004), reverse osmosis (Schoeman
& Steyn, 2003; Kim et al., 2007), electrodialysis (Elmidaoui et al., 2003; Sahli et al.,
2006), chemical denitrification (Lin & Wu, 1996), ion exchange (Matos et al., 2006) and
catalytic reduction (Reddy & Lin, 2000; Maia et al., 2007). These techniques are effective
in nitrate removal, but the commercial application of these techniques is pretty expensive.

On the other side, many researchers and scientists focus on bioremediation.
Bioremediation of nitrate became practically possible when using exogenous carbon
sources (Li et al., 2021). A large number of organic carbon sources are required in the
denitrification process, where microbial strains use organic carbon as electron donors (Qin
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et al., 2017). Several strains with known nitrate remediation potential are listed in Table
1. Their remediation capacity typically extends only to concentrations up to 620 mg/1. As
per the literature, it is known that these isolates (E. coli, Enterobacter aerogenes, Lelliottia
amnigena) have nitrate remediation potential. However, our study showed that these strains
now remediate high nitrate concentration.

Table 1
Nitrate remediation potential of reported microbial strains

Initial nitrate  Percentage of nitrate

Microbial strain/ consortium concentration remediation/reduced References
(mg/l) up to (%)
1. Escherichia coli 620 90 Bing & Hollocher, 1988
2. Enterobacter aerogenes 620 90 Bing & Hollocher, 1988
3. Enterobacter amnigenus 138 50 Fazzolari et al., 1990
4. Pseudomonas sp. KW1 and 100 99.4 Rajakumar et al., 2008
Bacillus sp. YW4
5. Pseudomonas putida AD-2 254.6 95.9 Kim et al., 2008
6. Bacillus subtilis JD-014 100 98.99 Yang et al., 2021
7. Enterobacter cloacae DK-6 101.70 86.98 Liao et al., 2022
8. Pseudomonas aeruginosa 100 93 Rajta et al., 2020

All isolated strains had the potential to remediate nitrate (Thakur & Gauba, 2021).
Additionally, these microbes also showed nitrate remediation in groundwater except
K. oxytoca. An in-silico study was also done of two microbes where L. amnigena
has assimilatory and respiratory nitrate reductase genes while E. coli K12 has only
the respiratory nitrate reductase gene (Thakur & Gauba, 2023). As per the literature,
Enterobacter acrogenes had only the respiratory nitrate reductase gene, a membrane-bound
enzyme (Riet & Planta, 1975).

The assimilation of the nitrate reductase gene found in the cytoplasm is involved in
the nitrate assimilation process. It converts the nitrate into amino acids, which are finally
uptake by microbes to increase their number. Conversely, the respiratory nitrate gene is
a membrane-bound enzyme involved in denitrification, which converts the nitrate into
nitrogen. Therefore, the presence of both processes in L. amnigena makes this bacterium
more potent in nitrate remediation in comparison with the other two (£. coli K12 and
Enterobacter aerogenes) (Thakur & Gauba, 2024). Besides this, all microbes showed nitrate
remediation under strict anaerobic conditions, whereas Enterobacter aerogenes remediated
nitrate under aerobic and anaerobic conditions (Madmanang & Sriwiriyarat, 2019).

In the previous study, four microbes were isolated belonging to the Enterobacteriaceae
family, which were subsequently molecularly characterised and identified as Lelliottia
amnigena, E. coli K12, K. oxytoca and Enterobacter aerogenes (Thakur & Gauba, 2021).
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This paper assessed the potential of these isolated microbes in a groundwater medium
containing nitrate concentrations of 1000 mg/l and 1500 mg/l. The microbes exhibited
25%—42% nitrate remediation except K. oxyfoca at the 1500 mg/l concentration. L.
amnigena demonstrated the highest remediation potential compared to the other two
strains.

MATERIALS AND METHODS
Study Area

Water samples were collected from the polluted Yamuna River site (Okhla Barrage) as per
the reported data (CPCB, 2015; Srivastava et al., 2015), as presented in Figure 1.

Jammu & Kashmir,

Floodplain &
R. Yamuna

Wazirabad Barrage X~

K M Sampling
Okhla Bargge % site

Figure 1. Sampling site of Yamuna River (Okhla Barrage) Delhi

Isolation of Microbes from Polluted Yamuna River Site

The stock solution was prepared where 1 ml water sample was taken in 10 ml demineralised
water; further, the samples underwent serial dilution ranging from 10! to 10, and 100ul
aliquots were transferred from dilutions 10~ to 10 onto nutrient agar petriplates containing
500 mg/l nitrate concentration. These plates were then incubated at 37°C for 48 hours.
Following incubation, each colony was carefully picked up using a sterile inoculating loop
and transferred to fresh petri plates containing nitrate. Quadrant streaking was performed
until pure colonies were obtained. Concurrently, Gram staining was conducted repeatedly
until consistent morphology was observed on two consecutive occasions. The remediation
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rate of isolated microbes was calculated at 500—1000 mg/1 nitrate concentration, and they
were further Molecular characterised (Thakur & Gauba, 2021).

Assessment of Nitrate Remediation Rate of Isolated Microbes in Groundwater
Medium

Preparation of Groundwater Medium

Groundwater media was designed with composition KH,PO4- 0.235 g/1, K,HPO, - 0.09
g/l, NH,Cl - 0.1 g/l, MgCl, - 0.0248 g/I, CaCl,- 0.141 g/l (Pan et al., 2014) and 5 ml/l
Vitamin and minerals mixture (Lovley et al., 1988), amended with acetate (10 mM
concentration) and nitrate (1000 and 1500 mg/1) dissolved in demineralised water where
acetate prepared from sodium acetate and nitrate from potassium nitrate.

Preparation of Nitrate Standard Solution

The process involved drying 3.6 g of KNO; at 105°C for 24 hours, then dissolved in
1000 ml of deionised water, resulting in a solution labelled 1000 mg/L nitrate-nitrogen.
Subsequent calculations converting between nitrate and nitrate-nitrogen were conducted
using the Equations 1 and 2:

Nitrate = Nitrate-nitrogen x 4.43 [1]

Nitrate-nitrogen = Nitrate x 0.226 2]

Inoculation of Enterobacteriaceae Strains in Groundwater Medium

Eleven microbes were isolated from a polluted site (DebRoy et al., 2012). Among these,
four bacterial strains exhibited promising capabilities in nitrate remediation, effectively
reducing it to a concentration of 1000 mg/1. All four strains belong to the Enterobacteriaceae
family. These isolates were then inoculated in a groundwater medium containing 1000 mg/1
and 1500 mg/l of nitrate concentration. Each strain was inoculated (2% inoculum) in a
groundwater medium and incubated at room temperature (27°C), in an anaerobic state, and
kept under dark conditions for 10 days (192—-240 hours). Following the incubation period,
samples were extracted to assess the residual nitrate concentration in the media at 420 nm
(LABMAN UV-VIS), concurrently with the measurement of bacterial growth at 600 nm.
Both the optical density of the microbes and the nitrate concentration in the media were
monitored at regular intervals. The optical density was primarily measured by bacteria,
followed by centrifugation to separate the cells from the supernatant. The supernatant was
then collected to determine the nitrate concentration. In both conditions, media is used as
blank and set as zero. Then, a sample reading was taken. LABMAN UV-VISIBLE spectro
was used to measure the optical density.
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Method to Calculate Nitrate Remediation Rate (Sodium Salicylate Method)

Cultures were centrifuged for 10 mins at 8609RCF (Relative Centrifugal Force). The
supernatant (40 ul) and 5% salicylic acid in sulphuric acid (200 pl) were added. The
mixture was vortexed and incubated in the dark for 10 minutes (DebRoy et al., 2012).
The reaction was stopped after adding 2 ml NaOH (4N NaOH). The absorbance was
taken at 420 nm after 20 mins of incubation. The nitrate remediation rate was calculated
using Equation 3.

(Xo — X;1) x 100

Degree of remediation = X [3]
0

Where X, is the initial amount of nitrate, and X, is the amount after remediation. The final
results are calculated using control samples (media without microorganisms) (Chouhan
etal., 2012).

A control sample (media with nitrate concentration but devoid of microbes) was
included for each experimental set, and its initial optical density was recorded at 420 nm.
Following incubation, the optical density of samples containing both nitrate concentration
and microbes was measured. The percentage change in nitrate concentration was calculated
using Equation 4.

(Initial concentration of nitrate — Final concentration of nitrate)

— - - x 100[4]
Initial concentration of nitrate

Initial Concentration of Nitrate

This method uses 5% salicylic acid in sulphuric acid and sodium hydroxide chemical. This
method is based on an electrophilic aromatic substitution reaction in which Sulfosalicylic
acid (5% salicylic acid in sulphuric acid) reacts with nitrate and forms nitrobenzoic
compounds. After adding sodium hydroxide (alkaline condition), this nitrobenzoic
compound converts into a quinoid compound, which gives it a yellow colour. The
darkness of the yellow colour shows the presence of high nitrate in media and vice versa.
It is a colourimetric method. This yellow complex gives maximum absorption at 420 nm
wavelength, and the absorbance is directly proportional to the nitrate content.

Molecular Characterisation of Microbes by 16S rRNA Gene

Genomic DNA Extraction from Microbes

Each isolated colony was transferred into 5 ml of Nitrate Broth and incubated at 37°C
with agitation at 200 rpm in a shaker incubator. After growth, 1.5 ml of bacterial
culture was centrifuged at 4°C for 10 minutes at 4000 rpm. Following centrifugation,

2758 Pertanika J. Sci. & Technol. 32 (6): 2753 - 2768 (2024)



Nitrate Reduction by Microbes in Groundwater

the supernatant was carefully removed, and the pellet was resuspended in 180 pl
of lysozyme solution (pH 8.0) before incubating at 37°C for 30 minutes until lysis
occurred. The lysed cells were then briefly kept at -80°C for 10 minutes. Subsequently,
30ul of lysis solution (pH 8.0) was added, and the mixture was incubated on ice for 10
minutes. A volume of Phenol-Chloroform (1:1) was added to the tube to facilitate DNA
separation from proteins (1). After centrifugation at 8000 rpm for 5 minutes at 4°C,
the upper layer containing DNA was carefully transferred to a new tube. Chloroform
(500 ul) was added to this upper layer, followed by another round of centrifugation.
After centrifugation, the upper layer was collected, and 1/10™ part of 1M NaCl and
2-2.5 volumes of absolute ethanol were added. The tube was then placed at -80°C for
30 minutes and subsequently centrifuged at 10,000 rpm for 30 minutes at 4°C. After
centrifugation, the supernatant was completely decanted, and the DNA pellet was
washed with 70% chilled ethanol. The washed pellet was centrifuged at 8000 rpm for
5 minutes at 4°C, dried, and dissolved in 20 ul of TE buffer.

Amplification of 16S rRNA Gene

Microbes were identified using the polymerase chain reaction (PCR) method, with
bacterial genomic DNA isolated following the Sambrook protocol. Universal primers 27F
(5-AGAGTTTGATCCTGGCTCAG-3) and 1492r (5-CGGTTACCTTGTTACGACTT-3)
were amplified. The reaction mix was prepared in a total volume of 20 pl, comprising 10ul
of PCR master mix (Genei), 0.4 pl of Primer F, 0.4 pl of Primer R, 2 pl of DNA template
(50 ng/ul), and 7.2ul of nuclease-free water (Hyclone). The amplification was carried
out with a thermal profile consisting of an initial denaturation step at 95°C for 5 minutes,
followed by 30 cycles of denaturation at 95°C for 1 minute, annealing at 58°C for 1 minute,
and extension at 72°C for 2 minutes. A final extension step at 72°C for 10 minutes was
performed. The PCR products were then analysed using 1% agarose gel electrophoresis.
After electrophoresis, the gel was stained with ethidium bromide and visualised under UV
light to detect the amplified DNA bands.

RESULTS

Four different microbes were isolated and identified from water samples of the polluted
site of Yamuna River (Okhla Barrage). After molecular characterisation, the sequence
of the 16S rRNA gene of each strain was submitted to GenBank. They belong to the
Enterobacteriaceae family and are identified as Enterobacter aecrogenes (MN252552), E.
coli K12 (MN754025), K. oxytoca (MT457847) and Lelliotia amnigena (MN647560).
Further, the remediation rate of microbes was checked in a Groundwater medium
containing various nitrates.
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Remediation Rate of Strains in Groundwater Medium

Following an initial incubation period of 2 days, a sample was extracted after 48 hours to
assess the remaining nitrate concentration. This process was repeated at 48-hour intervals.
Figures 2 to 7 illustrate the remediation rates of microbes at different nitrate concentrations
of 1000 mg/l and 1500 mg/I1. Analysis of the readings suggests that Lelliottia amnigena, E.
coli K12, and Enterobacter aerogenes exhibit significant potential for remediating nitrate
in groundwater medium. The comparative remediation rates of the isolated microbes are
presented in Table 2.

Figure 2 represents the optical density and remediation rate with time. Per our
experimental observation, at least 48 hours are required for microbial growth at those
provided conditions (room temperature, anaerobic and dark conditions) Table 3. In Figure 2
(L. amnigena), the optical density increases steadily over time, yet after 200 hours (8 days),
a slight downturn is observed, although the remediation rate continues to rise consistently.
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Figure 2. Absorbance and nitrate reduction by Lelliottia amnigena at 1000 mg/I nitrate concentration in
groundwater medium
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Figure 3. Absorbance and nitrate reduction by Escherichia coli K12 at 1000 mg/I nitrate concentration in
groundwater medium
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Figure 4. Absorbance and nitrate reduction by Enterobacter aerogenes at 1000 mg/I nitrate concentration
in groundwater medium
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Figure 5. Absorbance and nitrate reduction by Lelliottia amnigena at 1500 mg/1 nitrate concentration in
groundwater medium
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Figure 6. Absorbance and nitrate reduction by Escherichia coli K12 at 1500 mg/] nitrate concentration in
groundwater medium
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Figure 7. Absorbance and nitrate reduction by Enterobacter aerogenes at 1500 mg/1 nitrate concentration
in groundwater medium

Table 2
Comparison of nitrate remediation rate among microbes in groundwater medium
Enterobacteriaceae Remediation rate at 1000 mgl’ Remediation rate at 1500 mgl!
strains nitrate (Total 10 days incubation) nitrate (Total 10 days incubation)
Lelliottia amnigena ~61% ~42%
Escherichia coli K12 ~43% ~24%
Enterobacter aerogenes ~54% ~29%
Table 3
Observed optical density of nitrate remediation of isolated strains at 420 nm
Optical Density Lellt.otttu E. coli Enterobacter ~ Optical density
amnigena K12 aerogenes of control
Mean optical density at 1000 mg/1 0.343 0.534 0.428 0.938
nitrate concentration
Mean optical density at 1500 mg/1 0.576 0.752 0.706 0.996

nitrate concentration

Figure 3 (£. coli K12) exhibits growth for up to 10 days, with remediation activity persisting
until day 9 before experiencing a minor decline. Conversely, in Figure 4 (Enterobacter
aerogenes), optical density and remediation rates demonstrate continuous increases for up
to 10 days. Figure 5 (L. amnigena) depicts a continuous rise in optical density until 192
hours, followed by a slight decline, while the remediation rate maintains an upward trend
throughout. Figure 6 (E. coli K12) illustrates a continuous increase in optical density and
remediation rate, with a notable overlap in nitrate remediation rates observed at 144 and
192 hours. Finally, in Figure 7 (Enterobacter aerogenes), optical density and remediation
rate exhibit uninterrupted growth over time.
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Genotypic Characterization of Microbes

These microbes were molecularly characterised to identify particular microbes’ genus and
species. Further, the similarity percentage with strains was checked using BLAST. Genomic
DNA and PCR bands of'isolates (initially designated as PP3, PP5, PP7 and PP10) are shown
in Figures 8 and 9. The partial 16S rRNA gene sequences of strain PP10 (1399 base pairs)
exhibited 99% similarity with Enterobacter aerogenes (KP764198). For strain PP3, the
1476 base pair sequence displayed 99% similarity with Lelliotia amnigena, while the 1409
base pair sequence of PP5 showed similarity with E. coli K12. For strain PP7, the 1436bp
displayed 99% similarity with Klebsiella oxytoca. The nucleotide sequence of PP3, PP5,
PP7 and PP10 isolates were deposited in the GenBank nucleotide sequence database under
accession numbers MN647560, MN754025, MT457845 and MN252552, respectively.

Lane 1 2 3 Lane1 2 3 4 5

6000 bp
3000 bp —»

1000 bp —»

Figure 8. Extraction of Genomic
DNA from all isolates (Lane 1 =
DNA ladder; Lane 2 = PP3; Lane  Figure 9. PCR bands of isolates PP3 and PP5 in lane 2, lane 3, PCR
3 = PP5; Lane 4 = PP7; and Lane  bands of strain PP7 and PP10 in lane 4 and lane 5, 1 kb plus DNA
5 =PP10 strain ladder in lane 1

Statistical Analysis Table 4
Results of statistical analysis

One-way ANOVA is used to compare
different groups. Each experiment was

Groups Count Sum Average Variance

repeated three times in replicates. Microsoft ~ D22 ! 3 8 2.666667 0.33333
Excel calculated the average and standard ~ D@2 3 12 4 !
deviation in Tables 4 and 5, and the D@3 3 12 4 !
Table 5
Represent the degree of freedom, F value and P-value
Source of variation SS df MS F p-value F crit
Between Groups 3.55556 2 1.777778 2.285714 0.182832 5.143253
Within Groups 4.666667 6 0.777778

Total 8.222222 8
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associated probability (P)<0.05 was statistically insignificant. The nitrate removal by
isolates was within 24%-42%, the average being removal 31.86%.

DISCUSSION

According to the literature, Lelliottia amnigena is reported to remediate 50% of 138 mg/1
nitrate-nitrogen (equivalent to 611.34 mg/1 nitrate) (Fazzolari et al., 1990), while E. coli
and Enterobacter aerogenes are known to remediate 90% of 10 mM nitrate (equivalent to
620 mg/l nitrate) (Bing et al., 1988). Our experimental study corroborates these findings,
demonstrating the nitrate remediation potential of these isolated microbes. Our study
assessed their efficacy at the maximum reported nitrate concentration in a groundwater
medium supplemented with nitrate and acetate (as a carbon source). Lelliottia, E. coli
K12, and Enterobacter exhibited remediation rates of approximately 42%, 24%, and 29%,
respectively, at a nitrate concentration of 1500 mg/l. Notably, Lelliottia displayed the
highest remediation rate among the three microbes, followed by Enterobacter and E. coli.
The in-silico study further validates the superior remediation potential of L. amnigena
over E. coli K12, attributing it to the presence of both assimilatory and denitrification
pathways (Thakur & Gauba, 2023; Thakur & Gauba, 2024). Moreover, the low nitrate
reduction rate of these microbes may be influenced by various factors such as temperature,
pH variations, and nutrient availability, as each microbe requires specific conditions for
optimal growth, thereby enhancing nitrate reduction. Potential factors contributing to the
nitrate remediation by these microbes include their slow growth, the impact of nitrate by-
products, and the presence of specific metabolic pathways. Additionally, certain chemicals
in the groundwater medium did not impede the nitrate reduction, as confirmed by detecting
nitrite and ammonium using Griess reagent, indicating successful nitrate reduction.

CONCLUSION

This study successfully demonstrates the nitrate remediation capacity of isolates in
groundwater, achieving approximately 25%—-40% reduction at a concentration of 1500
mg/l. While numerous studies on nitrate bioremediation exist, they often remain confined
to laboratory scales. Exploring large-scale remediation methods and determining optimal
microbial conditions are critical next steps. Future research aims to refine conditions
and investigate microbe-microbe interactions, which holds promise for improving the
efficiency and affordability of bioremediation techniques and effectively addressing this
urgent environmental concern.
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ABSTRACT

Methane (CHa4), a potent greenhouse gas, significantly contributes to climate change and
global warming. Its impact over 100 years surpasses carbon dioxide (COz) by 28 times.
Addressing methane emissions, particularly from oil and gas production activities such as
transmission pipelines, is imperative. One promising avenue is the development of reliable
sensors to detect and mitigate methane leaks and prevent hazardous issues. Optical-based
methods present notable advantages, including versatility and remote operation, making
them pivotal in this endeavor. This review article provides a concise overview of optical-
based methane identification technologies, encompassing sensing materials, absorption
spectra, operational mechanisms, and recent advancements. Potential perspectives
are explored, and inferences from this assessment are also derived. Emphasizing the
significance of optical fiber-based methane detection methods, the authors advocate for
further research to support ongoing efforts and foster innovation in this critical area.
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CHa has a higher calorific value and produces fewer toxic and harmful compounds when
burned, making it an essential resource for economies aiming to reduce carbon emissions.
Due to its lower production costs and reduced combustion-related CO- emissions, it is
increasingly replacing coal, particularly in the US power sector (Jaramillo et al., 2008).

However, the utilization of CHa4 and its release into the atmosphere have serious
implications. After CO2, CHa is the second most common greenhouse gas. Its potential to
contribute to global warming is roughly thirty times higher per molecule than that of CO..
Since the onset of industrialization, there has been a significant increase in the quantity
of methane in the atmosphere, reaching as high as 1800 parts per billion (ppb) in 2016
(Turner et al., 2019), compared to less than 800 parts per billion at the beginning of the
nineteenth century.

Waste disposal facilities, livestock waste disposal systems, coal extraction,
petrochemical exploration, electricity transformers, and gas and oil transportation and
manufacturing facilities are the primary human causes of emissions responsible for this
rise. Additionally, if the concentration of methane gas in an enclosed area exceeds 5% to
15%, it may ignite and cause an explosion (Stocker et al., 2014).

Given its abundant supply and relatively safe combustion process, natural gas is
expected to be utilized extensively despite its negative environmental implications (Tran
& Fowler, 2020). The World Health Organization (WHO) claims that CHs may remain in
the atmosphere for a maximum of 12 years before being gradually depleted by molecules
such as OH radicals, which pose a significant environmental risk when discharged into
the atmosphere (Lawrence, 2006).

Over the past two centuries, the atmospheric concentration of methane has more than
doubled. This significant increase is primarily due to the exponential rise in human activity,
which elevates atmospheric methane concentration through various emission pathways.
Methane is a crucial component of natural gas in the atmosphere and is also found in
adjacent regions of the world’s layers. It is generated by the decomposition of animals,
plants, or microorganisms inhabiting oceans, lakes, and other bodies of water.

Approximately 36% of the total methane volume originates from naturally occurring
wetland emissions produced by termites and the ocean. About 64% of all methane emissions
come from human activities, including landfills, paddy fields, agriculture, and livestock
digestion, as depicted in Figure 1 (Vasiliev et al., 2014). Nevertheless, depending on the
source, methane emission numbers can differ considerably.

The Conference Board of Canada found that 8.5% of Canada’s greenhouse gas
emissions are attributed to methane leakage from wells and equipment (Bachu, 2017).
According to Olmer et al. (2019), methane emissions from transporting liquefied natural
gas account for over five percent of the 932 million tons of CO- equivalent emissions
worldwide. Ingraffea et al. (2020) discovered that Pennsylvania’s oil and gas wells emit
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Fossil fuels (103 TgCH4) - 29%
M Waste decompostition (61 TgCH4) - 17%
M Rice cultivation (60 TgCH4) - 17%
M Domestic ruminants (81 TgCH4) - 23%
[ Biomass burning (50 TgCH4) - 14%

Figure 1. Individual sources of the world’s total emissions of methane

an average of 55,600 tons of methane annually. The shale gas basins in northern British
Columbia are estimated to leak 75,000 metric tons of methane annually (Wisen et al.,
2020). Formisano et al. (2004) revealed methane in the Martian atmosphere. The planet’s
concentration ranges from 0 to 30 parts per billion by volume (ppbv), with an average of
10 £ 5 ppbv. The measurements were taken with the Mars Express spacecraft’s planetary
FTIR spectrometer. This gas is expected to increase the likelihood of uncovering evidence
of life on Mars. Methane in the Martian atmosphere decomposes rapidly through various
processes. Therefore, large clouds of this gas in Mars’ northern hemisphere suggest
continuous methane emissions. Methane is also used in small quantities for medical
diagnosis. When the stomach microbiota is imbalanced, methane can be detected in the air,
indicating irritable bowel syndrome. Consequently, methane is released into the bloodstream
and travels to the lungs.

However, numerous methods are available for detecting CH4 nowadays, each with
benefits and drawbacks. Optical fiber-based methane detection methods stand out for their
remote operation, deployment versatility, high sensitivity to low concentrations, real-time
monitoring capabilities, minimal interference, and cost-effectiveness, making them ideal
for continuous and reliable methane surveillance. Unfortunately, detecting methane at
leak-relevant quantities with these methods using widely deployable, reasonably priced
equipment over long distances and/or wide geographic areas remains challenging. Due
to their low polarizability, this difficulty stems from the inherently low reactivity of CHa
molecules compared to other frequently researched gas molecules, such as H2, CO-, and CO.

This article provides an in-depth review of a wide range of commonly used optical
fiber-based methane detection sensors, including information on their performance
characteristics and current developments to enhance sensitivity, selectivity, response and
recovery times, and long-term stability. It also meticulously analyzes the challenges and
limitations associated with these sensors. Future research directions, including materials
and optical sensor advancements, are explored to guide the development of more reliable
and efficient methane detection systems.
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METHANE SENSING MATERIALS

Depending on the surrounding gas environment, gas-sensing materials can modify their
electrical, optical, or auditory properties. This article will compile the most recent research
on CH4 sensing materials in this domain, focusing on five categories: metal oxides,
supramolecular materials, carbon-based substances, conductive polymers, and metal-
organic frameworks. The sensing mechanism and effectiveness of each category will be
explained. Additionally, the suitability and feasibility of utilizing diverse sensing materials
on the platforms above and mechanisms will be compiled in Table 1. Table 2 also offers an
overview of the CHa sensing capabilities of various materials. The ranges for response time,
temperature requirements, and detection limits have been compiled based on the highest
and lowest values from published studies. Materials for highly specific and reversible CHa
sensing are continuously under investigation, unlike other gas sensors, including NHs, Hz,
and others. Therefore, the assessment of selective and reversible changes in these sensors is
typically minimal or moderate, as listed in Table 2. The deposition of the sensing materials
typically occurs in the formation of a polycrystalline layer or film onto a substrate that
incorporates heating as well as embedded electrodes (Figure 2).

Table 1
Summary of the materials used for CH, sensing across various platforms and techniques (Hong et al., 2020)
Techniques
Platform
Electrical Optical Mass
Optical Fiber - 1,3.4,5 -
Chemi-resistive 1,2,3 - -
SAW/QCM 1 - 34,5

Note. 1: Metal-oxide; 2: Carbon; 3: Conducting polymer; 4: Supramolecular and 5: Metal-organic framework

Table 2
An overview of the various materials’ characteristics for detecting CH, (Hong et al., 2020)
. Temperature of Time of Sensing Selection Detection
Material . Response . Threshold
Operation Reversible Nature Level
() (ppm)
Metal-Oxide 25°C-900°C 10°-10? Minimum-Medium Minimum-  10°-103
(normally > 150°C) Medium
Carbon Room Temperature  10'-10? Minimum-Medium Minimum-  10'-10*
-450°C Medium
Conducting Room Temperature ~ 10'-10? Minimum-Medium Minimum-  10*-10°
Polymer Medium
Supramolecular Room Temperature — 10'-102 Minimum-Medium Minimum-  10'-10*
Medium
Metal-organic ~ Room Temperature ~ 10'-10? Medium-Maximum Medium 10*-10°
Structure
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Sensing layer
Pt

Substrate
(e.g. Al,Os)

(a) (b)
Figure 2. (a) A graphical representation; and (b) snapshots of an illustrative sensing material, taken from
(Tiemann, 2007)

METHANE ABSORPTION SPECTRA

The Lambert-Beer rule is the basis of optical gas detection using absorption spectrum
analysis in Equations 1 and 2.

IA) = Iy exp[—a(A, €). L] a[cm?] [1]
IA) = I,(A) exp[—a(4, C). L] a[ppm. cm?] [2]

Where / is the amount of light transmission through the gas-filled medium; /, is the
brightness of the incident light on the medium; C is the concentration; a, « is the coefficient
of absorptions; and L is the optical path length.

The Pacific Northwest National Laboratory, part of the US Department of Energy
(DOE), provides quantitative gas spectra, which can be determined using the HITRAN
database (Rothman et al., 2009). Optical approaches for detecting methane rely on its
infrared absorption properties. The absorption spectrum of methane, displayed in Figure 3,
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Figure 3. Methane absorption spectra (Adapted from Kwasny & Bombalska, 2023)
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2023). It is important to carefully select

methane absorption lines to avoid interference from these absorbers. Figure 4 illustrates

the selection of relevant bands for investigation, as well as the proximity of CH, and H,O

absorption lines to each other. It effectively operates immersion cells at lower pressures

of 50—100 hPa to enhance spectral resolution and line separation and reduce half-width.

Cooled detectors are unnecessary for instruments operating in the NIR region (0.8-2.5

um) due to their expense.

METHANE GAS DETECTION BASED ON OPTICAL METHODS

Gas-detecting applications can represent a wide range of gas concentrations, generally
indicated as a volumetric ratio in the air or another matrix. Since most gases behave as
ideal gases to a large extent at normal temperatures and pressures, the molar concentration
in the matrix is also identical or nearly equal (Hodgkinson & Tatam, 2013). An example
of methane, which has multiple applications requiring measurement over a range of
concentrations, can be used to illustrate gas concentrations. Table 3 provides a summary
of several examples. Concentrations can be expressed as % volume, ppt, ppm, or ppb.

Different approaches now exist for identifying methane in the air, depending on
whether the measurement is conducted in a laboratory, where samples are analyzed under
stationary conditions, or outdoors, where continuous observation is performed. Various
sensors can detect methane, including optical, pyroelectric, semiconducting metal oxide,
electrochemical, and calorimetric sensors.

Thermal Conductivity Detector is one of the earliest sensors used to assess the
composition of gas mixtures. This method involves detecting changes in the thermal
conductivity of a carrier gas resulting from alterations in its chemical structure. The sensor
is an imbalanced Wheatstone bridge consisting of two or four thermistors heated by current
passing through them. High sensitivity, a linear response over a broad measurement range,
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Table 3

Methane detection application that demonstrates the requirement for gas measurement across a range of
concentrations (Hodgkinson & Tatam, 2013)

Desired
Execution Major concerns concentration Reference
spectrum
Process monitoring: gas Accuracy to ‘fiscal 70-100% volume Wild, 2000

quality, i.e., the composition
of natural gas measured for
regulatory purposes, metering
and the alteration of custody

Process monitoring: tracking
the combustion process

Process/environment:
measurement of methane
residue in a flare for the
exchange of carbon

Environment-based modeling:
The 1.8 ppm methane
background assessment

Environment-based modeling:
measuring methane flux using
eddy covariance technology
Safety: Cleaning gas pipelines
to prevent explosions and
make sure the pilot lights stay
sparked

Safety: measurement of gas
leakage in relation to the
4.9% volume lower explosive
limit

Safety: where gas spills are
located, usually outside

standards’ (0.1%)

Accuracy throughout a broad
range of temperatures and
pressures

Consistency: 100 parts per
billion. Methane background
concentration: 1.8 ppm;
higher near sources

Compared with previous
data. Accuracy of 0.1%— 5%
of reading required

Interaction at data rates
higher than 10 Hz with local
atmospheric eddy currents

Accuracy, e.g., to £5%
volume at 50% volume

Accurate at action points,
e.g., 20% lower explosive
limit (1% volume) for
evacuation of buildings

Dependable detection
threshold of about 1 ppm

0.1%—-100% volume

100 ppb - 1000 ppm
(plus a background
level of 1 Accuracy
e.g., to £5%.8 ppm)
30 ppb - 3 ppm
(plus a background
level of 1.8 ppm)

5 ppb - 25 ppm
(plus a background
level of 1.8 ppm)

1%-100% volume

0.1%—5% volume

1-10000 ppm

Pyun et al., 2011

Kannath et al.,
2011

Gardiner et al.,
2010

McDermitt et al.,
2011

Agius et al., 2000

Gao etal., 2013;
Hodgkinson &
Pride, 2010

Hodgkinson

& Pride, 2010;
Hodgkinson et al.,
2006

and a straightforward design characterize this sensor. However, key disadvantages include

a lack of discrimination and the need to maintain constant sensor temperature, gas flow

rate, and reference conditions.

In catalytic combustion sensors, a catalytic combustion reaction occurs on the active

element, while changes in humidity, pressure, and temperature are measured using a

passive component as a reference. The sensor utilizes a Wheatstone bridge. Catalytic

combustion sensors are currently used in pellistors and hot fibers. A flammable gas and

air stream is directly exposed to a hot platinum fiber in pellistors. In addition to serving

as a heating element and resistance thermometer, the platinum wire also acts as a catalyst
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for combustion. When an electric current passes through the circuit, the platinum wire
reaches a temperature range of 400 to 500°C, allowing the gas mixture to undergo catalytic
oxidation (Kwasny & Bombalska, 2023).

Optical sensor technologies have become increasingly popular in recent decades due
to their inherent advantages over other sensing platforms. These benefits include sensing
remotely, immunity to electromagnetic interference, eliminating electrical lines and contacts
in combustible gaseous settings, and non-invasive measurement techniques (Shemshad
et al., 2012). Several research investigations and review studies have focused on optical
technique-based gas sensors (Shemshad et al., 2012; Wang & Wolfbeis, 2016). Optical gas
sensors detect variations in electromagnetic waves or visible light when the analyte comes
into contact with the receptor section. Absorption and scattering are the basic mechanisms
optical gas sensors use to detect emissions. A visual representation of a functional optical
gas sensor for methane is depicted in Figure 5. It consists of an optical spectrum detector,
a tube that holds the tested gas sample, and a light source that produces mid-IR light.

Optical technologies offer numerous benefits, including the ability to test methane
remotely and at very low concentrations, such as ppm, ppb, and ppt. However, a primary
drawback is the overlap of water bands during absorption and the presence of other

hydrocarbons.
Intensity (initial) Intensity (target gas) Optical filter
1 T — Sensor
- L] L]
[ o " o | 1, .
. Io L -
Control signal . . Gas output
L] L]
Source of light 4—3 . .
- - = ~ i
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Figure 5. The working mechanism of an optical sensor for detecting methane

Tunable Diode Laser Absorption Spectroscopy

Tunable diode laser absorption spectroscopy (TDLAS) has been employed to detect
temperature readings and gas concentrations in applications requiring high resolution,
sensitivity, and precision. By adjusting the output wavelength of a diode laser, a single
narrow linewidth laser can scan across distinct absorption paths to acquire measurements.
Additionally, since absorption lines widen as pressure increases, high selectivity can be
achieved at low pressures. Numerous researchers have developed methods for tracking trace
gases. The TDLAS approach is a robust identification method that applies to all species
absorbing infrared light and can produce a variety of laser wavelengths without requiring
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additional equipment. Using a multiplexing method that pairs multiple laser outputs and
utilizes a multipass cell, multiple gases can be monitored simultaneously. This approach
responds quickly, typically in the range of 1 to 1000 pus, and is highly sensitive (Beckwith
et al., 1987). However, limitations include the difficulty sustaining and employing this
technology as a stand-alone system without routine technical repair and the restricted
availability of laser initiation.

Various techniques utilize tunable diode laser spectroscopy to measure gas concentration
and absorption, including wavelength, frequency modulation, and direct absorption
spectroscopy. TDLAS achieves high resolution through a solitary channel of gas absorption
across the emission wavelength of a narrow linewidth laser diode. The measurement
can be self-referenced successfully by comparing the central peak absorption to the zero
level on both sides of the spectrum. There are two main approaches for TDLAS: direct
spectroscopy and wavelength modulation spectroscopy (WMS). Commercially available
tools developed using these approaches include the SS2100 hydrogen sulfide analyzer
(http://www.spectrasensors.com/asp/Site/Products/ByProduct/index.asp). Typically, a lock-
in amplifier at the receiver is employed to recover the second harmonic of AC excitation to
detect methane gas, as illustrated in Figure 6. Figure 7 displays the probable configurations
of various demodulating waveforms for a single gas line.

The quality of the laser mode can significantly affect TDLAS. Achieving a high laser
mode quality involves determining the pedestal temperature and driving current settings at
which the laser produces strong, steady emission in a single mode at the targeted absorption
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Figure 6. A laser diode is used in the conventional configuration of TDLAS to display observed signals as
two objectives using a measure of laser drive current: (a) direct gas line scanning; or (b) second harmonic
wavelength modulating spectroscopy (2f WMS)
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Figure 7. Various harmonic signals are generated in the WMS: (a) Background-corrected DC scan of a single
gas line, with the RAM removed for clarity; and (b) The 1f, 2f, and 3f harmonics’ form shifted for clarity, as
a function of the current scan location. On the 1f signal, the RAM produces a slight but detectable dc offset
extracted from (Hodgkinson & Tatam, 2013)

wavelength. However, this can be challenging as thermal cycling may cause changes in
mode structure that alter the properties of the laser over time. Nevertheless, single-mode
operation is preferred to minimize mode partition noise and remove interference from
absorption signals of other modes with the primary absorption signal of the target species.

We have comprehensively reviewed recent publications on methane identification
using TDLAS and compiled a summary of these findings in Table 4.

Table 4
Comparison measurements of performance for optical-based methane detection
Minimum
Minimum Minimum
Wavelength Path Re.:sp onse Detectable Detectable Detectal.)le Reference
(pm) Time (s) . Absorption
Concentration Absorbance .
Coefficient
2.3 72 m 137 0.487 ppm Not stated Not stated Shao et al.,
2019
1.65 80 mm 0.3 52 ppb 2.1x10°% 1.455x10% cm™  Wei et al.,
cm 'W/Hz!"? 2021
1.684 20 cm 2 4.3 ppm Not stated Not stated Hennig et al.,
2003
1.6482 74 m 1.5-10 0.1 ppm 4-8x107° Not stated Gurlit et al.,
2005
1.654 252 m 2 20 ppb Not stated Not stated Richard et
al., 2002
8.03 76 m 1 1 ppb 4.6 x10°7° 6.1 x10°cm™  McManus et
Hz 2 Hz ' al., 2008
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Non-dispersive Infrared

To compensate for the laser wavelength shift caused by heat in laser absorption
spectroscopy, one of the most straightforward methods is the construction of broadband
non-dispersive 